’ FEAT JOURNAL

21
’ January — June 2024; 10(1) : 21 - 30
, . FEAT JOURNAL
" FEAT r FARM ENGINEERING AND AUTOMATION TECHNOLOGY JOURNAL

Farm Engineering And Automation Technology

Researc Grovp o e Uy 915RNFIAINGTNATHUAzINATUTAENTATLANARTUIIR

ﬂ’]‘iL‘lJ?EEI‘ULﬁEI‘LILLUUﬁﬁ@ﬂﬁmmuﬂ’]iWﬂ’]ﬂﬁﬂiﬁ"]ﬂ')’]NM'J’]u‘II’BQ’éJ’BEI
A Comparative Study of Prediction Model
Case Study Commercial Cane Sugar Prediction
aanN 189 uay Alasmd Wanulnlsasl”

. . |
Lalita Khamthong and Sirorat Pattanapairoj )
97393 AINIINERAIMNNS ALUZAAINIINANART WMNANENATTBULNY

Department of Industrial Engineering, Faculty of Engineering, Khon Kaen University, Khon Kaen, Thailand

Received: 26 March 2024
Revised: 17 April 2024
Accepted: 17 April 2024
Available online: 26 June 2024

UNARNsa

. Py = o o Ay : 5 a %
mmwmmmm@@ﬂLﬂuuuﬂuﬁmwmwmm@maﬂzymmuﬂ?mmmm@mmmmemmmumau

¥ = Y o & Y = o oA = o aa
UIRANALACLNEUAINLTEULNITHRU DD EUADILNHFTNT UWﬁQWNu@QN@Q@ﬂiz@QﬂLW@ﬂﬂHqﬂ’q'ﬂﬂWN NQ

=

] Y o Y o . . ] = S o
ﬁ]ﬂV’ﬂV’]'JqNﬂqqumﬂﬁﬂﬂﬂtﬂﬂjﬂnﬁﬂqﬁ‘ﬂmﬂ@ﬂLLUUﬁluUuLLﬁ (StepW|se Regre33|on) EﬁQﬂq?ﬁﬂHquLLUQﬂQ'ﬂﬂ

=

= o = o o A o % N = o A a o
Wﬂﬂi&l’q@@ﬂl,ﬂu 2 N90U AR NTEU 1 ﬁﬂﬂqﬁq@ﬂWLﬂﬂqﬂUﬂqﬁ‘ﬂ@Jﬂ@ﬂﬂ hLATNT 2 ﬂﬂﬂqﬂqqﬂ‘WLﬂﬂrJﬂuﬂq?

'
a o

Ugndasdandufadaiifaaiunisguaszudnenislgndes anduiidadanduase
ANAYNNMINULBIRBENNAF9RL LA a9 L A1 nsalA1 AN MaKa e o Tne ldRalasedne
dszamiian (Artificial Neural Network: ANN) 356 uldsndula (Decision Tree) wazdnnisguilalad
(Random Forest) $aNAw Lmﬁ@gmmummmuim%’ (K-fold Cross-Validation) HANI3ANEINLIN
o dl 6 1 U dld a a k2 1 o dl v
wuuanaesildluntsnensalAtaaunauresseandilsr@nsningega laun uuuaiaeasiignasieann

a

Fnsgui sl sesasunmedbriulindula uasdslassanatlszainiian auasu



’ FEAT JOURNAL

’ January — June 2024; 10(1) : 21 - 30

22

AFIATY: ANAINMNUIBNSY N1TnRneaLULTULUle Tasstnalszamian sulisadula nnsgui

54

Abstract

Commercial Cane Sugar (CCS) is major concern in the sugar industry, impacting both production

quantity and the trading systems of sugarcane farmers. The purpose of this article is to examine the

factors related to CCS using the Stepwise Regression method. This research comprises two case

studies: Case 1 focused on 13 factors related to sugarcane planting, while Case 2 investigates 17

factors associated with both planting and cultivation care. The study then incorporates various factors

found to impact CCS levels to construct three forecasting models: Artificial Neural Network, Decision

Tree, and Random Forest, together with a K-fold Cross-Validation. The findings reveal that Random

Forest is the most effective CCS forecasting model, followed by Decision Tree and Artificial Neural

Network.
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