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บทคดัย่อ 

งานวิจยันีเ้ป็นการน าเสนอการใช้ระบบแขนกลหยิบไข่ไก่ โดยค านวณการท างานและควบคุมมอเตอรแ์ขนกล
ผ่านการใชเ้ทคนิคการเรียนรูข้องเครื่อง รว่มกับกลอ้งสามมิติประกอบการระบุต าแหน่งแบบอตัโนมตัิจากวิธีการ
เรียนรูเ้ชิงลึก (YOLOv5s) ซึ่งภาพรวมของงานวิจยัเป็นการจ าลองการหยิบเก็บไข่ไก่ ในสภาพแวดลอ้มที่มีการ
เลีย้งไก่แบบปล่อยอิสระและสรา้งรังไข่ไว้ส าหรับให้ไก่ไข่โดยเฉพาะ งานวิจัยสามารถน าไปต่อยอดในการ
เคล่ือนที่ของหุ่นยนตส์ าหรบัเดินเก็บไข่ไก่ในสถานการณต์่าง ๆ ต่อไปได ้โดยในงานวิจยัแสดงใหเ้ห็นถึงผลของ
ประสิทธิภาพของการใชก้ารเรียนรูข้องเครื่องในการหยิบไข่ไก่ของแขนกล และความถูกตอ้งของต าแหน่งไข่ไก่
จากโมเดลการเรียนรูเ้ชิงลึก รวมถึงปัญหาที่สามารถเกิดขึน้ในการทดลองการหยิบจับไข่ไก่ดว้ย  และจากการ
ทดลองในกรณีที่มีโนดซ่อนของโมเดลการเรียนรูข้องเครื่องที่แตกต่างกัน แขนกลหยิบไข่สามารถหยิบไข่ไก่ได้
อย่างถงูตอ้งในช่วงรอ้ยละ 75-90 
ค าส าคัญ : หุ่นยนตห์ยิบจบัไข่ การเรียนรูข้องเครื่อง การเรียนรูเ้ชิงลกึ YOLO 
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Abstract 

This research presents the use of a robotic arm system for collecting chicken eggs, with motor 
control and motion planning based on machine learning techniques. A 3D camera is integrated to 
enable automatic egg localization using a deep learning method (YOLOv5s). The overall framework 
simulates egg collection in a free-range chicken farming environment, where nests are specifically 
prepared for hens to lay eggs. This work lays the foundation for future development of mobile robots 
capable of navigating various environments to collect eggs. The study demonstrates the 
effectiveness of machine learning (FFNN) in controlling the robotic arm for egg picking and 
evaluates the accuracy of egg localization using the deep learning model. Challenges encountered 
during egg-picking experiments are also discussed. Based on experiments with varying numbers of 
hidden nodes in the machine learning model, the robotic arm achieved egg-picking accuracy 
between 75% and 90%. 
Keywords: Egg-picking Robot: Machine learning: Deep learning: YOLO 
______________________________________________ 
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1. บทน า 
การเลีย้งไก่ไข่ถือเป็นหนึ่งในอุตสาหกรรมปศุสตัวท์ี่

มีความส าคัญทางเศรษฐกิจและมีบทบาทส าคญัต่อ
ความมั่นคงทางอาหาร ซึ่งไข่ไก่เป็นแหล่งโปรตีน
ต้นทุนต ่าที่บุคคลทั่วไปสามารถเข้าถึงได้ง่ายและ
บริโภคกันอย่างแพร่หลาย  โดยปกติแล้วในเชิง
พาณิชยม์ีการเลีย้งในหลายรูปแบบ และหน่ึงในนัน้คือ
รูปแบบของการเลี ้ยงไก่แบบปล่อยอิสระ โดยที่ไก่
สามารถไข่ตามพืน้ที่ทั่วไปหรือไข่ตามสถานที่ผูเ้ลีย้ง
ก าหนดไวใ้ห ้[1] ซึ่งการเลีย้งไก่ในลกัษณะนี ้เป็นการ
เพิ่มมูลค่าของไข่ไก่ส าหรบัจ าหน่ายให้กับผู้บริโภค
เฉพาะกลุ่มที่มุ่งเห็นถึงความส าคัญกับคุณภาพชีวิต
ของสตัว ์[2] แมว้่าการเลีย้งปล่อยแบบอิสระ จะไม่ได้
มีผลต่อคณุภาพของไข่ไก่อย่างมีนยัส าคญัก็ตาม [3] 

ในช่วงทศวรรษที่ผ่านมา อุตสาหกรรมการเกษตร
ไดม้ีการประยกุตใ์ชเ้ทคโนโลยี โดยเฉพาะอย่างยิ่งคือ
ระบบอตัโนมตัิ เป็นการเพิ่มประสิทธิภาพในการผลิต 
เพิ่มรายได้ ลดรายจ่าย และลดการพึ่งพาแรงงาน
มนุษย์ [4] เทคโนโลยีที่ ถูกน ามาใช้ เช่น  การใช้
เซนเซอร ์แขนกล หุ่นยนต์ อินเทอรเ์น็ตทุกสรรพส่ิง 
(Internet of Things: IoT) [5] แ ล ะ เท ค โ น โ ล ยี
สมัยใหม่ที่ถูกน ามาใชก้ันมากขึน้ คือการประยุกตใ์ช้
การเรียนรูข้องเครื่อง (Machine Learning: ML) การ
เรียนรูเ้ชิงลึก (Deep Learning: DL) ที่ รูจ้ักกันในชื่อ
ของปัญญาประดิษฐ์ (Artificial Intelligence: AI) [6] 
หนึ่งในแนวทางส าหรบัการประยุกตใ์ช้ AI ในการ

พฒันาดา้นการเกษตร คือการพัฒนาหุ่นยนตท์ี่มีการ
ขบัเคล่ือนแบบอตัโนมตัิ สามารถท างานแทนแรงงาน
ของมนษุยใ์นสภาพแวดลอ้มต่าง ๆ ได ้[7]   
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เช่น การใช้ ML ในการปรบัปรุงการเคล่ือนที่ของ
หุ่นยนต ์การหลีกเล่ียงส่ิงกีดขวาง รวมถึงการวางแผน
เส้นท างให้ มี ป ระ สิ ท ธิภ าพ ม ากยิ่ ง ขึ ้น  [8] ใน
ขณะเดียวกนัการใช ้DL ซึ่งส่วนใหญ่เป็นกระบวนการ
ในการประมวลผลภาพ ถกูใชง้านทดแทนการมองเหน็
ของมนุษยผ่์านกลอ้ง โดยเฉพาะอย่างยิ่งในรูปแบบที่
มีการตอบสนองในลกัษณะของเวลาจรงิ (Real-time) 
ก็มีบทบาทส าคัญในการพัฒนาอุตสาหกรรมเกษตร
มากขึน้เช่นเดียวกนั 
จากที่ผ่านมาไดม้ีงานวิจยัที่เก่ียวกับการใชหุ้่นยนต์

และแขนแกนในการหยิบเก็บส่ิงของ โดยการควบคุม
การเคล่ือนในแกนการหมนุแกนต่างๆ [9] รว่มถึงการ
ใช ้DL ส าหรบัช่วยในการมองเห็น [10] ประกอบกัน
เพื่อใหส้ามารถท างานที่มีความถูกตอ้งมากขึน้ หรือ
แมก้ระทัง้การน ามาประยุกตใ์ชใ้นดา้นการเลีย้งไก่ไข่
ในรูปแบบต่างๆ อีกดว้ย [11-13] โดยแต่ละรูปแบบ
อาจมีขอ้จ ากดัในบางประการ เช่น ตอ้งติดตัง้อปุกรณ์
ในต าแหน่งเฉพาะจดุเท่านัน้ หรือเครื่องมือหยิบจบัไข่
ไก่มีการจ ากดัการเคล่ือนท่ีในมมุต่างๆ 
ดังนั้น ในงานวิจัยนีจ้ึงเห็นถึงขอ้จ ากัดของการใช้

หุ่นยนตห์รือกลไกลที่ถูกออกแบบให้มีความเฉพาะ
ส าหรบัแต่ละงาน จึงมีแนวคิดที่จะศึกษาและวิจยัถึง
ความเป็นไปได้ในการใช้แขนกลที่สามารถซือ้และ
เข้าถึงง่ายตามท้องตลาด ให้สามารถควบคุมการ
เคล่ือนที่โดยการสอนจากข้อมูลในโมเดลของ ML 
รว่มกับภาพจากกลอ้งสามมิติ ในสภาพแวดลอ้มการ
จ าลองการเก็บไข่ไก่ที่มีการเลี ้ยงแบบอิสระ และ
ต าแหน่ งของแขนกลหุ่ นยนต์ที่ อาจไม่ ได้อยู่ ใน
ต าแหน่งเดิมเสมอ ทั้งนีท้างผูว้ิจัยเห็นว่าการวิจัยจะ

เป็นแนวทางในการพัฒนาแขนกลร่วมกับการใช ้DL 
ในการหยิบเก็บไข่ไก่ในรูปแบบต่างๆ ได้ พรอ้มกับ
แสดงถึงปัญหาที่อาจจะเกิดขึน้ระหว่างกระบวนการ
ในสภาพแวดลอ้มที่ใกลเ้คียงกนั 

 
2. วิธีการการวิจัย 

2.1. ภาพรวมการวิจัย 
ภาพรวมในการวิจัยนีเ้ป็นการพัฒนาหุ่นยนตแ์ขน

กลหยิบจับไข่ไก่แบบอัตโนมัติ จะประกอบไปด้วย      
2 ส่วนหลัก คือ ส่วนของกลอ้งการมองภาพและส่วน
ของแขนกลส าหรบัการหยิบไข่ไก่ (รูปที่ 1) โดยที่การ
ท างานจะเริ่มจากการที่กล้องมองเห็นไข่ไก่ในรังไข่ 
พรอ้มกับระบุต าแหน่งของไข่ไก่แต่ละใบบนรูปภาพ  
ในแนวแกนตั้ง แกนนอน และแกนลึก ซึ่งอา้งอิงจาก
ต าแหน่งของตัวกล้องถึงรังไข่ไก่  จากนั้นส่งข้อมูล
ต าแหน่งของไข่ไก่ครั้งละ 1 ใบ ไปยังแขนกลเพื่ อ
ประมวลผลการเคล่ือนที่ และหยิบจับไข่ไก่เพื่อเก็บใน
ต าแหน่งที่ ต้องการต่อไป  และจะด าเนินการใน
ลักษณะนีจ้นไม่เหลือไข่ไก่ในรงัไข่  เป็นการเสร็จสิน้
การท างาน แสดงผงังานการท างานโดยรวม (รูปที่ 2) 
 

                  3D      

                               
              

                           

รูปที ่1  ภาพรวมการท างานของระบบ 
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รูปที ่2  ภาพรวมผงัการท างาน 

2.2. ต าแหน่งในการติดตั้งอุปกรณ ์
การติดตัง้และการวางอปุกรณ ์ประกอบไปดว้ยการ

วางต าแหน่งอปุกรณท์ัง้หมด 3 ส่วน คือ ต าแหน่งของ
รงัไข่ มีขนาดความกวา้งประมาณ 20 ซม. และความ
ยาว 20 ซม.วางห่างจากแขนกล 10 ซม. ต าแหน่งของ
แขนแกนอยู่กึ่งกลางของรงัไข่ และต าแหน่งของกลอ้ง
สามมิติอยู่ถดัจากแขนกล 10 ซม. (รูปที่ 3) 

         

     
      3D

 

รูปที ่3  ต าแหน่งการวางอปุกรณ ์

2.3. กล้องตรวจจับต าแหน่งไข่ไก่ 
ในการตรวจจบัต าแหน่งของไข่ไก่ ใชอ้ปุกรณส์ าหรบั

การประมวลผลเป็น NVIDIA Jetson Xavier NX [14] 
ซึ่งเป็นชิปอุปกรณ์ส าหรับการประมวลผล AI และ
อุป กรณ์ กล้อ งสามมิ ติ ต รวจจับความลึก  Intel 

RealSense Depth Camera D435 ซึ่งเป็นกลอ้งวิดีโอ
ที่มีการรวมส่วนของการรบัภาพวิดีโอมีการอ่านขอ้มูล
แบบ  RGB รวมถึ ง ส่วนของการรับค่ าความลึก
ประกอบเป็นขอ้มลูสามมิติบนภาพ และในการพฒันา
ส่วนในนี ้ใชเ้ครื่องมือ Jupyter Notebook ในรูปแบบ 
web-based ที่สามารถพัฒนาโปรแกรมด้วยภาษา 
Python 
การได้มาซึ่งต าแหน่งของไข่ไก่บนภาพนั้น เป็น

กระบวนการจากการสรา้งโมเดล DL ในที่นีเ้ลือกใช้
เป็น YOLOv5s (เรียกแทนเป็น YOLO) จาก Open 
Source บนเฟรมเวิรค์ Ultralytics [15] ซึ่งเป็นโมเดลท่ี
มีขนาดเล็กและมีความเร็วเพียงพอต่อการตอบสนอง
ของระบบที่สามารถท างานเป็นแบบ Real-time บน 
NVIDIA Jetson Xavier NX ได้เป็นอย่างดี  ในด้าน
ความเสถียรและการเขา้กันไดร้ะหว่างซอฟตแ์วรแ์ละ
คณุสมบตัิของฮารด์แวร ์โดยกระบวนการเริ่มจากการ
เก็บภาพตัวอย่างไข่ไก่บนรังไข่ จ านวน 500 ภาพ 
แบ่งเป็น 80% ส าหรับเป็นชุดข้อมูลการสอนโมเดล 
10% ส าหรับชุดข้อมูลเพื่อปรับปรุงโมเดล และอีก 
10% ส าหรบัการทดสอบ ชดุขอ้มลูทัง้หมดประกอบไป
ดว้ยการกระจายตัวของจ านวนไข่ไก่จากการสุ่มวาง
ต าแหน่งไข่บนรังไข่ เพื่อสรา้งเป็นข้อมูลส าหรับการ
สอนโมเดล YOLO ใหม้ีตวัอย่างในหลายสถานการณ ์
และไข่แต่ละใบบนภาพชุดข้อมูลจะถูกก าหนดป้าย
ต าแหน่ง (Label) ไข่ไก่ ในแกนนอนและแกนตัง้ โดย
ใชเ้ครื่องมือของ CVAT [16] เพื่อใชป้ระกอบการสอน
โม เดล YOLO และฝึกสอนให้ ได้โม เดลที่ ดี ที่ สุด   
ส าหรบัชดุขอ้มลูภาพไข่ไดท้ี่เตรียมไวด้ว้ยคอมพิวเตอร์
ประมวลผลความเรว็สงูภายนอก (รูปที่ 4) 
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รูปที ่4  การเตรียมและการสอนโมเดล YOLO 

การไดม้าซึ่งต าแหน่งของไข่ไก่บนภาพจากโมเดล 
YOLO จากการป ระม วลผลบน  NVIDIA Jetson 
Xavier NX จะไดต้  าแหน่งของไข่ไก่เฉพาะต าแหน่งใน
แนวแกนนอนและแกนตั้งเท่านั้น ดังนั้นจึงต้องน า
ข้อมูลภาพในแนวแกนลึกมาระบุต าแหน่งที่ตรงกัน
ด้วย  เนื่ อ งจากอุปก รณ์  Intel RealSense Depth 
Camera D435 มีส่วนของการเก็บภาพสี RGB และ
ส่วนของภาพการเก็บข้อมูลความลึกแยกส่วนกัน       
มีขนาดมมุมองความกวา้งของการเก็บภาพไม่ตรงกัน 
ซึ่งภาพความลึกสามมิติ  มีมุมมองที่กว้างมากกว่า   
จึงจ าเป็นตอ้งปรบัขนาดของภาพ  ดว้ยการขยายภาพ 
ให้มีอัตราส่วนของวัตถุให้ใกล้เคียงกัน  และตัด
ขอบภาพให้มีขนาดเท่ากันกับภาพ RGB เพื่ อให้
สามารถอ้างอิงต าแหน่งภาพทั้งสองส่วนได้ตรงกัน
มากที่สดุ จากนัน้จึงน าขอ้มลูที่ไดน้ าไปใชส้ าหรบัการ
ฝึกสอนในกระบวนการในหวัขอ้ 2.4. รวมถึงการน าไป
เพื่อเป็นขอ้มลูของการสอนโมเดล ML ในการเก็บไข่ไก่
ของแขนกลในระบบต่อไป (รูปที่ 5) 

 
 
 
 

 

 

 

 

 

 
รูปที ่5  การเตรียมขอ้มลูส าหรบัการสอน 

โมเดล ML และการน าขอ้มลูโมเดลไปใชใ้นระบบ 
 

2.4. การควบคุมการเคลื่อนทีข่องแขนกล 
ในงานวิจยันีไ้ม่ไดค้  านวณองศาหรือค านวณสมการ

ส าหรบัการเคล่ือนท่ีของหุ่นยนตจ์ากมอเตอรแ์ต่ละตวั
โดยตรง แต่จะเป็นการควบคุมการหมุนของมอเตอร์
ทั้ งหมด  6 ตั ว  โดย ใช้  ML แบบ  Artificial Neural 
Network (ANN) ใน รู ป แ บ บ ข อ ง  Feed Forward 
Neural Network (FFNN) ที่มีการส่งข้อมูลทางเดียว 
[17] โดยใชข้อ้มูลต าแหน่งของไข่ไก่ในแนวแกนนอน 
แกนตัง้ แกนลกึ และต าแหน่งของแขนกลโดยตรง ดว้ย
การเก็บขอ้มลูองศาของมอเตอรแ์ต่ละตวัเมื่อเคลื่อนที่
ถึงต าแหน่งนั้น พรอ้มกับใช้เป็นข้อมูลในการสอน 
FFNN เพื่อใหหุ้่นยนตเ์คล่ือนที่ไปยังต าแหน่งหยิบจับ
ไข่ไก่ได้โดยอัตโนมัติ  โดยในที่นี ้มีการเก็บข้อมูลค่า
องศาที่ควบคุมมอเตอรแ์ละต าแหน่งไข่ไก่จากภาพ 
ส าหรบัการสอน FFNN ไวจ้ านวน 100 ชดุขอ้มลู 
ในการควบคุม Servo มอเตอร์ ถูกควบคุมการ

ท างานโดยอุปกรณ์ ESP32 เนื่องจากในงานวิจัยนี ้
จ  าเป็นตอ้งเลือกเป็นอปุกรณท์ี่มจี  านวนหน่วยความจ า
ที่เพียงพอส าหรบัเก็บค่าพารามิเตอรต์่างๆ  
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ข อ ง โม เด ล  FFNN เ มื่ อ เที ย บ กั บ อุ ป ก ร ณ์
ไมโครคอนโทรเลอรค์วบคุมอื่นๆ ที่นิยมใชก้ัน และใช้
ตวัขบัเคล่ือน 5 โวลต ์ในการขบัเคล่ือนมอเตอร ์พรอ้ม
กับควบคุมการท างานจากการส่งสัญญาณ Pulse 
Width Modulation (PWM) ที่มีความกว้างของคาบ
สัญญาณที่แตกต่างกันในการให้มอเตอรห์มุนไปยัง
องศาที่ตอ้งการ และใชภ้าษา C++ ที่มีการปรบัปรุงให้
สามารถใช้บน Arduino IDE ซึ่งเป็นเครื่องมือที่ มี
ฟังก์ชันการท างานพื ้นฐานในการพัฒนา ควบคุม
ความทิศทางและความเรว็ของมอเตอร ์
โมเดลของ FFNN ที่ใชป้ระกอบไปดว้ย 3 อินพตุโนด 

(Input Node) เป็นต าแหน่งแกนนอน แกนตั้ง และ
แกนลึก และ 6 เอาต์พุตโนด (Output Node) ที่เป็น 
ค่าองศาส าหรับการควบคุมมอเตอรจ์ านวน 6 แกน 
และโนดซ่อน (Hidden Node) 1 ชั้น ที่มีจ านวนโนด
แตกต่างกนัตัง้แต่ 5 ถึง 30 โนด (รูปที่ 6) 

Input

Hidden Output

x
y

z

 

รูปที ่6  โมเดล FFNN ส าหรบัการควบคมุแขนกล 

ไฮเปอรพ์ารามิเตอร ์(Hyper parameter) ที่ ใช้ใน
ทดลองประกอบไปด้วย  3 อินพุต โนด , 5 ถึ ง 30 
ส าหรับโนดซ่อน, 6 เอาต์พุตโนด, อัตราการเรียนรู ้
(Learning Rate) ความมาก/น้อย ส าหรับควบคุม
อตัราการเรียนรูข้องโมเดล อยู่ที่ 0.3 และรอบของการ

สอนโมเดลครบชุดข้อมูลการสอน 1 รอบ (Epoch) 
จ านวน 400,000 หรือน้อยกว่าหากฝึกสอนแล้ว     
เกิดความผิดพลาด Sum of Squared Error (SSE) 
นอ้ยกว่า 0.001 
ลกัษณะของการหยิบไข่ไก่นั้น 1 ใน 6 ของมอเตอร์

คือมอเตอร์ที่ ควบคุมการคีบ/หนีบไข่ไก่  เป็นการ
ควบคุมการอ้าและหุบของอุปกรณ์หยิบไข่ไก่ ซึ่งใน
งานวิจัยนี ้ได้ติดอุปกรณ์เพิ่มเติมบริเวณปลายของ
อุปกรณ์ให้มีขนาดที่ใหญ่ขึน้และเสริมอุปกรณ์ให้มี
ความนิ่มมากขึน้ เพื่อให้สามารถหยิบได้โดยไข่เกิด
ความเสียหายน้อยที่สุด  ซึ่งปลายทางของโมเดล 
FFNN จะถูกก าหนดใหส่้วนหนีบมีการอา้คา้งไวเ้สมอ
และอยู่บริเวณต าแหน่งที่พรอ้มส าหรับหนีบไข่ไก่ 
จากนั้นจึงเป็นการควบคุมการหนีบโดยก าหนดให้มี
ความกว้างของอุปกรณ์หนีบ ประมาณ 75% ของ
ขนาดไข่ไก่ ด้วยการส่งข้อมูลโดยตรงไม่ผ่านโมเดล 
FFNN พรอ้มกับหมุนให้ต าแหน่งของหุ่นยนต์ไปยัง
ต าแหน่งปล่อยไข่ไก่ในจดุที่ก าหนด 

 
2.5. การส่งข้อมูลระหว่างส่วนมองภาพและ

ส่วนแขนกล 
ในการส่งขอ้มูลระหว่างส่วนของการมองภาพและ 

ส่วนของแขนกลนัน้ ในงานวิจยันีก้  าหนดการส่งขอ้มลู
ระหว่างอปุกรณใ์นรูปแบบ Universal Asynchronous 
Receiver and Transmitter (UART)  จ า ก  NVIDIA 
Jetson Xavier NX ไปยัง  ESP32 ผ่ านพอร์ต  USB 
โดยจะส่งข้อมูลข้อมูลต าแหน่งของไข่ไก่  1 ใบใน
แนวแกนนอน แกนตั้ง และแกนลึก ในรูปของ x, y, 
และ z ตวัอย่าง  
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เช่น (พิกเซลที่ 120, พิกเซลที่ 150, ระยะความลึก 
35.2 ซม.) ส่งขอ้มูลเป็น string literal ก าหนดการส่ง
เป็น “120x150y35.2z” ซึ่งฝ่ังรับข้อมูลจะแกะข้อมูล
ต าแหน่งเพื่อน าไปด าเนินการต่อไป 

 
2.6. การทดสอบความผิดพลาด 
ในการทดสอบค่าความผิดพลาด ในงานวิจัยนี ้

ออกแบบไวจ้ านวน 2 ส่วน คือส่วนของประสิทธิภาพ
ของต าแหน่งของไข่ไก่จากภาพ และประสิทธิภาพการ
หยิบเก็บไข่ไก่ของแขนกล 
ประสิทธิภาพของการประมวลผลต าแหน่งของไข่ไก่

จะใช้การประเมินค่าในรูปแบบ Confusion Matrix 
[18] โดยหาค่า Precision, Recall และ F1-score ที่
ค  านวณจากความถูกตอ้งของการตรวจสอบวัตถุบน
ภาพ จาก True Positive (TP), False Positive (FP) 
และ False Negative (FN) 
ในส่วนของประสิทธิภาพของการหยิบจบัไข่ไก่ของ

แขนกล ประเมินในรูปแบบของค่าเฉล่ียความถูกตอ้ง
ของจ านวนครัง้ในการหยิบไข่ไก่ ท่ีมีโนดซ่อนในโมเดล  
FFNN แตกต่างกนั 

 
3. ผลการวิจัยและอภปิราย 
การทดลองส่วนของการประเมินประสิทธิภาพของ

ต าแหน่งของไข่ไก่ ประกอบไปดว้ยการทดสอบกับชุด
ขอ้มลูที่แบ่งส าหรบัการทดสอบ จ านวน 50 ภาพ และ
ชุดข้อมูลภาพที่ ได้สุ่ มจากวีดี โอการทดสอบใน
สภาพแวดล้อมที่แตกต่างออกไปจ านวน 50 ภาพ 
ไดผ้ลการทดลองดงัตารางที่ 1 

 

ตารางที ่1  
ผลการท างานโมเดล YOLO 

Source GT TP FP FN Pre Rec F1 
Test 239 215 6 24 0.97 0.90 0.93 

VDOs 225 182 18 43 0.91 0.81 0.86 

 
จากตารางที่  1 เห็นได้ว่าชุดภาพส าหรับการ

ทดสอบ (Test) จ านวน 50 ภาพ มีจ านวน Ground 
Truth (GT) คือจ านวนไข่ ไก่จริง  จ านวน 239 ใบ 
โมเดล YOLO สามารถท านายว่าเป็นไข่ไก่ถูกต้อง 
(TP) จ านวน 215 ใบ ท านายเป็นไข่ไก่แต่ผิดเป็นวตัถุ
อื่น (FP) จ านวน 6 ใบ และมีไข่ไก่จริงแต่ไม่ได้ถูก
ท านาย (FN) จ านวน 24 ใบ แสดงให้เห็นว่าโมเดล
สามารถท านายว่าเป็นไข่ไก่และเป็นไข่ไก่จริงมีค่า 
Precision ที่  0.97 โมเดลพลาดการท านาย (ไม่ได้
ท านาย) ไข่ไก่ที่มีอยู่จรงิ ได ้Recall อยู่ที่ 0.90 และค่า 
F1-score ซึ่ ง เ ป็ น ค่ า  Harmonic mean ข อ ง 
Precision และ Recall อยู่ที่ 0.93 ส่วนชุดขอ้มูลที่สุ่ม
จากวีดีโอ (VDOs) และไดภ้าพมาจ านวน 50 ภาพนัน้
มี ค่ า  Precision, Recall, แ ล ะ  F1-score เท่ า กั บ 
0.91, 0.81 และ 0.86 ตามล าดับ ซึ่งจากการสังเกต 
ค่าผลทดสอบจากชุดข้อมูล VDOs มีค่าต ่ากว่าชุด
ข้อมูลทดสอบ เนื่องมาจากไข่ไก่บางใบถูกบดบัง    
ท าใหโ้มเดล YOLO ไม่สามารถมองเห็นไข่ไก่ใบที่ถูก
บงัได ้ส่งผลใหเ้กิดจ านวน FN เพิ่มมากขึน้ และค่า FP 
นั้นเกิดจากวัตถุอื่นหรือภาพพืน้หลังที่มีขนาดและสี
คล้ายไข่ไก่  ท าให้โมเดล YOLO เกิดการท านายที่
ผิดพลาด (รูปที่ 7) 
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รูปที ่7  ตวัอย่างความผิดพลาดของโมเดล YOLO 

 

การทดลองในส่วนของการหาประสิทธิภาพการ
หยิบไข่ไก่ของแขนกล ไดอ้อกแบบการทดลองจากการ
ก าหนดโนดซ่อน จ านวน 5, 10, 15, 20, 25, และ 30 
โนด พรอ้มกับประเมินจากจ านวนครัง้ที่สามารถหยิบ
จับไข่ไก่ได ้ทั้งหมด 40 ครัง้ โดยสุ่มวางจ านวนไข่ไก่
แต่ละครัง้ไม่เท่ากันในช่วง 1-5 ใบ ในรูปแบบที่มีการ
สุ่มวางใหไ้ข่ไก่กระจายตวั และการวางไข่ไก่ใหช้ิดกัน
เป็นกลุ่ม ไดผ้ลดงัตารางที่ 2 

 
ตารางที ่2  
ผลการหยิบไข่ไก่ของแขนกล 

Hidden เก็บถกูตอ้ง เก็บพลาด % ความถกูตอ้ง 
5 30 10 75% 

10 32 8 80% 
15 32 8 80% 
20 35 5 87.5% 
25 36 4 90% 
30 36 4 90% 

 
จากตารางที่  2 เมื่ อก าหนดจ านวนโนดซ่อนที่

เพิ่มขึน้สามารถท าใหห้ยิบจบัไข่ไก่ไดถู้กตอ้งเพิ่มมาก
ขึน้ ซึ่งในการทดลองนีจ้  านวนโนดซ่อนที่ 20 โนดขึน้ไป
สามารถหยิบไข่ไก่ได้ถูกต้องมากกว่า 85%  โดยที่
อาจจะไม่จ าเป็นต้องเพิ่มจ านวนโนดไปมากกว่านี ้   

ท าให้เกิดการค านวณและประมวลผลที่มากยิ่งขึน้ 
ส่งผลต่อเวลาในการเก็บไข่ไก่ดว้ยเช่นกนั (รูปท่ี 8)  

 
 
 
 
 
 
 
 
 
 
 

รูปที ่8  ตวัอย่างภาพรวมการท างานของระบบ 
 

4. สรุป 
จากการพัฒนาและศึกษาความเป็นไปได้ในการ  

ใชแ้ขนกลเก็บไข่ไก่โดยการใช ้ML ในการค านวณการ
เคลื่อนที่รว่มกบัการใช ้YOLO ส าหรบัการประมวลผล
ภาพ เพื่อใหไ้ดต้  าแหน่งของไข่ไก่ จากกลอ้งสามมิติที่
ถูกติดตัง้ในต าแหน่งที่ไม่ไดอ้ยู่บนส่วนปลายส าหรบั
หนีบวตัถุของแขนกล ในกรณีการเลีย้งไก่แบบปล่อย
อิสระ และไก่ไข่ในสถานที่ที่ก  าหนดไว ้
จากการทดลองเห็นไดว้่าแขนกลสามารถหยิบไข่ 

ได้แม่นย าและถูกต้อง โดยไม่ต้องใช้สมการในการ
ค านวณองศาของมอเตอร ์เมื่อเทียบกับวิธีการดัง้เดิม
ที่ตอ้งก าหนดต าแหน่งอุปกรณ์ไวเ้ฉพาะที่  พรอ้มกับ
ค่าความแม่นย า ในการหยิบจับไข่ ไก่ ขึ ้นอยู่ กับ  
จ านวนโนดซ่อนของโมเดล ML โดยที่จ านวนโนดซ่อน
ที่มากยิ่งขึ ้น  ท าให้แขนกลหยิบจับไข่ไก่มีจ านวน    
ครั้งที่ ถูกต้องมากขึ ้น  แต่ก็ ถูกแลกมาด้วยการ
ประมวลผลที่มากขึน้ดว้ย 
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ในส่วนของการใช้ YOLO ส าหรับค านวณหา
ต าแหน่งของไข่ไก่จากกลอ้งสามมิติ สามารถท างาน
ไดเ้ป็นอย่างดี แต่อาจเกิดการผิดพลาดในบางกรณี 
เช่น การปรบั/ตัดภาพความลึกและภาพสี RGB จาก
กล้องสามมิติ ไม่ตรงกัน  อาจจะท าให้ต าแหน่ ง
เป้าหมายที่ไดจ้ริงมีความคลาดเคล่ือน ซึ่งในการปรบั
ภาพจะมีความแตกต่างกัน หากมีการติดตัง้ต  าแหน่ง
ของอุปกรณท์ี่ไม่ไดอ้ยู่ในต าแหน่งเดิม หรือการบดบงั
ของไข่ไก่ใบอื่น ซึ่งในทางปฏิบตัิ อาจจะไม่ใช่ประเด็น 
ที่ท  าให้แขนกลหยิบไข่ไก่ผิดพลาด เนื่องจากไข่ใบ
ดา้นหนา้ถกูหยิบไปแลว้ท าใหใ้บท่ีถูกบดบงัปรากฏขึน้
ในวงรอบการหยิบไข่ใบต่อไป และส่วนของความ
ผิดพลาดของ YOLO โดยส่วนใหญ่เกิดจากกรณีการ
ท านายวตัถผิุด เนื่องมาจากสีของพืน้หลงัหรือวตัถอุื่น
ที่มีลักษณะและขนาดคลา้ยไข่ไก่ ซึ่งอาจจะส่งผลให้
เกิดปัญหาของระบบโดยรวมได้ จากการที่แขนกล
หยิบไข่ไก่ในท่ีไม่มีไข่ไก่จรงิแบบไม่สิน้สดุ  
งานวิจยันีส้ามารถน าไปเป็นแนวทางในการพฒันา

ต่อยอดในส่วนของการเคล่ือนที่ของหุ่นยนตต์ิดแขน
กลที่ สามารถเดินทางไปยัง ส่วนพื ้นที่ เก็บ ไข่ ใน
ต าแหน่งที่หลากหลาย รวมถึงการหยิบจับวัตถุอื่น ๆ 
ที่มีลกัษณะการท างานท่ีคลา้ยกนัได ้
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