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บทคดัย่อ 
การเก็บขอ้มูลท่ีไม่ครบถ้วน หรือขอ้มูลท่ีสูญหาย ไม่สามารถน าไปใช้ในการวิเคราะห์ได้อย่างมีประสิทธิภาพ จึง

จ าเป็นอยา่งยิง่ท่ีตอ้งท าการแกปั้ญหาค่าสูญหายก่อนน าไปใช ้ในกระบวนการเติมค่าสูญหายสามารถใชข้อ้มูลท่ีมีอยู่เพ่ือพยากรณ์
ค่าสูญหาย โดยเลือกข้อมูลเป็นลกัษณะหน้าต่างขอ้มูล บทความวิจยัน้ี ศึกษาผลกระทบของการเปล่ียนขนาดหน้าต่างข้อมูล 
ส าหรับวธีิการเติมค่าสูญหายในขอ้มูลอนุกรมเวลาจ านวนมากแบบหลายตวัแปร การวิจยัเน้นท่ีการคน้หาขนาดหน้าต่างขอ้มูลท่ี
เหมาะสมส าหรับใชใ้นการสอนตวัแบบการเติมค่าสูญหาย น าขอ้มูลเขา้สู่โมเดลการแทนท่ีค่าสูญหายดว้ยรูปแบบวธีิการท าเหมือง
ขอ้มูล ในการทดสอบกบัขอ้มูลระดบัน ้าเหนือเข่ือนและทา้ยเข่ือนจ านวน 12 ตวัแปร วิธีการด าเนินการวิจยัเร่ิมจากการสุ่มจ าลอง
ค่าสูญหาย สร้างโมเดลท านายค่าสูญหาย และวดัประสิทธิภาพการจ าลองค่าสูญหายโดยเปรียบเทียบขนาดหน้าต่างขนาดต่างๆ 
ไดแ้ก่ 3 วนั 7 วนั และ 14 วนั ผลวิจยัพบว่า ขนาดหน้าต่างท่ีเหมาะสม คือ ขนาดหน้าต่างแบบ 14 วนั เม่ือใชร่้วมกบัโมเดล
พยากรณ์ใหป้ระสิทธิภาพในการเติมค่าสูญหายในชุดทดสอบไดดี้ท่ีสุด  

ABSTRACT 
Insufficient or incomplete data collection cannot be used to analyze effectively. It is mandatory that the missing 

values must be taken care of. In the imputation process, data windowing is used for moving existing data to prediction-missing 
ones. This research is to study the impact of changing the data window size for missing values imputation in multivariate time 
series data. The research focuses on finding suitable the data window size for using to train data to imputation the missing 
values and import data into missing imputation values using four techniques: Row Average, K-Nearest Neighbor (KNN), 
Fuzzy Logic System and Artificial Neural Network (ANN). The data used in the experiment were the water level above the 
dam and end the dam 12 variables. The research methodology started with missing data randomization, imputation models 
creation, and model performance evaluation. The window sizes in the experiment were 3 days, 7 days, and 14 days past period. 
The results found that appropriate window size was 14 days past period. The prediction model yielded best performance of 
missing value imputation on test data when 14 days past period data were applied for missing value imputation .  
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บทน า 
การท าเหมืองขอ้มูลไดรั้บความนิยมอยา่งแพร่หลายในงานประยกุตด์า้นต่าง ๆ ขอ้มูลถูกน าไปสร้างโมเดลใน

การตัดสินใจ เช่น การจ าแนกข้อมูล การจัดกลุ่มข้อมูล และการพยากรณ์  เป็นต้น ในการสร้างโมเดลตัดสินใจ
จ าเป็นตอ้งมีขอ้มูลท่ีสมบูรณ์ครบถว้นมาใช ้[1] เพ่ือให้ไดผ้ลการตดัสินใจท่ีถูกตอ้งมากท่ีสุด แต่การเก็บขอ้มูลอาจมี
บางส่วนท่ีมีขอ้มูลสูญหายหรือไม่สมบูรณ์เกิดข้ึน ซ่ึงจ าเป็นตอ้งมีการจดัการกบัค่าท่ีสูญหาย ดว้ยเทคนิคทางเหมือง
ขอ้มูล (Data Mining) และเคร่ืองจกัรเรียนรู้ (Machine Learning) ในการแทนค่าสูญหาย เพ่ือให้ขอ้มูลมีความสมบูรณ์ 
ก่อนน ามาวเิคราะห์ เพ่ือใหไ้ดผ้ลลพัธ์ท่ีมีประสิทธิภาพ   

ขอ้มูลอนุกรมเวลาเป็นขอ้มูลท่ีมีอยู่ในงานประยุกต์ทั่วไปซ่ึงเกิดข้ึนโดยธรรมชาติ ขอ้มูลอนุกรมเวลาเป็น
ขอ้มูลท่ีมีลกัษณะเป็นล าดบัขอ้มูลตามเวลา หรือช่วงเวลาการจดัเก็บขอ้มูลจะมีตวัช้ีท่ีส าคญัคือเวลา (time index) ซ่ึงอาจ 
จะเป็นวนิาที นาที วนั เดือน ปี หรืออ่ืนๆ โดยทัว่ไปขอ้มูล อนุกรมเวลาเป็นล าดบัขอ้มูลท่ีเรียงตอ่เน่ือง ในระยะเวลาเท่าๆ 
กนั ในเวลา ตวัอย่างขอ้มูล อนุกรมเวลาท่ีพบทัว่ไป เช่น ขอ้มูลราคาหุ้น ขอ้มูลระดบัน ้ าใน มหาสมุทร ขอ้มูลปริมาณ
น ้ าฝนในแต่ละวนั ขอ้มูลระดบัน ้ าเหนือ เข่ือนกั้นน ้ า เป็นตน้  

การวเิคราะห์ขอ้มูลอนุกรมเวลามีความส าคญัซ่ึงสามารถน า [2] ผลการวิเคราะห์ไปวางแผนหรือการตดัสินใจ 
ในการปฏิบติังานต่างๆ  ในการวิเคราะห์ขอ้มูลเบ้ืองตน้อาจใชห้ลกัสถิติเบ้ืองตน้  เช่น การหาค่าสูงสุด การหาค่าต ่าสุด 
การหาค่าเฉล่ีย  การหาค่าเฉล่ียเคล่ือนท่ี การหาเส้นสมการถดถอยเชิงเส้น เป็นตน้  ปัจจุบันมีงานวิจัยท่ีมีการใช้
เคร่ืองจกัรเรียนรู้มาวิเคราะห์แนวโน้วหรือพยากรณ์ค่าในอนาคตของขอ้มูลอนุกรมเวลา  เช่น การพยากรณ์ปริมาณ
น ้ าฝน การพยากรณ์การข้ึนลงของหุ้น เป็นตน้ ปัญหาส าคญัอยา่งหน่ึง [3] ท่ีพบของขอ้มูลอนุกรม เวลา ได้แก่ การสูญ
หายของขอ้มูลจ านวนมากสาเหตุของขอ้มูลสูญหายอาจเกิดข้ึนจากการท่ีผูจ้ดัเก็บขอ้มูลไม่ไดท้ าการจดัเก็บตามก าหนด 
เวลา หรือการจดัเก็บขอ้มูลดว้ยเซนเซอร์ หรือเคร่ืองจกัรแต่เกิดการช ารุดไม่สามารถอ่านและจดัเก็บขอ้มูลตามโปรแกรม
ท่ีก าหนด 

งานวิจยัดา้นการเติมค่าสูญหายในอนุกรมมากมาย [4] ส่วนใหญ่มีการใชเ้ทคนิคมากมายหลายแบบ แบบง่าย
สุดทางสถิติ ไดแ้ก่ การเติมค่าดว้ยค่าเฉล่ีย ค่าฐานนิยม และค่ามฐัยฐาน  การเติมค่าดว้ยรูปแบบเชิงคณิตศาสตร์ ไดแ้ก่ 
เทคนิคสมการถดถอยเชิงเส้น (linear regression) เทคนิคสมการถดถอยแบบไม่เป็นเชิงเส้น (nonlinear regression) 
ค่าเฉล่ียแถว (row average) หรือรูปแบบเคร่ืองจกัรการเรียนรู้ (machine learning) ไดแ้ก่ เทคนิควิธีเพ่ือนบา้นใกลเ้คียง 
(K-Nearest Neighbor: KNN) เทคนิควิธีโครงข่ายประสาทเทียม (Artificial Neural Network) และ เทคนิควิธีซพัพอร์ต 
เวกเตอร์แมชชีน (Support Vector Machine) เป็นตน้ ซ่ึงขอ้มูลสูญหายในข้อมูลอนุกรมเวลา มีประเด็นท่ีน่าสนใจใน
กรณีขอ้มูลอนุกรมเวลามีการสูญหายจ านวนมาก  การจดัรูปแบบขอ้มูลท่ีเหมาะสมจะเป็นอยา่งไร และตวัแบบการเติม
ค่าท่ีเหมาะสมจะเป็นอยา่งไร จากงานวิจยัของ พยงุ และกรสิริณัฐ [5] ไดน้ าเสนอการคน้หารูปแบบ ขอ้มูลท่ีเหมาะสม
ส าหรับใชส้อนตวัแบบการเติมค่าสูญหาย ผลวิจยัพบวา่ เทคนิควิธีโครงข่ายประสาทเทียม (Artificial Neural Network) 
ใหผ้ลการท านายในชุดทดสอบไดดี้ท่ีสุด และเม่ือน าไปใชใ้นการแทนท่ีค่าสูญหายใหผ้ลลพัธ์คลา้ยค่าจริง แต่ในประเด็น
การเล่ือนหนา้ต่างขอ้มูลของงานวจิยัน้ียงัไม่ไดมี้การศึกษา จึงเป็นประเด็นท่ีสนใจและน ามาศึกษาในงานวจิยัฉบบัน้ี  

ส าหรับงานวจิยัคร้ังน้ี ผูว้จิยัศึกษาผลกระทบของการเปล่ียนขนาดหนา้ต่างขอ้มูลส าหรับวิธีการเติมค่าสูญหาย
ในขอ้มูลอนุกรมเวลาจ านวนมากแบบหลายตวัแปร ซ่ึงจะเนน้ท่ีการคน้หาขนาดหนา้ต่างขอ้มูลท่ีเหมาะสมส าหรับใชใ้น
การสอนตวัแบบการเติมค่าสูญหาย น าขอ้มูลเขา้สู่โมเดลการแทนท่ีค่าสูญหายแบบต่างๆ [6] ทั้งน้ีโมเดลท่ีจะใชส้ าหรับ
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การวดัเปรียบเทียบจะประกอบดว้ย วธีิค่าเฉล่ียแถว (Row Average) วธีิเพื่อนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN)  
ระบบฟัซซีลอจิก (Fuzzy Logic System) และโครงข่ายประสาทเทียม (Artificial Neural Network)  

 

วรรณกรรมทีเ่กีย่วข้อง 
1. ข้อมูลอนุกรมเวลา 
ขอ้มูลอนุกรมเวลา [7] เป็นขอ้มูลล าดบัของค่าท่ีก าหนดไว ้ในช่วงเวลาท่ีเวน้ระยะเท่ากนั เช่น ชั่วโมง วนั 

เดือน ปี เป็นตน้ รูปแบบทางคณิตศาสตร์ของขอ้มูลอนุกรมเวลาแสดงดงัสมการ (1) และตวัอยา่งภาพขอ้มูลอนุกรมเวลา
ราคาหุน้ แสดงไดด้งัภาพท่ี 1  
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เม่ือ  di  คือ  ขอ้มูลท่ีเวลา i 

ภาพที ่1 ตวัอยา่งขอ้มูลอนุกรมเวลาราคาหุน้ 
 

การวิเคราะห์ขอ้มูลอนุกรมเวลาถูกใชง้านอย่างกวา้งขวาง เช่น การพยากรณ์ทางเศรษฐกิจ การคาดการณ์
ยอดขายการวเิคราะห์งบประมาณ การวิเคราะห์ตลาดหุ้น และกระบวนการและการควบคุมคุณภาพ การศึกษาสินคา้คง
คลงั การคาดการณ์ปริมาณงาน การศึกษา สาธารณูปโภค และการส ารวจส ามะโนประชากร เป็นตน้  

การวิเคราะห์ขอ้มูลอนุกรมเวลามีหลายเทคนิควิธี อาจจะใชห้ลกัการรูปแบบทางคณิตศาสต ร์หรือทางสถิติ  
รวมถึงโมเดลเคร่ืองจกัรเรียนรู้ ซ่ึงลว้นเป็นการสร้างโมเดลส าหรับพยากรณ์ค่าในอนาคตไดอ้ยา่งถูกตอ้งและแม่นย  า [8] 
ปัญหาส าคญัอยา่งหน่ึงในการสร้างโมเดลพยากรณ์คือ ขอ้มูลสูญหายซ่ึงเป็นประเด็นส าคญัท่ีเป็นอุปสรรคในการสร้าง
โมเดลพยากรณ์ขอ้มูลอนุกรมเวลา ข้อมูลท่ีสูญหายอาจจะส่งผลต่อกระทบการสร้างโมเดลท่ีเหมาะสมส าหรับการ
พยากรณ์ค่าในอนาคต  ความรุนแรงของผลกระทบข้ึนอยู่กบัองคป์ระกอบจากหลายส่วน หากจ านวนของขอ้มูลท่ีสูญ
หายมีจ านวนมากก็อาจไม่สามารถสร้างโมเดลพยากรณ์ไดจึ้งตอ้ง มีการแกปั้ญหาขอ้มูลสูญหาย ก่อนการน าขอ้มูลไป
สร้างโมเดลพยากรณ์  
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2. การแทนค่าข้อมูลสูญหาย 
ปัจจุบนัการแทนค่าขอ้มูลสูญหายจะมีงานวจิยัหลายเทคนิควิธีท่ีถูกน าไปใช ้เช่น เทคนิคทางสถิติ เทคนิคทาง

เหมืองขอ้มูล (Data Mining) และเคร่ืองจกัรเรียนรู้ (Machine Learning) เทคนิคเหล่าน้ีถูกไปใชส้ าหรับการแทนท่ีค่า
ขอ้มูลสูญหายอยา่งกวา้งขวางตามรายงานเอกสารการวิจยั จากการศึกษางานวิจยัท่ีเก่ียวขอ้งพบวา่ ไดมี้งานวิจยัจ านวน
มากไดน้ าเสนอวิธีการแทนขอ้มูลท่ีสูญหาย  [9-10] โดยการน าเทคนิค เช่น ค่าเฉล่ียแถว (Row Average) เพื่อนบา้น
ใกลเ้คียง (K-Nearest Neighbor: KNN) ระบบคลุมเครือ (Fuzzy Logic Systems) โครงข่ายประสาทเทียม (Artificial 
Neural Network) เป็นตน้  

2.1 ค่าเฉลีย่แถว 
ค่าเฉล่ียแถวเป็นวิธีการทางสถิติแบบง่ายๆ [11] ท่ีนิยมใช้เน่ืองจากไม่ความซับซ้อนและใช้งานง่าย ซ่ึงใช้

ส าหรับการแทนค่าขอ้มูลท่ีสูญหาย เป็นการค านวณหาค่าเฉล่ียของตวัแปรเดียวกนัเพ่ือแทนท่ีค่าสูญหาย ดงัสมการ (2)   

 
0

1 N

t

t

d d
N 

           (2) 

  

เม่ือ   คือ ค่าเฉล่ียแถวหรือตวัแปร  
    dt  คือ ขอ้มูลท่ีเวลา t 

 

วธีิการน้ีเป็นวธีิการท่ีง่ายต่อการท างาน แต่ผลลพัธ์จากวธีิการน้ี อาจถูกโนม้เอียงจากค่าท่ีอยูน่อกกลุ่มไดจึ้งให้
ประสิทธิภาพไม่ค่อยดีนกั 
 

อลักอริทึมท่ี 1 :  ค่าเฉล่ียแถว (Row Average Impute) 
     ขั้นตอนวธีิการแทนค่าดว้ยเฉล่ียแถว (Row Average Impute) 
 ขั้นท่ี 1 : จดัเตรียมขอ้มูลในรูปแบบเมทริกซ์ของ Attribute Input คือ x ส าหรับชุดขอ้มูลสอน ตั้งค่า Vector 
ของ Attribute Target คือ t ส าหรับการพยากรณ์ค่าท่ีสูญหาย 
 ขั้นท่ี 2 : คน้หาขอ้มูลสูญหายของ Attribute Target คือ tm 
 ขั้นท่ี 3 : จากนั้น แต่ละเป้าหมายท่ีมีค่าขอ้มูลสูญหาย ซ่ึงจะอ่านจากค่าของขอ้มูล ป้อนเขา้ของ Attribute 
Target คือ xm 
 ขั้นท่ี 4 : จากนั้น ส่งค่าท่ีมีการเติมขอ้มูลสูญหายคืน, tmi โดยการค านวณจากค่าเฉล่ียของ t   
 

2.2 เพ่ือนบ้านใกล้เคยีง 
เทคนิคเพื่อนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN) [12] เป็นเทคนิควิธี ท่ีไดรั้บความนิยมในการใชง้าน

อยา่งมากเช่นกนั เน่ืองจากเป็นวธีิการท่ีง่ายและมีประสิทธิภาพซ่ึงสามารถน าไปประยกุตใ์ชก้บังานไดอ้ยา่งหลากหลาย 
เช่น งานทางดา้นการจ าแนกขอ้มูล (Classification) รวมถึงงานทางดา้นการแทนท่ีขอ้มูลท่ีสูญหาย (Missing Values 
Imputation) อลักอริธึมส าหรับการใช ้KNN ในการแทนท่ีค่าสูญหาย แสดงดงัอลักอริทึมท่ี 2 

 

อลักอริทึมท่ี 2 : เพื่อนบา้นใกลเ้คียง (K-Nearest Neighbor Impute) 
ขั้นตอนวธีิการแทนค่าดว้ยเพ่ือนบา้นใกลเ้คียง (K-Nearest Neighbor Impute) 

 ขั้นท่ี 1 : จดัเตรียมขอ้มูลในรูปแบบเมทริกซ์ของ Attribute Input คือ x ส าหรับชุดขอ้มูลสอน ก าหนดค่า 
Vector ของ Attribute Target คือ t ส าหรับการพยากรณ์ค่าท่ีสูญหาย ก าหนดค่า K 
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 ขั้นท่ี 2 : คน้หาขอ้มูลสูญหายของ Attribute Target คือ tm 
 ขั้นท่ี 3 : จากนั้น แต่ละเป้าหมายท่ีมีค่าขอ้มูลสูญหาย ซ่ึงจะอ่านจากค่าของขอ้มูลป้อนเขา้ของ Attribute Target คือ xm 
 ขั้นท่ี 4 : ค  านวณค่าระยะห่างระหวา่งคุณลกัษณะ ของแถว xm และแต่ละหลกัของ x 

ขั้นท่ี 5 : เรียงล าดบัจากนอ้ยไปมาก 
  ขั้นท่ี 6 : จากนั้นส่งค่าท่ีมีการเติมขอ้มูลสูญหายคืน, tmi โดยค านวณจากค่าเฉล่ียของขอ้มูลใกลสุ้ดของ xm

จ านวน K ขอ้มูล  
 

2.3 ระบบฟัซซีลอจกิ 
ฟัซซีลอจิก [13] เป็นตรรกศาสตร์ภายใตแ้นวคิดว่าเหตุการณ์ต่างๆ จะมีความไม่แน่นอน (uncertain) แต่มี

ความคลุมเครือ (fuzzy) ซ่ึงเป็นพ้ืนฐานของระบบฟัซซีลอจิก (fuzzy logic system) มีหลกัการให้เหตุผลเลียนแบบการ
ตดัสินใจของมนุษย ์และสามารถน าไปประยุกต์ใชง้านในการตดัสินใจต่างๆ อย่างมากมาย ตวัอยา่งระบบฟัซซีลอจิก
แสดงดงัภาพท่ี 2 และอลักอริธึมส าหรับการแทนค่าตามอลักอริทึมท่ี 3 

ภาพที ่2 ระบบฟัซซีลอจิก 
 

อลักอริทึมท่ี 3 : ระบบฟัซซีลอจิก (Fuzzy Logic System) 
ขั้นตอนวธีิการแทนค่าดว้ยวธีิระบบฟัซซีลอจิก (Fuzzy Logic System) 

 ขั้นท่ี 1 : จดัเตรียมขอ้มูลในรูปเมทริกซ์ของ Attribute Input คือ x ส าหรับชุดขอ้มูลสอน ก าหนดค่า Vector 
ของ Attribute Target คือ t ส าหรับการพยากรณ์ค่าท่ีสูญหาย ก าหนดโมเดลส าหรับสอน 
 ขั้นท่ี 2 : สอนโมเดลโดยก าหนดชุดสอน xtr, ttr 
 ขั้นท่ี 3 : คน้หาขอ้มูลสูญหายของ Attribute Target คือ tm 
 ขั้นท่ี 4 : จากนั้น แต่ละเป้าหมายท่ีมีค่าขอ้มูลสูญหาย ซ่ึงจะอ่านจากค่าของขอ้มูลป้อนเขา้ของ Attribute Target คือ xm 
 ขั้นท่ี 5 : จากนั้นส่งค่าท่ีมีการเติมขอ้มูลสูญหายคืน, tmi โดยใชร้ะบบฟัตซีลอจิก น าชุดสอนโมเดลระบบฟัซซี 
ลอจิกไปใชก้บัขอ้มูลสูญหายอินพตุ xm 
 

2.4 โครงข่ายประสาทเทยีม 
โครงข่ายประสาทเทียม [14] เป็นเคร่ืองจกัรการเรียนรู้ซ่ึงมีท่ีมาจากการจ าลองสมองมนุษย ์ซ่ึงเป็นการจ าลอง 

การท างานของสมองมนุษย์ ด้วยสมการทางคณิตศาสตร์ โดยสามารถเรียนรู้ขอ้มูลเก่ียวกับส่ิงท่ีตอ้งการสอนให ้
โครงข่ายเทียม เพ่ือน าไปพยากรณ์ขอ้มูลใหม่ในอนาคตได ้โครงข่ายประสาทเทียมมีความสามารถในการ เรียนรู้เพื่อ
จ าแนกกลุ่มขอ้มูล (classification) และสามารถพยากรณ์ขอ้มูลท่ีเป็นค่าทศนิยม (regression) จึงท าให้ไดรั้บความนิยม
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อย่างแพร่หลายใน การประยุกต์ใชง้านดา้นต่าง ๆ เช่น ระบบควบคุมทางวิศวกรรม ระบบตดัสินใจทางดา้นบริหาร 
ระบบพยากรณ์ทางดา้นเศรษฐศาสตร์ เป็นต้น  โครงข่ายประสาทเทียมท่ีนิยมใช ้ไดแ้ก่ โครงข่ายประสาทเทียมเปอร์
เซ็ปตรอนแบบหลายชั้น ดงัตวัอยา่งในภาพท่ี 3 

 

ภาพที ่3 โครงข่ายประสาทเทียมแบบหลายชั้น 
 

อลักอริทึมท่ี 4 : โครงข่ายประสาทเทียม (Artificial Neural Network) 
ขั้นตอนวธีิการแทนค่าดว้ยโครงข่ายประสาทเทียม (Artificial Neural Network) 

 ขั้นท่ี 1 : จดัเตรียมขอ้มูลในรูปแบบเมทริกซ์ของ Attribute Input คือ x ส าหรับชุดขอ้มูลสอน ก าหนดค่า 
Vector ของ Attribute Target คือ t ส าหรับการพยากรณ์ค่าท่ีสูญหาย ก าหนดโมเดลส าหรับสอน 
 ขั้นท่ี 2 : สอนโมเดลโดยก าหนดชุดสอน xtr, ttr 
 ขั้นท่ี 3 : คน้หาขอ้มูลสูญหายของ Attribute Target คือ tm 
 ขั้นท่ี 4 : จากนั้น แต่ละเป้าหมายท่ีมีค่าขอ้มูลสูญหาย ซ่ึงจะอ่านจากค่าของขอ้มูลป้อนเขา้ของ Attribute Target คือ xm 
 ขั้นท่ี 5 : จากนั้นส่งค่าท่ีมีการเติมขอ้มูลสูญหายคืน, tmi โดยโครงข่ายประสาทเทียมเปอร์เซ็ปตรอนแบบหลาย
ชั้น น าชุดสอนโมเดลโครงข่ายประสาทเทียมไปใชก้บัขอ้มูลสูญหายอินพตุ xm 
 

2.5 วธีิการวเิคราะห์ความถูกต้องของตวัแบบ (K-fold Cross-Validation) 
      การตรวจสอบไขวก้นั (Cross-Validation) [15] เป็นวธีิการตรวจสอบค่าความผิดพลาดในการคาดการณ์ของตวั
แบบ โดยพ้ืนฐานของวธีิการตรวจสอบไขวก้นั คือ การสุ่มตวัอยา่ง โดยเร่ิมจากการแบ่งชุดขอ้มูลออกเป็นส่วนๆ และน า
บางส่วนจากชุดขอ้มูลนั้นไปสอนตวัแบบพยากรณ์และอีกส่วนของขอ้มูลถูกน าไปใชท้ดสอบตวัแบบท่ีถูกสอน เป็นการ
ตรวจสอบไขวก้นั วิธีการแบบน้ีมีความนิยมซ่ึงมกัเรียกวา่ K-fold Cross-Validation โดยจะแบ่งขอ้มูลออกเป็น K ชุด 
เท่าๆ กนั เช่น K = 5 หมายถึง จะมีชุดขอ้มูลจ านวน 5 ชุด ซ่ึงจะท าการค านวณค่าความผิดพลาด 5 รอบ โดยแต่ละรอบ
ของการค านวณ จะเลือกขอ้มูลออกมา 1 ชุดเพื่อเป็นขอ้มูลทดสอบ และขอ้มูลอีก 4 ชุด จะถูกใชเ้ป็นขอ้มูลส าหรับการ
เรียนรู้ ดงัภาพท่ี 4 
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รอบท่ี 5 : ชุดสอน

รอบท่ี 1 : ชุดสอน
รอบท่ี 2 : ชุดสอน
รอบท่ี 3 : ชุดสอน
รอบท่ี 4 : ชุดสอน
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ภาพที ่4  การตรวจสอบไขวก้นั ก าหนด K=5 
2.6 ปัญหาดั้งเดมิข้อมูลสูญหายจ านวนมาก 

 ขอ้มูลท่ีมีการสูญหายจ านวนมาก [16] มีความยากในการท านายค่าแทนท่ีสูญหาย เทคนิคดั้งเดิมส่วนมาก
สามารถประยกุตใ์ชใ้นการแทนท่ีค่าสูญหายได ้แต่ขอ้มูลอาจจะไม่ถูกตอ้งเท่าท่ีควร ดงัในภาพท่ี 5 ซ่ึงเป็นตวัอยา่งการ
ออกแบบโมเดลการแทนท่ีค่าสูญหายท่ีไม่เหมาะสม ซ่ึงสังเกตไดจ้ากการแทนค่าขอ้มูลท่ีมีการสูญหายจ านวนมาก จะมี
เป็นลกัษณะเป็นเสน้ตรง  
 
 
 
 
 
 
 

 
ภาพที ่5 ตวัอยา่งปัญหาการแทนท่ีค่าสูญหายจ านวนมากในขอ้มูลอนุกรม 

 

วธิีการด าเนินการวจิัย 
การวจิยัคร้ังน้ีมีจุดมุ่งหมาย เพ่ือศึกษาผลกระทบของการเปล่ียนขนาดหนา้ต่างขอ้มูลส าหรับวิธีการเติมค่าสูญ

หายในขอ้มูลอนุกรมเวลาจ านวนมากแบบหลายตวัแปร  การวจิยัเนน้ท่ีการคน้หาขนาดหนา้ต่างขอ้มูล(Sliding window) 
ท่ีเหมาะสมส าหรับใชใ้นการสอนตวัแบบการเติมค่าสูญหาย น าขอ้มูลเขา้สู่โมเดลการแทนท่ีค่าสูญหายแบบต่างๆ โดยมี
เง่ือนไขเบ้ืองตน้ [17] คือ ตวัแปรตน้ตอ้งมีความสัมพนัธ์กบัตวัแปรท่ีสูญหายหรือตวัแปรตาม วิธีการจดั รูปแบบขอ้มูล
ส าหรับใชใ้นการแทนท่ีค่าสูญหาย 

1. รูปแบบการแทนทีค่่าสูญหาย 
ในการวิจยัผูว้ิจยัไดอ้อกแบบขั้นตอนการเปรียบเทียบวิธีการแทนท่ีค่าสูญหายจ านวนมาก ในขอ้มูลอนุกรม

แบบหลายตวัแปร โดยเร่ิมจากการออกแบบรูปแบบขอ้มูล ส าหรับประยกุตใ์ชก้บัเทคนิค การแทนท่ีค่าสูญหาย ไดแ้ก่ 
เทคนิคค่าเฉล่ียแถว (Row Average) เทคนิคเพื่อนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN) เทคนิคระบบฟัซซีลอจิก 
(Fuzzy Logic System) และเทคนิคโครงข่ายประสาทเทียม (Artificial Neural Network) โดยมีค าถามวิจยัวา่เทคนิคใดท่ี
มีความเหมาะสมในการแทนค่าสูญหายจ านวนมากไดดี้ท่ีสุด 

ส าหรับกระบวนการวิจยัเร่ิมตน้จาก [18] 1) การวิเคราะห์และการส ารวจตรวจสอบขอ้มูล 2) การขจดัขอ้มูล 
ผิดปกติ 3) การคน้หาขอ้มูลสูญหาย 4) การจดัขอ้มูลอนุกรมให้อยูใ่นรูปแบบส าหรับการสอนเคร่ืองจกัรเรียนรู้ 5) การ
สอนเคร่ืองจกัรเรียนรู้ดว้ยขอ้มูลชุดสอน 6) การทดสอบโมเดลการแทนท่ีค่าสูญหายดว้ยชุดขอ้มูลทดสอบ และ 7) การ 
ประยกุตใ์ชโ้มเดลแทนท่ีค่าขอ้มูลสูญหาย  

 

Impute  

 

Original  
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ภาพที ่6 รูปแบบวธีิการแทนท่ีค่าสูญหายในอนุกรมเวลาหลายตวัแปร 
 

  รูปแบบวธีิการแทนค่าสูญหายจ านวนมากหลายตวัแปรในขอ้มูลอนุกรมเวลาท่ีผูว้จิยัน าเสนอ ในการวิจยัคร้ังน้ี 
แสดงดงัภาพท่ี 6 โดยมีขั้นตอนการท างานดงัน้ี 1) รับเขา้ขอ้มูลอนุกรมเวลาแบบหลายตวัแปร 2) เลือกตวัแปรเป้าหมาย
ส าหรับแทนท่ีค่าสูญหาย 3) ส าหรับตวัแปรอินพุตท าการจัด ขอ้มูลอนุกรมโดยเล่ือนหน้าต่างขอ้มูล แต่ละตวัแปร
ยอ้นหลงัจ านวน N วนั เพ่ือจดัเป็นเวกเตอร์อินพตุ และตั้งค่าเป้าหมายท่ีเวลาล่วงหนา้ 1 วนั (i + 1) จากตวัแปรท่ีเลือกไว้
เป็นค่าเป้าหมายส าหรับการแทนท่ีค่าสูญหาย 

ในการสอนเคร่ืองจกัรการเรียนรู้ ผูว้ิจยัน าเสนอวิธีการจดัรูปแบบขอ้มูลโดยใชข้อ้มูลในอดีต เพื่อพยากรณ์ 
ขอ้มูลในอนาคต ซ่ึงตอ้งท าการเล่ือนหน้าต่างขอ้มูล โดยจัดให้อยู่ในรูปเวกเตอร์ และเมทริกซ์ตามสมการ (3) – (7)   
จากนั้นน าขอ้มูลท่ีถูกจดัรูปแบบแลว้ เขา้สู่โมเดลทั้ง 4 แบบ เพื่อพยากรณ์ขอ้มูลในอนาคต ดงัภาพท่ี 6  

 

        (3) 
 

        (4) 
 

              (5) 
 

          (6) 
 

                   (7) 
 

                                 (8) 
 

เม่ือ   คือ เวกเตอร์หนา้ต่างขอ้มูลท่ีมีตวัประกอบเป็นขอ้มูลจาก ตวัแปร j ท่ีเวลา i-N, …, i-1, และ i   

         คือ เวกเตอร์ท่ีประกอบดว้ย   
          คือ เมทริกซ์ท่ีมีคอลมันเ์ป็นอินพตุเวกเตอร์         
           คือ เป็นเวกเตอร์ค่าเป้าหมายตามคอลมัน์ของเมทริกซ์    

         คือ ค่าสูญหายท่ีถูกแทนท่ี   
         f      คือ โมเดลการแทนท่ีค่าสูญหาย   
             N    คือ จ านวนวนัยอ้นหลงัในอดีต 
        M   คือ จ านวนเรคคอร์ด 
        R    คือ จ านวนตวัแปรอินพตุ   
            Q    คือ ตวัแปรเป้าหมายซ่ึงตอ้งการแทนท่ีค่าสูญหาย   
       คือ ค่าพารามิเตอร์ของโมเดลแทนท่ีค่าสูญหาย 

Imputed ValuesInput
Arrangement

Imputation Model:
Row Average,
KNN, ANN,

Fuzzy
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𝑟𝑚𝑠𝑒 =  
1

𝐿
  𝑡𝑖 − 𝑦𝑖 

2

𝐿

𝑖=1

 

2. ข้อมูลส าหรับการทดลอง 
ส าหรับขอ้มูลท่ีใชใ้นการวจิยัคร้ังน้ีเป็นขอ้มูลจากกรมชลประทานท่ี 15 โครงการพระราชด าริลุ่มน ้ าปากพนงั 

ในช่วงระยะเวลาปี 2550 - 2556 โดยเป็นขอ้มูลอนุกรมเวลา มี 12 ตวัแปร ไดแ้ก่ Var1: ขอ้มูลระดบั เหนือน ้ าเวลา 6.00 
น. Var2: ขอ้มูลระดบัเหนือน ้ าเวลา 12.00 น. Var3: ขอ้มูลระดบัเหนือน ้ าเวลา 18.00 น.Var4: ขอ้มูลระดบัทา้ยน ้ าเวลา 
6.00 น. Var5: ขอ้มูลระดบัทา้ยน ้ าเวลา 12.00 น. Var6: ขอ้มูลระดบัทา้ยน ้ า เวลา 18.00 น. Var7: ระดบัน ้ าสูงสุดหน้า
ประตู  Var8: ระดบัน ้ าสูงสุดทา้ยประตู Var9: อตัราระบายน ้ า/วินาที Var10: อตัราระบายน ้ า/วนั Var11: ปริมาณน ้ าฝน 
และ Var12: ปริมาณน ้ าเก็บกกั   
        ในการวิจยัคร้ังน้ี ไดศึ้กษาผลกระทบของการเปล่ียนขนาดหน้าต่างขอ้มูลส าหรับวิธีการเติมค่าสูญหายใน
ขอ้มูลอนุกรมเวลาจ านวนมากแบบหลายตวัแปร โดยเนน้ท่ีการคน้หาขนาดหนา้ต่างขอ้มูลท่ีเหมาะสมส าหรับใชใ้นการ
สอนตวัแบบการเติมค่าสูญหาย และน าขอ้มูลเขา้สู่โมเดลการแทนท่ีคา่สูญหายแบบต่างๆ โดยใชข้อ้มูลหลายตวัแปร เป็น
ขอ้มูลอินพตุส าหรับการแทนท่ีค่าสูญหาย และใชห้ลกัการขอ้มูลในอดีตท านายค่าในอนาคตดว้ยหลกัการเล่ือนหนา้ต่าง
ขอ้มูล (Sliding window) ซ่ึงจะท าการคดัแยกขอ้มูลสูญหายออกไวก่้อน  และน าขอ้มูลท่ีสมบูรณ์มาใชใ้นการสร้าง
โมเดล ซ่ึงจะก าหนดขนาดหนา้ต่างขอ้มูล 3 รูปแบบ คือ รูปแบบท่ี 1 คือ 3 วนั รูปแบบท่ี 2 คือ 7 วนั และรูปแบบท่ี 3 คือ 
14 วนั ตามล าดบันัน่คือ ใชข้อ้มูลวนัปัจจุบนัร่วมกบัขอ้มูลในอดีตอีก 2 วนั 6 วนั และ13 วนั ยอ้นหลงัตามล าดบั เพื่อท า
การเปรียบเทียบขนาดหนา้ต่างขอ้มูลรูปแบบท่ีเหมาะสม ก่อนน าไปเป็นอินพุตและค่าเป้าหมาย ส าหรับสอนโมเดลการ
แทนค่าสูญหายของตวัแปรท่ีมีขอ้มูลสูญหาย โดยจะแบ่งขอ้มูลสมบูรณ์ออกเป็น ชุดสอน (Training Data) และชุด
ทดสอบ (Test Data)  เพ่ือใหก้ารสอนโมเดลมีความน่าเช่ือถือ โมเดลจะใชว้ธีิการสอนแบบตรวจสอบไขว ้(k-fold cross-
validation) ซ่ึงวธีิการท่ีไดรั้บการยอมรับวา่เหมาะส าหรับการสอนและทดสอบเคร่ืองจกัการเรียนรู้   และในการวิจยัคร้ัง
น้ีไดก้ าหนด k = 5 นัน่คือ แบ่งขอ้มูลเป็น 5 ส่วน โดยใชข้อ้มูล 4 ส่วนท าการสอนโมเดลใชข้อ้มูล 1 ส่วนทดสอบโมเดล 
และเวียนสอนและทดสอบไขว ้5 รอบ จนครบทุกส่วน ส าหรับเทคนิคการแทนท่ีค่าสูญหายใช ้4 เทคนิค คือ เทคนิค
ค่าเฉล่ียแถว (Row Average) เทคนิคเพื่อนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN)  เทคนิคโครงข่ายประสาทเทียม 
(Artificial Neural Network) และระบบฟัซซีลอจิก (Fuzzy Logic System) ส าหรับการวดัประสิทธิภาพของโมเดลแทนท่ี
ค่า ผูว้จิยัใชว้ธีิค  านวณรากท่ีสองของค่า เฉล่ียผิดพลาดยกก าลงัสอง (root mean squared error: rmse) ดงัสมการ (9)   
 

                (9) 
 

เม่ือ    คือ ค่าเป้าหมายจริงของขอ้มูลทดสอบ  
     yi คือ ค่าพยากรณ์ จากระบบการแทนท่ีค่าสูญหาย  
          L   คือ จ านวนขอ้มูลทดสอบ   
 

ผลการด าเนินงานวจิัย 
ในการด าเนินการวิจยัคร้ังน้ี ผูว้ิจยัศึกษาผลกระทบของการเปล่ียนขนาดหนา้ต่างขอ้มูลส าหรับวิธีการเติมค่า

สูญหายในขอ้มูลอนุกรมเวลาจ านวนมากแบบหลายตวัแปร โดยเนน้ท่ีการคน้หาขนาดหนา้ต่างขอ้มูลท่ีเหมาะสมส าหรับ
ใชใ้นการสอนตวัแบบการเติม ค่าสูญหาย โดยก าหนดขนาดหนา้ต่างขอ้มูล 3 รูปแบบ คือ รูปแบบท่ี 1 คือ 3 วนั รูปแบบ
ท่ี 2 คือ 7 วนั และรูปแบบท่ี 3 คือ 14 วนั ตามล าดบันัน่คือ ใชข้อ้มูลวนัปัจจุบนัร่วมกบัขอ้มูลในอดีตอีก 2 วนั 6 วนั และ
13 วนั ยอ้นหลงัตามล าดบั ตามภาพท่ี 6 โดยจดัรูปแบบสมการ การเล่ือนขอ้มูลดงัสมการท่ี (3) – (7) โดยเขียนสคริปต์
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ดว้ยภาษา Matlab ก่อนจะน าขอ้มูลเขา้สู่โมเดลการแทนท่ีค่าสูญหายทั้ง 4 เทคนิค คือ เทคนิคค่าเฉล่ีย (Row Average) 
ตามอลักอรึทึมท่ี 1 และเทคนิคเพื่อนบา้นใกลเ้คียง (KNN) ตามอลักอรึทึมท่ี 2 ส าหรับเทคนิควธีิโครงข่ายประสาทเทียม 
(Artificial Neural Network) ตามอลักอรึทึมท่ี 4 ใช ้Neural Network Toolbox ชนิด Feed Forward Multilatyer Perceptron 
Network (MLP) แบบ 2 ชั้นซ่อน โดยก าหนดจ านวนชั้นละ 15 นิวรอนแบบ Hyperbolic Tangent Sigmoidal (tansig) ทั้ง
สองชั้นซ่อน และ ชั้นเอาต์พุต เป็นแบบเชิงเส้น และสอนดว้ยวิธี trainlm (Levenberg-Marquardt)  ส่วนระบบฟัซซี 
(Fuzzy Logic System) ตามอลักอรึทึมท่ี 3 ใชเ้ป็นแบบ ANFIS ใน Fuzzy System Toolbox  ก าหนดใชฟั้งก์ชนัความเป็น
สมาชิกของฟัซซีเซตแบบ Gaussian Bell Membership Function (gbellmf) จ านวน 5 ฟัซซีเซต และสอนดว้ยวิธี Hybrid 

ส าหรับการวดัประสิทธิภาพของโมเดลแทนท่ีค่าผูว้ิจยัใชว้ิธีค  านวณรากท่ีสองของค่าเฉล่ียผิดพลาดยกก าลงัสอง (root 
mean squared error: rmse)  

 
 
 
 
 
 
 
 
 
 
 

 
 
 

ภาพที ่7 ผลการเติมค่าสูญหายในขอ้มูลอนุกรมเวลาทั้ง 4 เทคนิค  โดยการเล่ือนหนา้ต่างขอ้มูล 
                                   แบบ 14 วนั ของตวัแปรท่ี 10  (Var10)  
 

จากภาพท่ี 7 การเล่ือนหนา้ต่างขอ้มูล (Sliding window)  แบบ 14 วนั ดว้ยเทคนิคโครงข่ายประสาทเทียมของ
ชุดขอ้มูลตวัแปรท่ี 10  (Var10) ดว้ยค่ารากท่ีสองของค่าเฉล่ียผดิพลาดยกก าลงัสอง (rmse) ต ่าท่ีสุด เม่ือเปรียบเทียบกบั
เทคนิคค่าเฉล่ียแถว (Row Average) เทคนิคเพื่อนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN)  และระบบฟัซซีลอจิก 
(Fuzzy Logic System) ท่ีค่าสูญหาย 70% 

 
 
 
 
 
 

 
 

ภาพที ่8 ผลการเติมค่าสูญหายในขอ้มูลอนุกรมเวลาดว้ยเทคนิคโครงข่ายประสาทเทียมตวัแปรท่ี 10 

Impute 

 

Original  
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ภาพท่ี 8 ทางขวามือเป็นผลการเติมค่าสูญหายดว้ยเทคนิคโครงข่ายประสาทเทียมดว้ยการเล่ือนขนาดหนา้ต่าง
ขอ้มูลของรูปแบบ 14 วนั กบัชุดขอ้มูลตวัแปรท่ี 10  (Var10) ให้ผลลพัธ์การแทนท่ีค่าสูญหายคลา้ยค่าจริงมากท่ีสุด ค่า 
rmse มีค่าต ่า และภาพท่ี 8 ทางซา้ยมือจะเป็นการเติมค่าดว้ยเทคนิคท่ีไม่เหมาะสม กราฟจะเป็นลกัษณะเสน้ตรง และไม่มี
ความสอดคลอ้งกบัค่าจริง 

 

สรุป และข้อเสนอแนะ 
ส าหรับงานวจิยัคร้ังน้ี ผูว้จิยัศึกษาผลกระทบของการเปล่ียนขนาดหนา้ต่างขอ้มูลส าหรับวิธีการเติมค่าสูญหาย

ในขอ้มูลอนุกรมเวลาจ านวนมากแบบหลายตวัแปร ซ่ึงจะเนน้ท่ีการคน้หาขนาดหนา้ต่างขอ้มูลท่ีเหมาะสมส าหรับใชใ้น
การสอนตวัแบบการเติมค่าสูญหาย น าขอ้มูลเขา้สู่โมเดลการแทนท่ีค่าสูญหายแบบต่างๆ ทั้งน้ีโมเดลท่ีจะใชส้ าหรับการ
วดัเปรียบเทียบจะประกอบดว้ย วิธีค่าเฉล่ียแถว (Row Average) วิธีเพื่อนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN)  
ระบบฟัซซีลอจิก (Fuzzy Logic System) และโครงข่ายประสาทเทียม (Artificial Neural Network) โดยก าหนดการเล่ือน
หนา้ต่างขอ้มูล (Sliding window)  3 รูปแบบ คือ รูปแบบท่ี 1 คือ 3 วนั  รูปแบบท่ี 2 คือ 7 วนั และ รูปแบบท่ี 3 คือ 14 วนั 
ตามล าดบั นัน่คือ ส าหรับรูปแบบท่ี 1 คือ 3 วนั จะใชข้อ้มูลวนัปัจจุบนัร่วมกบัขอ้มูล ในอดีตอีก 2 วนั ยอ้นหลงั ส าหรับ
รูปแบบท่ี 2 คือ 4 วนั จะใชข้อ้มูลวนัปัจจุบนัร่วมกบัขอ้มูล ในอดีตอีก 3 วนั ยอ้นหลงั และ รูปแบบท่ี 3 คือ 5 วนั จะใช้
ขอ้มูลวนัปัจจุบนัร่วมกบัขอ้มูล ในอดีตอีก 4 วนั ยอ้นหลงัตามล าดบั พบวา่ เทคนิคโครงข่ายประสาทเทียมดว้ยการเล่ือน
หนา้ต่างแบบ 14 วนั ให้ผลลพัธ์การแทนท่ีค่าสูญหายคลา้ยค่าจริงมากท่ีสุด และมีค่า rmse มีค่าต ่า เม่ือเปรียบเทียบกบั
เทคนิคค่าเฉล่ียแถว เทคนิคเพ่ือนบา้นใกลเ้คียง และระบบฟัซซีลอจิก  
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