
142                                                                                      142                                                                                                                                                                                     

 

วารสารวจิยั มหาวทิยาลยัขอนแก่น (ฉบบับณัฑติศึกษา) 
ปีที ่19 ฉบบัที ่2: เมษายน-มถุินายน 2562 

การเปรียบเทียบการคดัเลือกตวัแบบการถดถอยแบบริดจ์ โดยใช้เกณฑ์ซีพ ี 
และสถติทิดสอบซีพ ี

A Comparison of Selecting Ridge Regression Model by Cp Criteria  
and Cp Test Statistics 

 

ปวริศ มีบางไทร(Pavaris Meebangsai)1* ดร.วชิิต หล่อจีระชุณห์กลุ(Dr.Vichit Lorchirachoonkul)** 

ดร.จิราวลัย ์จิตรถเวช (Dr.Jirawan Jitthavech) *** 
(Received: May 21, 2018; Revised: July 9, 2018; Accepted: July 15, 2018) 

 

บทคดัย่อ 
การศึกษามีวตัถุประสงคเ์พื่อเปรียบเทียบการคดัเลือกตวัแปรอิสระในการวิเคราะห์การถดถอยแบบริดจเ์ชิงเส้นพหุคูณ ท่ีใช้

วิธีการประมาณค่าพารามิเตอร์ริดจ ์5 วิธี คือ วิธีของโฮเอิร์ล เคนนาร์ด วิธีของ โฮเอิร์ล เคนนาร์ดและบาลดว์ิน วิธีของลอวเ์ลสและแวง 
วธีิของคาลาฟและชูเกอร์ และวิธีก าลงัสองน้อยท่ีสุด โดยใชว้ิธีการคดัเลือกแบบไปขา้งหน้า และการก าจดัแบบถอยหลงัโดยใชเ้กณฑ์ซี
พี และสถิติทดสอบซีพี ผลการจ าลองข้อมูลสรุปได้ว่าเม่ือขนาดตวัอย่าง 15 30 และ 50 ร้อยละของจ านวนคร้ังท่ีคดัเลือกตัวแบบได้
ถูกตอ้งเม่ือใชส้ถิติทดสอบซีพีมีค่าสูงกว่าการใชเ้กณฑซี์พี ในการใชว้ิธีการคดัเลือกแบบไปขา้งหน้าและการก าจดัแบบถอยหลงั ซ่ึงผล
การศึกษาไม่พบตวัแบบ Underspecification และ Misspecification มีเพียงตวัแบบ Overspecification ซ่ึงเป็นปัญหาท่ีมีความรุนแรงในการ
วิเคราะห์น้อยกว่าตัวแบบในสองกรณีแรก นอกจากนั้ นพบว่าทุกระดับความสัมพนัธ์ของตัวแปรอิสระระหว่าง 1x และ 2x มีการ
คดัเลือกตวัแบบไดถู้กตอ้งไม่แตกต่างกัน และวิธีการประมาณค่าพารามิเตอร์ริดจ์ด้วยวิธีต่างๆ สามารถคดัเลือกได้ถูกตอ้งสูงกว่าวิธี
ก าลงัสองนอ้ยท่ีสุด เม่ือตวัอยา่งมีขนาดเลก็ และสามารถคดัเลือกตวัแบบไดถู้กตอ้งไม่แตกต่างกนัเม่ือตวัอยา่งมีขนาดใหญ่ข้ึน  

ABSTRACT 
The purpose of this study is to compare the independent variable selection in analyzing multiple linear Ridge 

Regression by Hoerl and Kennard, Hoerl Kennard and Baldwin, Lawless and Wang, Khalaf and Shukur and Ordinary Least 
Square methods (OLS). Model selection is conducted by forward selection and backward elimination methods using the C p 
criteria and Cp test statistics. The simulation results can be concluded that in all sample sizes, the percentage of selecting the 
correct model based on Cp test statistics by the forward selection and backward elimination method was higher than basing on 
the Cp criteria. The underspecified model and the misspecified model are not found in this study, only found overspecified model 
which its effects are less serious than those of the underspecified models. In addition, it is found that, all correlations between 

1x and 2x give similar correct percentage.  Various methods in estimate ridge parameter have percentage of select the correct 
model higher than OLS when small sample size and no difference when the sample size is larger. 
 

ค าส าคญั: วธีิการถดถอยแบบริดจ ์เกณฑซี์พี สถิติทดสอบซีพี 
Keywords: Ridge regression, Cp criteria, Cp test statistics  
1Correspondent author: pavaris.m@gmail.com 
* นักศึกษา หลักสูตรวิทยาศาสตรมหาบัณฑิต สาขาวิชาสถิติ คณะสถิติประยกุต์ สถาบันบัณฑิตพัฒนบริหารศาสตร์ 
** รองศาสตราจารย์ สาขาวิชาสถิติ คณะสถิติประยกุต์ สถาบันบัณฑิตพัฒนบริหารศาสตร์ 
*** ศาสตราจารย์ สาขาวิชาสถิติ คณะสถิติประยกุต์ สถาบันบัณฑิตพัฒนบริหารศาสตร์ 

mailto:pavaris.m@gmail.com


                                                   143 

 
KKU RESEARCH JOURNAL (GRADUATE STUDIES) 
Vol. 19  NO. 2: April-June 2019 

บทน า 
การวิเคราะห์การถดถอยเชิงเส้นพหุคูณ เป็นการหารูปแบบความสัมพนัธ์ระหวา่งตวัแปรตามกบัตวัแปรอิสระ 

เพ่ือน าไปพยากรณ์ตวัแปรตาม เม่ือจ านวนตวัแปรอิสระมีตั้งแต่สองตวัข้ึนไป ซ่ึงตวัแบบท่ีเหมาะสมในการวิเคราะห์เชิง
เส้นพหุคูณควรมีจ านวนตวัแปรอิสระน้อยท่ีสุด แต่ท าให้ไดส้มการถดถอยท่ีสามารถพยากรณ์ได้ถูกตอ้งและแม่นย  า
เพียงพอ เพราะหากมีจ านวนตวัแปรอิสระมากเกินไป ความคลาดเคล่ือนของค่าพยากรณ์มีค่าสูงข้ึนและอาจเกิดปัญหาตวั
แปรอิสระบางตวัมีพหุสัมพนัธ์ (Multicollinearity) ต่อกนัได ้ท าให้ค่าสัมประสิทธ์ิการถดถอยท่ีไดมี้ค่าไม่เสถียรและมี
ความคลาดเคล่ือนสูง ซ่ึงมกัใชว้ธีิการแกปั้ญหาโดยการตดัตวัแปรท่ีมีความสมัพนัธ์ระหวา่งกนัสูงท้ิงไป  หรือเก็บรวบรวม
ขอ้มูลเพ่ิมข้ึน เพ่ือลดระดบัความสัมพนัธ์ระหวา่งตวัแปรอิสระลง แต่หากขอ้มูลท่ีเก็บรวบรวมเพ่ิมท าให้ตวัแปรอิสระ
ยงัคงมีพหุสมัพนัธ์เชิงเสน้ระหวา่งกนัอยู ่หรือเพ่ิมมากข้ึนอาจท าใหปั้ญหาน้ีรุนแรงมากข้ึนได ้ 

การวิเคราะห์การถดถอยแบบริดจ์ (Ridge Regression) เป็นการวิเคราะห์เพื่อประมาณพารามิเตอร์ของตวัแบบ
การถดถอยในกรณีท่ีตวัแปรอิสระมีพหุสมัพนัธ์กนัสูง  ซ่ึงวธีิน้ีไม่จ าเป็นตอ้งตดัตวัแปรอิสระท่ีมีความสัมพนัธ์กนัสูงออก
จากตวัแบบ หลกัการของการถดถอยแบบริดจคื์อ การท าใหค้่าประมาณสัมประสิทธ์ิการถดถอยเชิงเสน้พหุคูณมีค่าเพ่ิมข้ึน
เล็กน้อย ซ่ึงจะท าให้ได้ตัวประมาณท่ีเอนเอียงแต่ความแปรปรวนของตัวประมาณค่าต ่ าลงและส่งผลให้ค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียของตวัประมาณค่าต ่าลง เน่ืองจากค่าประมาณความคลาดเคล่ือนของสัมประสิทธ์ิการถดถอย

เป็นฟังก์ชนัของ  
1

X X ดงันั้นการลดค่าความคลาดเคล่ือนดงักล่าวใหต้ ่าลงจึงตอ้งพยายามลดค่า  
1

X X ให้ต ่าลงโดย

การบวกค่าคงตวัท่ีมีค่านอ้ย ๆ ใหก้บัเมทริกซ์  
1

X X  ท่ีมีการแปลงรูปดว้ยสเกลหน่วยความยาวของตวัแปรตาม และตวั
แปรอิสระ การแปลงรูปนั้นตอ้งลบค่าสงัเกตทุกตวัดว้ยค่าเฉล่ียและหารดว้ยรากท่ีสองของค่าผลบวกก าลงัสองของตวัแปร
นั้นๆ  

จากตวัแบบการถดถอยเชิงเสน้พหุคูณในรูปของเมทริกซ์   
 y = Xβ + ε                 (1) 

โดยท่ี   y เป็นเวกเตอร์ค่าสงัเกตของตวัแปรตาม y ขนาด  1n×   

X เป็นเมทริกซ์ของตวัแปรอิสระขนาด   1n p    

β  เป็นเวกเตอร์ของพารามิเตอร์ของตวัแบบขนาด   1 1p    

ε  เป็นเวกเตอร์ของความคลาดเคล่ือนสุ่ม 1n   

ฐานคติของการถดถอยเชิงเส้นพหุ ความคลาดเคล่ือนสุ่ม ε  มีการแจกแจงแบบปรกติ มีค่าเฉล่ียเท่ากบั 0  และ
ความแปรปรวนเท่ากบั 2 I  นัน่คือ  ,nN 2

ε 0 σ I  

เม่ือ   I  เป็นเมทริกซ์เอกลกัษณ์ขนาด n n  

   n  เป็นขนาดตวัอยา่ง 
p  เป็นจ านวนตวัแปรอิสระในตวัแบบ 

การแปลงรูปด้วยสเกลหน่วยความยาวท าดังน้ี ij j
ij

j

x x
w

SS


  ;   = 1, 2, ..., i n  ;  = 1, 2, ..., j p     และ 

0 i
i

y y
y

SST


 ;  = 1, 2, ..., i n    เม่ือ  

2

1

n

j ij j
i

SS x x


  เป็นผลบวกก าลังสองของตัวแปรอิสระ jx     และ 

 
2

1

n

i i
i

SST y y


  เป็นผลบวกก าลงัสองของตวัแปรตาม y  
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ตวัแบบการถดถอยท่ีมีการแปลงรูปอยูใ่นรูปแบบดงัน้ี 
0

y = Wδ + ε                     (2) 
ตวัแบบการถดถอยในสมการ (1) เมทริกซ์ X  มีขนาดเท่ากบั      1n p   สมการ (2) เมทริกซ์ W  มีขนาด

เท่ากบั  n p  และ 0
y  มีขนาดเท่ากบั 1n  เม่ือ p  เป็นจ านวนตวัแปรอิสระในตวัแบบ 

จากตวัแบบการถดถอยภายใตข้อ้สมมุติพ้ืนฐานเก่ียวกบั i  ในการวเิคราะห์การถดถอย ตวัประมาณพารามิเตอร์
ของตวัแบบดว้ยวิธีก าลงัน้อยท่ีสุด ภายใตต้วัแบบการถดถอยหลงัการแปลงรูปตาม (2) จะไดส้ัมประสิทธ์ิการถดถอย
มาตรฐานดงัน้ี 

       
-1ˆ   0

δ = WW Wy                (3) 

และไดเ้มทริกซ์ความแปรปรวนของ δ̂ เท่ากบั    2ˆVar  
-1

δ WW  

ในปี 1970 Hoerl and Kennard ไดน้ าเสนอวธีิการวิเคราะห์ถดถอยริดจ์ ในกรณีท่ีตวัแปรอิสระมีพหุสัมพนัธ์เชิง
เสน้ต่อกนั โดยท าการบวกพารามิเตอร์ริดจ ์(Ridge Parameter) ซ่ึงเป็นค่าคงตวันอ้ยๆ ท่ีมากกวา่ศูนย ์ กบัสมาชิกทุกตวับน
เสน้ทแยงมุมของเมทริกซ์ W W  จะไดต้วัประมาณค่าสมัประสิทธ์ิการถดถอยแบบริดจเ์ท่ากบั  

                    
1ˆ k


  
0

δ WW I Wy        (4) 
ตวัประมาณ δ̂  ท่ีได้มีสมบัติเป็นตวัประมาณค่าท่ีมีความเอนเอียง แต่มีความแปรปรวนของตวัประมาณค่าต ่ากว่าตวั
ประมาณค่าด้วยวิธีก าลงัสองน้อยท่ีสุด แต่ในการประมาณค่าสัมประสิทธ์ิการถดถอยแบบริดจ์จะตอ้งมีการประมาณ
ค่าพารามิเตอร์ริดจ์  k ซ่ึงการศึกษาคร้ังน้ีไดใ้ชว้ธีิการประมาณค่าพารามิเตอร์ริดจ ์5 วธีิ ไดแ้ก่ 

1. วธีิก าลงัสองนอ้ยสุด ( k = 0) 
2. วิธี Hoerl and Kennard [1] 

                                  
2

2
max

ˆ

ˆ
HKk




                                                        (5)      

เม่ือ 2 ˆ
ˆ

n p


   




0 0 0
y y α TW y , ˆˆ α Tδ , โดยT  เป็นเมทริกซ์ของเวกเตอร์เฉพาะ (Eigenvector) ของเมท

ริกซ์  W W , ˆi เป็นสมาชิกตัวท่ี  i  ของเวกเตอร์   α̂ ,   max 1 2ˆ ˆ ˆ ˆmax , ,..., p     และ p  เป็นจ านวน

พารามิเตอร์ท่ีตอ้งประมาณค่าในตวัแบบท่ีอยูใ่นสมการ (2) 
3.     วธีิ Hoerl Kennard and Baldwin [2]  

2ˆ

ˆ ˆ
HKB

p
k




α α
     (6) 

4.     วธีิ Lawless and Wang [3]                 

 
2

2

1

ˆ

ˆ
LW p

i i
i

p
k










                (7) 

เม่ือ i เป็นค่าเฉพาะท่ี i  ของเมทริกซ์ W W  
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5.        วธีิ Khalaf and Shukar [4]  

 

2
max

2 2
max max

ˆ

ˆ ˆ
KSk

n p

 

  


 
   (8) 

 

เม่ือ  Λ คือ เมทริกซ์ของเวกเตอร์ค่าเฉพาะ (Eigenvalue) ของเมทริกซ์ W W  

                 i เป็นค่าเฉพาะตวัท่ี i ของเมทริกซ์ Λ   และ max
1
max i

i p
 

 
  

 นิศาชล [5] ได้ศึกษาการเปรียบเทียบการคดัเลือกตวัแปรอิสระท่ีมีปัญหาสหสัมพนัธ์เชิงเส้นพหุ ดว้ยวิธีการ
ถดถอยแบบริดจ์และการค้นหาแบบต้องห้าม พบว่า วิธีการค้นหาแบบต้องห้ามท่ีมีฟังก์ชั่นเป้าหมายเป็นค่าความ
คลาดเคล่ือนก าลงัสองเฉล่ียปรับดว้ยฟังกช์ัน่การลงโทษ มีร้อยละของการคดัเลือกไดต้วัแบบจริงสูงและค่อนขา้งคงท่ี โดย
ไม่ข้ึนกบัขนาดตวัอยา่งและค่าสมัประสิทธ์ิสหสมัพนัธ์  

การคัดเลือกตวัแบบการถดถอยมีได้หลายเกณฑ์ ท่ีนิยมใช้ คือ สัมประสิทธ์ิตวัก าหนดปรับปรุง (Adjusted 
Coefficient of Determination) [6] หรือ 2

adjR  นกัวจิยัเขา้ใจวา่ตวัแบบใดให้ 2
adjR ค่าสูงท่ีสุด แสดงวา่ตวัแบบนั้นเหมาะสม

ท่ีสุด แต่ความเป็นจริงตวัแบบท่ีให้ค่า 2
adjR สูงท่ีสุด จะท าให้ตวัแบบท่ีไดรั้บการคดัเลือก มีจ านวนตวัแปรท่ีมากเกินไป 

(Overspecification) [7] ดว้ยเหตุน้ี มอลโลว ์[8]ไดเ้สนอเกณฑก์ารคดัเลือกตวัแบบท่ีเก่ียวขอ้งกบัค่าคลาดเคล่ือนก าลงัสอง
เฉล่ีย (Mean Square Error: MSE) ของค่าประมาณ ŷ หารดว้ย 2 คือ เกณฑซี์พี ซ่ึงเขียนเป็นสูตรไดด้งัน้ี 

               
2

1
ˆ ˆ ˆ ˆ ˆ ˆp E E E E E E E



             
y y y y y y y y  

จากสมการขา้งตน้พบว่า สถิติซีพีสามารถเขียนได้ในรูปของ  ˆVar y  และความเอนเอียงของค่าท านาย ŷ  
สามารถเขียนไดใ้นรูปของ  

         2

1
ˆp Var E E



   y y I H y  

เน่ืองจาก  I H เป็นเมทริกซ์นิจพลและสมมาตร (Symmetric Idempotent Matrix) สามารถเขียนไดเ้ป็น 

    2 2

2

1
p p tr E 


        I H y I H y  

                                                              2 2

2

1
p n p E SSE 


     

     ดงันั้น                            
 

2
2p

E SSE
n p


                                                                     

เม่ือ   E y  เป็นค่าคาดหมายของตวัแปรตามจากตวัแบบการถดถอย 

      ˆE y   เป็นค่าคาดหมายของค่าท านายจากตวัแบบท่ีมีพารามิเตอร์ p  และ  
1

 H X X X X  
 

ให ้ 2ˆ MSE  เป็นตวัประมาณค่าท่ีไม่เอนเอียงของ 2  ของตวัแบบเตม็รูป และแทนค่าของ  E SSE ดว้ย

PSSE และ ให ้ PC  เป็นตวัประมาณค่าของ p ดงันั้น  

                                2P
P

SSE
C n p

MSE
                                        (9) 

ตวัแบบการถดถอยท่ีเหมาะสมเป็นตวัแบบท่ีมีค่า PC  และมีค่าใกลก้บั p  ถา้ 
PC  มีค่าเท่ากบั p  ตวัประมาณ 

PC จะไม่มีความเอนเอียง ถา้ PC มีค่ามากกวา่ p  ตวัประมาณ PC  จะมีความเอนเอียงมาก ถา้ PC  มีค่านอ้ยกวา่ p  ตวั
ประมาณ PC   จะมีความเอนเอียงนอ้ย [9] 
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 การคดัเลือกตวัแบบโดยใชเ้กณฑ์ซีพีเม่ือตวัอยา่งมีขนาดเล็ก จะท าให้ตวัแบบท่ีไดรั้บการคดัเลือกมีจ านวนตวั
แปรอิสระในตัวแบบมากเกินไป (Overspecification) ด้วยเหตุน้ี ราวและวู อ้างถึงใน รจนา  [10] ได้เสนอเกณฑ์การ
คดัเลือกตวัแบบข้ึนมาใหม่ โดยลดโอกาสท่ีจะท าให้ตวัแบบท่ีไดรั้บการคดัเลือกมีจ านวนตวัแปรอิสระมากกวา่หรือน้อย
กวา่ความเป็นจริงจึงท าใหเ้กณฑท่ี์เสนอข้ึนใหม่น้ีคดัเลือกตวัแบบไดถู้กตอ้งมากข้ึนเม่ือตวัอยา่งมีขนาดเลก็   

Akaike [11] ไดเ้สนอเกณฑ์ขอ้สนเทศของอาไคเดะ (Akaike’s Information Criterion : AIC) หรือเกณฑ์เอไอซี 
โดยตวัแบบท่ีเหมาะสมคือตวัแบบท่ีให้ค่า AIC น้อยท่ีสุด แต่เกณฑ์เอไอซีมีความผิดพลาดในการคดัเลือกตวัแบบท่ี
เหมาะสมสูงเม่ือตวัอยา่งมีขนาดเลก็ และเม่ือตวัอยา่งมีขนาดเล็กเม่ือเทียบกบัจ านวนพารามิเตอร์ท่ีตอ้งการประมาณ จะท า
ใหต้วัแบบท่ีไดรั้บการคดัเลือกมีจ านวนตวัแปรอิสระในตวัแบบมากเกินไป (Overspecification) 

จากเกณฑก์ารคดัเลือกตวัแบบท่ีไดเ้สนอขา้งตน้ จะท าการคดัเลือกตวัแบบท่ีเหมาะสมโดยพิจารณาจากตวัแบบท่ี
ใหค้่าเกณฑน์ั้นๆ ต ่าท่ีสุด เช่น หากพิจารณาจากเกณฑซี์พี จะตอ้งค านวณค่า PC  ทุกตวัแบบท่ีเป็นไปได ้ตวัแบบใดให้ค่า 

PC  ต ่าท่ีสุด ถือวา่ตวัแบบนั้นเหมาะสมท่ีสุด นอกจากน้ีผูว้จิยัจะตอ้งใชว้จิารณญาณในการพิจารณาวา่ควรเลือกตวัแบบใด 
เพราะตวัแบบท่ีพิจารณาอาจจะให้ค่าของเกณฑ์ท่ีใกลเ้คียงกนั แต่ค่าของเกณฑ์ท่ีลดลงอาจจะไม่มีนยัส าคญั จึงควรหยุด
กระบวนการคดัเลือก ดงันั้น พลากร [12] จึงไดเ้สนอสถิติทดสอบเพื่อคดัเลือกตวัแบบการถดถอยเชิงเส้นพหุคูณ คือสถิติ
ทดสอบซีพี และเปรียบเทียบความถูกตอ้งของการเลือกตวัแบบท่ีใชเ้กณฑ์ซีพีดว้ยเกณฑ์ต ่าสุด  สถิติทดสอบท่ีน าเสนอ
ไดแ้ก่

    

 

2

2
P

P full

C

full

C n p n p
T

n p

   



   (10) 

    

 
 

2
0,1

2

P full

full

C p p
N

n p

 
 


   (11)  

สถิติทดสอบ  
PCT มีการแจกแจงเขา้สู่การแจกแจงแบบปกติ 

เม่ือ 
 

pC    เป็นค่าของเกณฑซี์พี ท่ีค  านวณไดจ้ากสมการท่ีก าลงัพิจารณา 

                   
p       เป็นจ านวนตวัประมาณค่าของสมัประสิทธ์ิการถดถอยในสมการท่ีก าลงัพิจารณา 

                        
fullp   เป็นจ านวนตวัประมาณค่าของสมัประสิทธ์ิการถดถอยในสมการท่ีมีตวัแปรอิสระครบทุกตวั 

                และ  n      เป็นขนาดของตวัอยา่ง 
สถิติทดสอบน้ีใชใ้นการทดสอบสมมุติฐาน 0 : p fullH      เทียบกบั  :a p fullH     เม่ือ full เป็น

ค่าคาดหมายของค่าคลาดเคล่ือนก าลงัสองของค่าพยากรณ์กบัค่าคาดหมายของ y  หารดว้ย 2 จากตวัแบบการถดถอย
เต็มรูป จะปฏิเสธ 0H เม่ือ 

PCT มีค่ามากกวา่ 
2

Z ซ่ึงหมายถึง ไม่สามารถน าตวัแปรอิสระเขา้สู่ตวัแบบหรือออกจากตวั

แบบได ้
 ในการวจิยัคร้ังน้ีผูว้จิยัไดใ้ชว้ธีิการคดัเลือกตวัแปรเขา้สู่ตวัแบบการถดถอยแบบริดจโ์ดยใชด้ว้ยวธีิเลือกตวัแปร
อิสระไปขา้งหนา้ (Forward Selection) และ วธีิตดัตวัแปรอิสระออกแบบถอยหลงั (Backward Elimination) โดยใชเ้กณฑ ์ 
ซีพี (Cp Criterion) และสถิติทดสอบซีพี (Cp-Test) ในการวเิคราะห์การถดถอยแบบริดจ ์ท่ีมีการประมาณค่าพารามิเตอร์ริดจ ์
5 วธีิ คือ วิธีของ Hoerl and Kennard (HK) วธีิของ Hoerl Kennard and Baldwin (HKB) วธีิของ Lawless and Wang (LW) 
วธีิ Khalaf and Shukar (KS) และวิธีก าลงัสองนอ้ยท่ีสุด (LS) 
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วตัถุประสงค์ของงานวจิัย 
เพ่ือเปรียบเทียบความถูกตอ้งในการคดัเลือกตวัแปรเขา้สู่ตวัแบบการถดถอยแบบริดจ์โดยใชด้ว้ยวธีิเลือกตวัแปร

อิสระไปขา้งหน้า และ วิธีตดัตวัแปรอิสระออกแบบถอยหลงั โดยใชเ้กณฑ์ซีพี และสถิติทดสอบซีพี เป็นเกณฑ์ในการ
พิจารณาตวัแบบท่ีใชว้ิธีการประมาณค่าพารามิเตอร์ริดจ์ 5 วิธี คือ วิธีของ Hoerl and Kennard วิธีของ Hoerl Kennard and 
Baldwin วธีิของ Lawless and Wang วธีิ Khalaf and Shukar และวธีิก าลงัสองนอ้ยท่ีสุด  
 

วธิีการวจิัย 
1. วธีิด าเนินการ 

 งานวจิยัน้ี ใชว้ธีิการจ าลองขอ้มูลในการเปรียบเทียบการคดัเลือกตวัแบบโดยในตวัแบบมีจ านวนตวัแปรอิสระ  5 
ตวั  คือ 1 2 3 4, , ,x x x x  และ 5x โดยตวัแปรอิสระ 1 2,  x x  และ 3x  เก่ียวขอ้งกบัตวัแปรตาม y  และตวัแปรอิสระ 1x  
และ 2x  มีความสมัพนัธ์กนัสูงในระดบั  0.95  0.99  0.999  และ  0.9999 ส่วนตวัแปรอิสระ 4x และ 5x เป็นตวัแปรอิสระ
ท่ีไม่เก่ียวขอ้งกบัตวัแปรตาม การศึกษาใช้ขนาดตวัอย่างเท่ากับ  15 30  และ 50 ในแต่ละกรณีท าซ ้ าจ านวน 100 คร้ัง มี
ขั้นตอนการด าเนินงานดงัน้ี 

1.1 สร้างประชากรขนาด  N = 1,000,000 จ านวน 4 ประชากร ตามค่าสมัประสิทธ์ิสหสมัพนัธ์ของตวั 
แปรอิสระ 1x และ 2x เท่ากับ  0.95, 0.99, 0.999 และ 0.9999 โดยตัวแปรอิสระทั้ ง 5 ตัวมีการแจกแจงปกติดังน้ี

 2
1 10,2x N ,  2

2 20,3x N ,  2
3 15,3x N ,  2

4 30,2x N ,  2
5 25,4x N  แ ล ะ ค ว าม ค ล าด

เคล่ือนสุ่ม (0,1)N  
1.2 ก าหนดค่าพารามิเตอร์ของตวัแบบการถดถอยดงัน้ี  1 2 5 0 0 β   
1.3 สร้างตวัแบบการถดถอย 0 1 1 2 2 3 3 4 4 5 5y x x x x x              
1.4 เม่ือไดป้ระชากรตามตอ้งการ ด าเนินการสุ่มตวัอยา่งขนาด 15 30 และ  50  
1.5 ท าการคดัเลือกสมการถดถอย  เพื่อใหไ้ด ้l สมการท่ีมีตวัแปรอิสระ 1 2,  x x  และ 3x ท่ีเก่ียวขอ้งกบั 

ตัวแปรตามครบทุกตัว กล่าวคือได้สมการ 0 1 1 2 2 3 3
ˆ ˆ ˆ ˆŷ x x x       โดยใช้วิธีการคัดเลือกตัวแปรอิสระไป

ขา้งหนา้ และวิธีการตดัตวัแปรอิสระออกแบบถอยหลงั ดว้ยวิธีการประมาณค่าพารามิเตอร์ริดจ์ (Ridge Parameter) 5 วิธี  
คือ (1) วิธี Hoerl and Kennard  (2) วิธี Hoerl Kennard and Baldwin (3) วิธี Lawless and Wang (4) วิธี Khalaf and Shukar  
และ (5) วิธีการประมาณค่าพารามิเตอร์ก าลงัสองนอ้ยท่ีสุด (LS) และไดใ้ชว้ธีิการเลือกตวัแปรอิสระ โดยใชเ้กณฑซี์พี (CP 
Criterion) และ สถิติทดสอบซีพี (Cp- test) เป็นเกณฑใ์นการตดัสิน 

1.6 ค านวณ ร้อยละของจ านวนคร้ังในแต่ละกรณีท่ีมีวธีิการคดัเลือกตวัแปรอิสระเขา้สู่สมการไดถู้กตอ้ง 
ตามสมการ 0 1 1 2 2 3 3

ˆ ˆ ˆ ˆŷ x x x        หากสมการท่ีคดัเลือกไดแ้ตกต่างจากสมการน้ี ถือวา่การคดัเลือกตวัแปรไม่
ถูกตอ้งซ่ึงแบ่งไดเ้ป็น 3 ลกัษณะดงัน้ี  ถา้สมการท่ีคดัเลือกไดมี้ตวัแปรอิสระ 4x หรือ 5x  หรือทั้ง 2 ตวัแปรอยูใ่นสมการ 
สมการท่ีคดัเลือกไดมี้ลกัษณะ Overspecification  หากสมการท่ีคดัเลือกไดมี้ตวัแปรอิสระ 1 2,  x x  และ 3x  หายไปบางตวั
เรียกวา่สมการท่ีไดมี้ลกัษณะ Underspecification และหากสมการท่ีคดัเลือกไดมี้ตวัแปร 1 2,  x x  และ 3x  ขาดหายไปบาง
ตวั และมีตวัแปร  4x หรือ 5x บางตวัอยูใ่นสมการถือวา่สมการท่ีไดมี้ลกัษณะ Misspecification  
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2. ขั้นตอนการคดัเลือกตวัแบบ 
งานวจิยัน้ีไดท้ าการคดัเลือกตวัแปรอิสระโดยใชว้ธีิการเลือกแบบไปขา้งหนา้ (Forward Selection) และ 

วธีิการก าจดัตวัแปรแบบถอยหลงั (Backward Elimination) โดยมีขั้นตอนการคดัเลือกตวัแบบของแต่ละเกณฑด์งัน้ี 
2.1 ขั้นตอนการคดัเลือกตวัแปรอิสระโดยเกณฑซี์พีดว้ยวธีิการเลือกแบบไปขา้งหนา้ 

เน่ืองจากตวัแปรอิสระ 1x  และ 2x  มีความสัมพนัธ์กนัสูงและตอ้งการคดัเลือกตวัแปรอิสระเขา้สู่สมการโดยใชเ้กณฑ ์ 

pC  จึงเร่ิมตน้สมการดว้ยการมีตวัแปรอิสระ 1x  และ 2x  อยูใ่นสมการ มีรายละเอียดในการด าเนินงานดงัน้ี 
(1) ค านวณค่าซีพี  จากทุกสมการท่ีมีตวัแปรอิสระ 2 ตวั คือ 1x และ 2x สมมติใหเ้ป็น  

1 2( , )pC x x  
(2)  เม่ือน าตวัแปรอิสระท่ีเหลือ , 3,4,5ix i   เขา้สู่สมการทีละ 1 ตวัแปร ค านวณค่าซีพีของ 

ทั้ง 3 สมการ คือ  1 2( , , ), 3,4,5p iC x x x i    
(3) พิจารณาสมการท่ีสอดคลอ้งกบัค่าซีพีต ่าสุด  min 1 2

3 5
min ( , , )p p i

i
C C x x x

 
  

(4) เปรียบเทียบค่า 1 2( , )pC x x  กบั  minpC  ถา้ minpC  มีค่านอ้ยกวา่ 1 2( , )pC x x   
ก็สามารถน าตวัแปรอิสระ ix ท่ีอยูใ่นสมการท่ีสอดคลอ้งกบัค่าซีพีท่ีต ่าสุดเขา้สู่สมการได ้หากค่า  minpC  มีค่ามากกว่า
หรือเท่ากบั 1 2( , )pC x x  จะไม่สามารถน าตวัแปรอิสระเขา้สู่สมการไดแ้ละส้ินสุดการคดัเลือกตวัแปรอิสระ 

(5) ถา้มีการน าตวัแปรอิสระเขา้สู่สมการในขั้นตอน (4) ใหท้ าซ ้ าในกระบวนการขั้นท่ี (2) 
 และ (3) โดยพิจารณาจากตวัแปรท่ีเหลืออยู ่

2.2  ขั้นตอนการคดัเลือกตวัแบบโดยใชว้ธีิการเลือกแบบไปขา้งหนา้ส าหรับสถิติทดสอบซีพี 
การคดัเลือกตวัแปรอิสระในกรณีน้ี กระท าเหมือนกบัขั้นตอน (1) – (5) ทุกขั้นตอนโดยใชว้ธีิ 

การทดสอบค่า pC  แทนการพิจารณา ค่า pC  ต  ่าสุด หากค่าของสถิติทดสอบของ pC ไม่มีนยัส าคญัท่ีระดบั   ตวัแปร
อิสระท่ีสอดคลอ้งกบัค่าสถิติทดสอบ pC สามารถน าเขา้สู่สมการไดก้ระบวนการคดัเลือกจะด าเนินการเช่นน้ีก็จนกระทัง่
ไม่สามารถน าตวัแปรอิสระเขา้สู่สมการไดอี้ก  

2.3 ขั้นตอนการคดัเลือกตวัแบบโดยใชว้ธีิการก าจดัตวัแปรแบบถอยหลงั ส าหรับเกณฑซี์พี  
(1) ค านวณค่าซีพี  จากตวัแบบท่ีมีตวัแปรอิสระทุกตวั สมมติใหเ้ป็น 1 2 3 4 5( , , , , )pC x x x x x  
(2)  เม่ือน าตวัแปรอิสระ , 3,4,5ix i   ออกจากสมการทีละ 1 ตวัแปร ค านวณค่าซีพีของทั้ง  

3 สมการ คือ  1 2 3 4( , , , )pC x x x x , 1 2 3 5( , , , )pC x x x x , 1 2 4 5( , , , )pC x x x x  
(3) พิจารณาสมการท่ีสอดคลอ้งกบัค่าซีพีต ่าสุด   

min 1 2 3 4 1 2 3 5 1 2 4 5min ( , , , ) ( , , , ), ( , , , ),p p p pC C x x x x C x x x x C x x x x     

(4) เปรียบเทียบค่า 1 2 3 4 5( , , , , )pC x x x x x  กบั  minpC  ถา้ minpC  มีค่านอ้ยกวา่  

1 2 3 4 5( , , , , )pC x x x x x  ก็สามารถน าตวัแปรอิสระ ix ท่ีอยูใ่นสมการท่ีสอดคลอ้งกบัค่าซีพีท่ีต ่าสุดออกจากสมการได ้
หากค่า  minpC  มีค่ามากกวา่หรือเท่ากบั 1 2 3 4 5( , , , , )pC x x x x x  จะไม่สามารถน าตวัแปรอิสระออกจากสมการไดแ้ละ
ส้ินสุดการคดัเลือกตวัแปรอิสระ โดยห้ามน าตวัแปร 1x  และ 2x ออกจากตวัแบบ เน่ืองจากตวัแปรอิสระ 1x  และ 2x  มี
ความสมัพนัธ์กนัสูง 

(5) ถา้มีการน าตวัแปรอิสระออกจากสมการในขั้นตอน (4) ใหท้ าซ ้ าในกระบวนการขั้นท่ี  
(2) และ (3) โดยพิจารณาจากตวัแปรท่ีเหลืออยู ่
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2.4 ขั้นตอนการคดัเลือกตวัแบบโดยใชว้ธีิการก าจดัตวัแปรแบบถอยหลงั ส าหรับสถิติทดสอบซีพี 
การคดัเลือกตวัแปรอิสระในกรณีน้ี กระท าเหมือนกบัขั้นตอน (1) – (5) ทุกขั้นตอนโดยใชว้ิธีการทดสอบ

ค่า pC  แทนการพิจารณา ค่า pC  ต  ่าสุด หากค่าของสถิติทดสอบของ pC ไม่มีนัยส าคญัท่ีระดับ   ตวัแปรอิสระท่ี
สอดคลอ้งกบัค่าสถิติทดสอบ pC สามารถน าออกจากสมการได ้ กระบวนการคดัเลือกจะด าเนินการเช่นน้ีจนกระทัง่ไม่
สามารถน าตวัแปรอิสระออกจากสมการไดอี้ก  
 

ผลการวจิัย 
ผลการคดัเลือกตวัแบบดว้ยเกณฑ์ซีพีและใชส้ถิติทดสอบซีพี เม่ือจ าแนกตามขนาดตวัอย่าง ท่ีระดบันัยส าคญั 

0.05 ไดผ้ลดงัตารางท่ี 1   
 จากตารางท่ี 1  HK เป็นการประมาณค่าพารามิเตอร์ริดจโ์ดยใชว้ธีิของ Hoerl and Kennard  

 HKB เป็นการประมาณค่าพารามิเตอร์ริดจโ์ดยใชว้ธีิของ Hoerl Kennard and Baldwin 
 LW เป็นการประมาณค่าพารามิเตอร์ริดจโ์ดยใชว้ธีิของ Lawless and Wang 
 KS เป็นการประมาณค่าพารามิเตอร์ริดจโ์ดยใชว้ธีิของ Khalaf and Shukar 
 LS เป็นการใชค้่าพารามิเตอร์ริดจ ์เท่ากบั 0 (วธีิก าลงัสองนอ้ยท่ีสุด) 

เม่ือขนาดตวัอยา่งเท่ากบั 15 พบวา่ การคดัเลือกตวัแบบโดยใชว้ิธีการเลือกแบบไปขา้งหนา้และวิธีการก าจดัตวั
แปรแบบถอยหลงั ใชส้ถิติทดสอบซีพี คดัเลือกตวัแบบไดถู้กตอ้งมากกวา่เกณฑซี์พี และคดัเลือกตวัแบบไดถู้กตอ้งมากสุด 
เม่ือใชว้ิธีการประมาณค่าพารามิเตอร์ริดจ์ โดยใชว้ิธีของ Lawless and Wang เม่ือตวัแปรอิสระ 1x และ 2x มีสัมประสิทธ์ิ
สหสมัพนัธ์เท่ากบั 0.9999  

เม่ือขนาดตวัอยา่งเท่ากบั 30 พบวา่ การคดัเลือกตวัแบบโดยใชว้ิธีการเลือกแบบไปขา้งหนา้และวิธีการก าจดัตวั
แปรแบบถอยหลงั ใชส้ถิติทดสอบซีพี คดัเลือกตวัแบบไดถู้กตอ้งมากกวา่เกณฑซี์พี และคดัเลือกตวัแบบไดถู้กตอ้งมากสุด 
เม่ือใช้วิธีการประมาณค่าพารามิเตอร์ริดจ์ วิธีของ Lawless and Wang โดยคัดเลือกตัวแบบด้วยวิธีการเลือกแบบไป
ขา้งหนา้ โดยใชส้ถิติทดสอบซีพี เม่ือตวัแปรอิสระ 1x และ 2x มีสัมประสิทธ์ิสหสัมพนัธ์เท่ากบั 0.9999  หรือคดัเลือกตวั
แบบดว้ยวิธีการก าจดัตวัแปรแบบถอยหลงัโดยใชส้ถิติทดสอบซีพีเม่ือตวัแปรอิสระ 1x และ 2x มีสมัประสิทธ์ิสหสมัพนัธ์
เท่ากบั 0.9999 พบวา่ สามารถคดัเลือกตวัแบบไดถู้กตอ้งร้อยละ 100 ทั้ง 5 วธีิ 

การคดัเลือกตวัแบบโดยใช้วิธีการเลือกแบบไปขา้งหน้าและวิธีการก าจัดตวัแปรแบบถอยหลงัเม่ือใช้สถิติ
ทดสอบซีพี คดัเลือกตวัแบบไดถู้กตอ้งมากกวา่เกณฑซี์พี เม่ือขนาดตวัอยา่งเท่ากบั 50 และทุกขนาดความสมัพนัธ์ของตวั
แปรอิสระระหวา่ง 1x และ 2x และ การใชส้ถิติทดสอบซีพีสามารถคดัเลือกตวัแบบไดถู้กตอ้ง 100% ทั้ง 5 วธีิ 
 

อภิปรายและสรุปผลการวจิัย 
 จากการจ าลองขอ้มูล ให้ตวัแบบการถดถอยมีตวัแปรอิสระในตวัแบบ 5 ตวั โดยมีตวัแปรท่ีเก่ียวขอ้งกบัตวัแปร

ตาม 3 ตวั มีตวัแปรอิสระ 1 คู่ คือ 1x และ 2x  มีความสัมพนัธ์กนัสูงในระดับ 0.95, 0.99, 0.999 และ 0.9999 และตวัแปร
อิสระอีก 2 ตวั คือ 4x และ 5x เป็นตวัแปรท่ีไม่เก่ียวขอ้งกบัตวัแปรตาม ไดผ้ลการคดัเลือกตวัแบบดงัน้ี 

ในทุกขนาดตวัอย่างและทุกระดับความสัมพนัธ์ของตวัแปรอิสระ 1x และ 2x พบว่าการคดัเลือกตวัแบบดว้ย
วิธีการเลือกแบบไปขา้งหน้าและวิธีการก าจดัตวัแปรแบบถอยหลงั โดยใชส้ถิติทดสอบซีพี คดัเลือกตวัแบบไดถู้กตอ้ง
มากกว่าเกณฑ์ซีพี ซ่ึงสอดคลอ้งกบังานวิจยัของคุณพลากร เพราะสถิติทดสอบซีพีจะคดัเลือกตวัแปรอิสระออกจากตวั
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แบบและเอาเขา้สู่ตวัแบบโดยการทดสอบความมีนยัส าคญัในการคดัเลือก แต่เกณฑซี์พี จะคดัเลือกตวัแปรอิสระออกจาก
ตวัแบบและเขา้สู่ตวัแบบโดยพิจารณาจากค่าต ่าท่ีสุด ซ่ึงค่าของเกณฑซี์พีอาจจะลดลงอยา่งไม่มีนยัส าคญั จะส่งผลใหมี้การ
คดัเลือกตวัแบบท่ีผิดพลาดท าให้มีตวัแปรอิสระเกินข้ึนมา และพบวา่เม่ือขนาดตวัอยา่งเพ่ิมข้ึน ร้อยละของการคดัเลือกตวั
แบบท่ีคดัเลือกไดถู้กตอ้งเพ่ิมข้ึนซ่ึงเป็นไปตามทฤษฎีของเกณฑซี์พี ท่ีคดัเลือกตวัแบบไดดี้เม่ือตวัอยา่งมีขนาดใหญ่ และ
สถิติทดสอบซีพี คดัเลือกตวัแบบไดดี้เม่ือขนาดตวัอยา่งใหญ่พอ เน่ืองจากสถิติทดสอบซีพีเป็นสถิติทดสอบเชิงก ากบั 
 เม่ือพิจารณาประสิทธิภาพในการคดัเลือกตวัแบบ ความแตกต่างระหวา่งความสัมพนัธ์ของตวัแปรอิสระระหวา่ง 

1x และ 2x พบว่ามีการคดัเลือกตวัแบบไดถู้กตอ้งไม่แตกต่างกนั และเม่ือพิจารณาประสิทธิภาพในการคดัเลือกตวัแบบ 
ระหวา่งวธีิการประมาณค่าพารามิเตอร์วธีิต่างๆ พบวา่ มีการคดัเลือกตวัแบบไดถู้กตอ้งไม่แตกต่างกนั แต่สามารถคดัเลือกได้
ถูกตอ้งสูงกวา่วิธีก าลงัสองนอ้ยท่ีสุด เม่ือตวัอยา่งมีขนาดเล็ก และสามารถคดัเลือกตวัไดถู้กตอ้งไม่แตกต่างกนั เม่ือตวัอยา่งมี
ขนาดใหญ่ข้ึน 

ข้อเสนอแนะ 
ในการวจิยัคร้ังต่อไป ควรศึกษาการคดัเลือกตวัแบบโดยใชเ้กณฑอ่ื์นๆ และสถิติทดสอบอ่ืนๆ เช่น เกณฑเ์อไอซี  

หรือ สถิติทดสอบเอไอซี  หรือ ใชต้วัแบบการถดถอยแบบริดจ์ท่ีใชว้ิธีการประมาณค่าพารามิเตอร์ริดจ์อ่ืนๆ  นอกจากน้ี
อาจจะน าไปประยุกต์ใชก้บัตวัแบบการถดถอยพหุตวัแปร (Multivariate Regression Analysis) ในกรณีท่ีตวัแปรอิสระมี
พหุสมัพนัธ์กนัสูง เป็นตน้ 
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ตารางที ่1 ร้อยละของตวัแบบท่ีคดัเลือกได ้จ าแนกตามวธีิการคดัเลือก วธีิการประมาณค่าพารามิเตอร์ริดจ ์ 
                 ค่าสมัประสิทธ์ิสหสมัพนัธ์ และขนาดตวัอยา่ง 

วธีิการ 
คดัเลือก 

เกณฑ์การ 
ตดัสิน 

วธีิการประมาณค่าพารามเิตอร์ริดจ์ 

LS HK HKB LW KS 

ถูก ไม่ถูก ถูก ไม่ถูก ถูก ไม่ถูก ถูก ไม่ถูก ถูก ไม่ถูก 

15, 0.95n r             
Forward pC  63 37 68 32 79 21 78 22 68 32 

pC test  90 10 96 4 98 2 98 2 96 4 
Backward pC  63 37 68 32 78 22 77 23 68 32 

pC test  90 10 96 4 98 2 98 2 96 4 
15, 0.99n r             

Forward pC  63 37 69 31 80 20 78 22 69 31 
pC test  90 10 95 5 98 2 98 2 95 5 

Backward pC  63 37 69 31 79 21 77 23 69 31 

pC test  90 10 95 5 98 2 98 2 95 5 
15, 0.999n r             

Forward pC  63 37 71 29 78 22 81 19 71 29 
pC test  90 10 96 4 98 2 98 2 96 4 

Backward pC  63 37 71 29 76 25 79 21 71 29 

pC test  90 10 96 4 98 2 98 2 96 4 
15, 0.9999n r             

Forward pC  63 37 68 32 73 27 82 18 68 32 
pC test  90 10 94 6 98 2 99 1 94 6 

Backward pC  63 37 68 32 71 29 80 20 68 32 

pC test  90 10 94 6 98 2 99 1 94 6 
30, 0.95n r             

Forward pC  70 30 73 27 76 24 75 25 73 27 
pC test  99 1 99 1 99 1 99 1 99 1 

Backward pC  68 32 73 27 76 24 75 25 73 27 

pC test  99 1 99 1 99 1 99 1 99 1 
30, 0.99n r             

Forward pC  70 30 73 27 76 24 76 24 73 27 
pC test  99 1 99 1 99 1 99 1 99 1 

Backward pC  68 32 73 27 76 24 76 24 73 27 
pC test  99 1 99 1 99 1 99 1 99 1 
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ตารางที ่1 ร้อยละของตวัแบบท่ีคดัเลือกได ้จ าแนกตามวธีิการคดัเลือก วธีิการประมาณค่าพารามิเตอร์ริดจ ์ 
                 ค่าสมัประสิทธ์ิสหสมัพนัธ์ และขนาดตวัอยา่ง (ต่อ) 

วธีิการ 
คดัเลือก 

เกณฑ์การ 
ตดัสิน 

วธีิการประมาณค่าพารามเิตอร์ริดจ์ 

LS HK HKB LW KS 

ถูก ไม่ถูก ถูก ไม่ถูก ถูก ไม่ถูก ถูก ไม่ถูก ถูก ไม่ถูก 
30, 0.999n r             

Forward pC  70 30 72 28 75 25 75 25 72 28 
pC test  99 1 99 1 99 1 99 1 99 1 

Backward pC  68 32 72 28 75 25 75 25 72 28 
pC test  99 1 99 1 99 1 99 1 99 1 

30, 0.9999n r             
Forward pC  70 30 72 28 75 25 76 24 72 28 

pC test  99 1 99 1 99 1 100 0 99 1 
Backward pC  68 32 71 29 75 25 76 24 71 29 

pC test  100 0 100 0 100 0 100 0 100 0 
50, 0.95n r             

Forward pC  73 27 75 25 76 24 75 25 75 25 
pC test  100 0 100 0 100 0 100 0 100 0 

Backward pC  73 27 75 25 76 24 75 25 75 25 
pC test  100 0 100 0 100 0 100 0 100 0 

50, 0.99n r             
Forward pC  73 27 75 25 77 23 76 24 75 25 

pC test  100 0 100 0 100 0 100 0 100 0 
Backward pC  73 27 75 25 77 23 76 24 75 25 

pC test  100 0 100 0 100 0 100 0 100 0 
50, 0.999n r             

Forward pC  73 27 74 26 75 25 75 25 74 26 
pC test  100 0 100 0 100 0 100 0 100 0 

Backward pC  73 27 74 26 75 25 75 25 74 26 
pC test  100 0 100 0 100 0 100 0 100 0 

50, 0.9999n r             
Forward pC  73 27 74 26 75 25 74 26 74 26 

pC test  100 0 100 0 100 0 100 0 100 0 
Backward pC  73 27 74 26 75 25 74 26 74 26 

pC test  100 0 100 0 100 0 100 0 100 0 
 


