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การจัดกลุ่มข้อมูลด้วยขั้นตอนวิธี เคอินเวอร์สฮาร์โมนิกมีน
K - Inverse Harmonic Means Clustering Algorithm
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บทคัดย่อ
	 การจัดกลุ่มถูกใช้เป็นกระบวนการสำ�คัญในการวิเคราะห์ข้อมูล เป็นการเรียนรู้แบบไม่มีผู้สอน 

โดยพจิารณาจากความคลา้ยกนัของขอ้มลู วธิกีารจดักลุม่แบบเคมนี (K-Means: KM) เปน็เทคนคิหนึง่ทีเ่ขา้ใจงา่ย 

และยังเป็นที่นิยมใช้งานกันอยู่ในปัจจุบัน วิธีการจัดกลุ่มแบบเคฮาร์โมนิกมีน (K-Harmonic means: KHM)  

พัฒนาจากวิธีการจัดกลุ่มเคมีนโดยคำ�นวณหาระยะห่างระหว่างข้อมูลด้วยมาตรวัดระยะทางแบบยูคลิเดียน  

(Euclidean distance)  แลว้ใชฟ้งักช์นัคดิคา่เฉลีย่แบบคา่เฉลีย่ฮารโ์มนกิแทนการใชฟ้งักช์นั Min ในการเลอืกกลุม่ 

ผลใหป้ระสทิธภิาพในการจดักลุม่ดกีวา่การจดักลุม่แบบเคมนี สำ�หรบังานวจิยันีไ้ดน้ำ�เสนอวธิกีารจดักลุม่แบบใหม่

ที่เรียกว่าเคอินเวอร์สฮาร์โมนิกมีน (K-Inverse  harmonic  means : KIHM) โดยคำ�นวณหาค่าระยะห่างระหว่าง

ข้อมูลด้วยฟังก์ชันเรเดียลเบสิสแบบผกผัน (Inverse radial basis function) สามารถช่วยลดจำ�นวนรอบในการ

หาคำ�ตอบลงได้และเมื่อนำ�มาทดสอบกับชุดข้อมูลจริงคือข้อมูลการสืบค้นเว็บภาษาไทย ให้ผลการทดลองดีกว่า 

การจัดกลุ่มแบบเคฮาร์โมนิกมีน

ABSTRACT
	 Data clustering is an important process for data analysis. It is an unsupervised learning utilizing the 

similarity of data. An ordinary clustering algorithm is K-Means clustering (KM). Its computation is simple 

and  it is showing satisfaction with clustering performance. The K-Harmonic means (KHM) is developed 

from the KM.   The Min function of KM is replaced by the harmonic mean function. This yields the better 

clustering results.  This paper presents an improvement of KHM called K-Inverse harmonic means clustering 

algorithm (KIHM). The harmonic means of the Euclidean distance is replaced by the harmonic means of reverse 

radial basis function of the distance from the cluster center. Experimental results show that the iterations of 

computation are reduced.   Once the experiments are conducted on the Thai web snippets data, KIHM shows 

better clustering results than that of KHM.
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บทนำ�
	 ปจัจบุนัดว้ยความกา้วหนา้ทางดา้นเทคโนโลย-ี 

สารสนเทศ จะเห็นได้ว่าข้อมูลเป็นปัจจัยสำ�คัญในการ

วิเคราะห์หาคำ�ตอบต่างๆ เพื่อนำ�มาพิจารณาตัดสินใจ  

วนิจิฉยัหรอืทำ�นายเหตกุารณบ์นพืน้ฐานของเหตแุละผล  

การจัดกลุ่มข้อมูล (Cluster Analysis) เป็นอีกวิธีการ

หนึ่งที่ถูกนำ�มาใช้เพื่อช่วยวิเคราะห์ข้อมูล เป็นการ

เรียนรู้แบบไม่มีผู้สอนโดยพิจารณาความคล้ายของ

ข้อมูล ได้มีการศึกษาและพัฒนาขั้นตอนวิธีการจัด

กลุ่มมากมายหลายวิธีด้วยกัน ซึ่งวิธีพื้นฐานที่สามารถ

เข้าใจง่ายคือการจัดกลุ่มแบบเคมีน โดยจะพิจารณา

หาค่าระยะห่างระหว่างข้อมูลกับค่ากลางด้วยมาตรวัด

ยูคลิเดียน โดยหากข้อมูลอยู่ใกล้กับค่ากลางกลุ่มใด 

ก็จะถูกจัดไว้ในกลุ่มนั้น แล้วทำ�การปรับค่ากลางแต่ละ

กลุ่มใหม่จากการคำ�นวณค่าเฉลี่ยของข้อมูลในกลุ่ม  

ซึ่งจะพบว่าวิธีเคมีน ยังมีข้อเสียตรงที่ต้องกำ�หนด

จำ�นวนกลุ่มก่อนทุกครั้ง และการสุ่มค่ากลางขึ้นมา 

ในแต่ละครั้งส่งผลให้คำ�ตอบที่ได้ในการจัดกลุ่ม

แต่ละครั้งอาจไม่เหมือนเดิมและคำ�ตอบที่ได้เป็น 

คำ�ตอบเฉพาะที ่(local optimal) ตอ่มาไดม้กีารพฒันา

ขั้นตอนวิธีการจัดกลุ่มแบบเคฮาร์โมนิกมีน (KHM)  

โดยคำ�นวณหาค่าความเป็นสมาชิกของข้อมูลแล้วใช้

ฟังก์ชันคิดค่าเฉลี่ยแบบค่าเฉลี่ยฮาร์โมนิกแทนการใช้

ฟงักช์นั Min ชว่ยใหก้ารจดักลุม่มปีระสทิธภิาพมากขึน้ 

	 สำ�หรับงานวิจัยนี้ได้นำ�เสนอขั้นตอนวิธีการ

จัดกลุ่มแบบใหม่ที่เรียกว่าขั้นตอนวิธีเคอินเวอร์ส- 

ฮารโ์มนกิมนี (K-Inverse harmonic means clustering : 

KIHM) โดยนำ�ฟงักช์นัเรเดยีลเบสสิแบบผกผนัมาชว่ย

ในการคำ�นวณหาค่าระยะห่างของข้อมูลแทนมาตรวัด 

ยคูลเิดยีน ซึง่เมือ่ทำ�การทดลองกบัขอ้มลูคำ�อธบิายเวบ็

ภาษาไทย ให้ผลดีกว่าวิธี KM และ KHM อีกทั้งยังใช้

จำ�นวนรอบในการทำ�งานน้อยกว่าแต่ยังพบปัญหาใน

การจดักลุม่ตรงทีก่ารกำ�หนดคา่พารามเิตอรเ์บตา (β) 

ส่วนที่เหลือของบทความได้แบ่งออกเป็นห้าส่วนดังนี้ 

คือ ทฤษฎีที่เกี่ยวข้อง วิธีการวิจัย ผลการวิจัยและ 

การอภิปรายผล  สรุปผลการวิจัย  และข้อเสนอแนะ

ทฤษฎีที่เกี่ยวข้อง
	 1.  Euclidean Distance

	 มาตรวดัระยะทางแบบยคูลเิดยีน (Euclidean 

Distance)  เปน็การคำ�นวณหาระยะหา่งระหวา่งจดุใดๆ 

สองจุด เมื่อกำ�หนดให้

	 -  j แทน ปริภูมิ j มิติ 

	 -  x แทนข้อมูลชุดที่ 1   x = [x
i1
  x

i2
  … x

im
]T 

	 - y แทนข้อมูลชุดที่ 2   y = [y
i1
  y

i2
  … y

im
]T

	 - d
x,y
 แทนระยะทางระหว่างข้อมูล x และ y

	 จะได้สมการคำ�นวณหาระยะทางแบบ 

ยูคลิเดียนดังนี้

	 d
x,y 

 = 		   (1)

	 2. 	 K-Means (KM)

	 การจัดกลุ่มข้อมูลแบบเคมีน (K-means)    

(Zhang, Hsu and Dayal, 1999) เป็นขั้นตอนวิธีการ

จัดกลุ่มแบบง่าย  มีขั้นตอนวิธีดังนี้     

	 ขั้นตอนที่ 1	 สุ่มค่ากลางมาจำ�นวน j ชุด  

แทนด้วย C
j 
เมื่อ j แทนจำ�นวนกลุ่ม           

	 ขั้นตอนที่ 2   คำ�นวณหาค่าระยะทางแบบ 

ยูคลิเดียนระหว่างชุดข้อมูลเข้า (x
i
) กับค่ากลาง (C

k
) 

แล้วนำ�ข้อมูล x
i
  นั้นไปใส่ไว้เป็นสมาชิกในกลุ่ม 

j
  ที่มี

ระยะทางที่น้อยที่สุด ถือเป็นกลุ่มที่ชนะ

	 j = argmin                                (2)

	 ขั้นตอนที่ 3	 คำ�นวณค่ากลางสำ�หรับแต่ละ

กลุ่มใหม่ โดยเฉลี่ยจากข้อมูลที่เป็นสมาชิกของกลุ่ม

นั้นๆ ทุกๆ 

	 =                                                       (3)

	 ขั้นตอนที่ 4	 คำ�นวณหาค่าระยะทางรวม

ทั้งหมดแทนด้วย D โดยเป็นค่าระยะทางระหว่าง 

ค่ากลางของกลุ่มกับสมาชิกของกลุ่มนั้นๆ เมื่อให้ I
ij
 

คอื คา่ความเปน็สมาชกิของขอ้มลู  ตอ่กลุม่ที ่j ดงันี้

	 I
ij 
=  1   ,  เป็นสมาชิกใน 

j
	    (4)

	 D =                           (5)

	 ขั้นตอนที่ 5	 ทำ�ซํา้ (2-4) จนกระทัง่เงือ่นไข  

ระยะทางรวมไมม่กีารเปลีย่นแปลงแลว้หรอืเปลีย่นแปลง 

น้อยมาก
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           1 -        เมื่อ  มีค่าน้อย              (6) 

	 3. 	 K-harmonic means

	 การจัดกลุ่มข้อมูลแบบเคฮาร์โมนิกมีน   

(K-harmonic means) (Zhang et al, 2000) เปน็วธิทีี่

ปรับปรุงพัฒนามาจากวิธี KM โดยใช้ฟังก์ชันคิด 

คา่เฉลีย่แบบคา่เฉลีย่ฮารโ์มนกิแทนการใชฟ้งักช์นั Min 

วิธีการจัดกลุ่มแบบ KHM มีขั้นตอนวิธีดังต่อไปนี้

	 กำ�หนดค่าเริ่มต้นดังนี้

	 - จำ�นวนกลุ่มแทนด้วย  j

	 - ค่ากลางของกลุ่มแทนด้วย  C
j
  

	 - ข้อมูลแทนด้วย X
i

	 - จำ�นวนข้อมูลแทนด้วย N

	 ขั้นตอนที่ 1 	 สุม่คา่กลางจำ�นวน j กลุม่ แทน

ด้วย C
j

	 ขั้นตอนที่ 2 	 คำ�นวณหาคา่ฟงักช์ัน่เปา้หมาย 

(Objective function value according) โดยแทนระยะ

ห่างระหว่างชุดข้อมูลเข้าและค่ากลางด้วยสมการดังนี้

	 d
ij
 = ❘❘X

i
 - C

j
 p❘❘                                             (7)

	 KHM(X,C) = 	   (8)

	 ขั้นตอนที่ 3 	 คำ�นวณหาคา่ความเปน็สมาชกิ 

ของขอ้มลูทกุตวั X
i
 กบัคา่กลางแตล่ะกลุม่ C

j
  แทนดว้ย 

m(C
j
|X

i
) คำ�นวณได้จากสมการดังต่อไปนี้

	 m(C
j
|X

i
)  =                            (9)

	 ขั้นตอนที่ 4 	 คำ�นวณหานํ้าหนักของข้อมูล

	 W(X
i
) =                       (10)

	 ขั้นตอนที่ 5	 คำ�นวณหาค่ากลางใหม่จาก

สมการดังต่อไปนี้

	 C
j
 =                   (11)

	 ขั้นตอนที่  6 วนรอบทำ�ซํ้าจนกระทั่งค่า 

KHM(X,C) ไม่เปลี่ยนแปลง ให้ข้อมูล X
i
 อยู่กลุ่ม   j 

เมือ่คา่ขอ้มลูมคีา่ความเปน็สมาชกิในกลุม่นัน้มากทีส่ดุ

	 4.	 K-Inverse harmonic means

	 การจดักลุม่ขอ้มลูแบบเคอนิเวอรฮ์ารโ์มนกิมนี 

(K-Inverse harmonic means) เป็นขั้นตอนวิธีที่ใช้

ฟังก์ชันเรเดียลเบสิสแบบผกผัน (Inverse radial basis 

function) มาคำ�นวณหาระยะห่างระหว่างข้อมูลแทน

มาตรวัดยูคลิเดียน 

	 เมื่อนำ�สมการ    โดย   แทนค่า 

ระยะห่างระหว่างข้อมูลโดยใช้มาตรวัดยูคลิเดียน  

ตามสมการ (1) สามารถวาดกราฟแสดงความสมัพนัธ์

ระหวา่งระยะทางแทนดว้ยแกน x และคา่ทีค่ำ�นวณจาก

สมการ    แทนด้วยแกน y ดังภาพที่ 1 

ภาพที่ 1 กราฟระยะห่างวัดจาก 

	 เมือ่แทนคา่ระยะทางดว้ยฟงักช์นัเรเดยีลเบสสิ 

ดังสมการ     แทนค่า   เท่ากับ 1 

นำ�มาวาดกราฟจะได้กราฟดังภาพที่ 3 จะเห็นว่ากราฟ

เมื่อระยะทางน้อยจะได้ค่าน้อยแต่เมื่อระยะทางมาก 

จะได้ค่ามาก 

ภาพที่ 2 กราฟระยะห่างวัดจาก 
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	 เมื่อแทนค่าระยะทางด้วยฟังก์ชันเรเดียลเบสิส 

แบบผกผันดังสมการ     หรือเท่ากับ

  เมื่อแทนค่า   เท่ากับ 1 นำ�มาวาด

กราฟจะไดก้ราฟดงัภาพที ่3 จะเหน็วา่กราฟในภาพที ่1  

และ 3 มีลักษณะคล้ายกันคือ เมื่อระยะทางมีค่าน้อย

จะให้ค่ามากและเมื่อระยะทางมากจะได้ค่าน้อยลง

ภาพที่ 3 กราฟระยะห่างวัดจาก    

	 เมือ่กำ�หนดคา่  เปน็{0.5, 1, 1.5} ในสมการ 

   จะเห็นว่า  เพิ่มขึ้นจะส่งผลให้

ค่า     มีค่ าน้อยลงและระยะทาง

จะแคบเข้ามาในขณะที่เมื่อค่า  มีค่าน้อยจะส่งผลให้

ค่า   มีค่ามากขึ้นและระยะทางจะไกล

ออกไปด้วย

ภาพที่ 4	กราฟระยะห่างวัดจาก    

	 เมื่อกำ�หนดค่า  ={0.5, 1, 1.5}

	 ทำ�การปรบัสมการใหมโ่ดยแทนคา่ระยะทาง

ด้วยฟังก์ชันเรเดียลเบสิสแบบผกผัน จะได้ขั้นตอนวิธี

ดังต่อไปนี้

	 กำ�หนดค่าเริ่มต้นดังนี้

	 - จำ�นวนกลุ่มแทนด้วย  j

	 - ค่ากลางของกลุ่มแทนด้วย  C
j
 

	 - ข้อมูลแทนด้วย X
i

	 - จำ�นวนข้อมูลแทนด้วย N

	 - ค่าพารามิเตอร์เบต้า แทนด้วย  

	 ขั้นตอนที่  1 สุ่มค่ากลางจำ�นวน j กลุ่ม  

แทนด้วย C
j

	 ขั้นตอนที่ 2 คำ�นวณหาค่าฟังก์ชั่นเป้าหมาย 

(Objective function value according) โดยแทนระยะ

ห่างระหว่างชุดข้อมูลเข้าและค่ากลางด้วยสมการดังนี้

KIHM(X,C) =        (12)   

  	 ขั้นตอนที่ 3 คำ�นวณหาค่าความเป็นสมาชิก 

ของขอ้มลูทกุตวั X
i
 กบัคา่กลางแตล่ะกลุม่ C

j
  แทนดว้ย 

m(C
j
|X

i
) คำ�นวณได้จากสมการดังต่อไปนี้

	 m(C
j
|X

i
)  =           (13)   

      

	 ขั้นตอนที่ 4 คำ�นวณหานํ้าหนักของข้อมูล

	 W(X
i
) = 		 (14)

	 ขั้นตอนที่ 5   คำ�นวณหาค่ากลางใหม่จาก

สมการดังต่อไปนี้

	 C
j
 =                     (15)              

	 ขั้นตอนที่  6 วนรอบทำ�ซํ้าจนกระทั่งค่า 

KIHM(X,C) ไม่เปลี่ยนแปลง  ให้ข้อมูล X
i
 อยู่กลุ่ม  j 

เมือ่คา่ขอ้มลูมคีา่ความเปน็สมาชกิในกลุม่นัน้มากทีส่ดุ

	 ตั ว อย่ า งก า รคำ �นวณด้ ว ยขั้ นตอนวิ ธี  

เคอินเวอร์ฮาร์โมนิกมีน

	 กำ�หนดค่าเริ่มต้น ดังนี้

	 X
i
 = 

	 β = 1
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	 ขั้นตอนที่ 1 สุ่มค่ากลางขึ้นมา  C
1 
= [3  1]

		   C
2 
= [1  1]

	 ขั้นตอนที่ 2 คำ�นวณหาค่าฟังก์ชั่นเป้าหมาย 

ด้วยสมการที่ 12 

	 KIHM(X,C) =  

ตารางที่ 1 	แสดงค่าระยะทางระหว่ างชุดข้อมูล

	 ( X
i
 ) กับค่ากลาง  C

1
 , C

2
 

        ค่าระยะทาง

ข้อมูล
C

1
C

2

X
1

2.00 0.01

X
2

1.00 1.00

X
3

0.01 2.00

X
4

5.00 6.40

X
5

5.65 7.21

X
6

6.40 8.06

 

	 คำ�นวณค่า  KIHM(X,C) = 1.7772

	 ขั้นตอนที่ 3 คำ�นวณหาค่าความเป็นสมาชิก 

ของข้อมูลทุกตัว X
i
 กับค่ากลาง C

1
  ด้วยสมการที่ 13

	 m(C
j
|X

i
)  =             

ตารางที่ 2	 แสดงค่าความเป็นสมาชิกของข้อมูลกับ

ค่ากลาง  C
1
 , C

2
 

         ค่า m(C
j
|X

i
)

ข้อมูล
m(C

1
|X

i
)  m(C

2
|X

i
)  

X
1

0.1203    0.8797

X
2

0.5000    0.5000

X
3

0.8797    0.1203

X
4

0.8027    0.1973

X
5

0.8255    0.1745

X
6

0.8401    0.1599

	 ขั้นตอนที่ 4 คำ�นวณหานํ้าหนักของข้อมูล 

ด้วยสมการที่ 14   

	 W(X
i
) =   

	 ได้ ค่านํ้าหนักของข้อมูลดังนี้  

ตารางที่ 3	แสดงค่านํ้าหนักของข้อมูล( X
i
 )

            ค่า W(X
i
)

ข้อมูล
W(X

i
)

X
1

0.9901

X
2

0.5000

X
3

0.9901

X
4

0.5076

X
5

0.5073

X
6

0.5066

	 ขั้นตอนที่ 5 คำ�นวณหาค่ากลางใหม่ด้วย

สมการที่ 15 ได้ค่ากลางใหม่ ดังนี้

	 C
j
 = 

	 C
1
 =  [4.8208    3.0094]

	 C
2
 =  [2.3823    1.7144]

	 วนซํา้ทำ�งานจนกระทัง่คา่ KIHM ไมเ่ปลีย่นแปลง

หรือเปลี่ยนแปลงน้อยมาก

	 จากตัวอย่างข้างต้น กำ�หนดให้ค่า β= 1 และ

สุ่มค่ากลาง C
1 
= [3  1] และ C

2 
= [1  1] เมื่อวนรอบ

เพื่อปรับค่ากลางใหม่จะได้คำ�ตอบ C
1 
= [7.0003    

4.9836 ] และ C
2 
= [1.9997    1.0164] ในรอบที่ 7 

  	

วิธีการวิจัย
	 1.	 ชุดข้อมูลที่ใช้ในการทดลอง

	 ชุดข้อมูลที่ใช้ในการทดลองส่วนแรกเป็น

ข้อมูลอธิบายเว็บภาษาไทย (พัชระ, 2553)โดยข้อมูล

เป็นลักษณะคำ�อธิบายสั้นๆ   (Snippets) โดยนำ�มา

จัดเรียงใหม่กำ�หนดให้แต่ละแถวแทนเอกสารและ
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คอลมันแ์ทนความถีข่องคำ�ซึง่มทีัง้หมด 118 แถว 665 

คอลมัน ์สำ�หรบัเอกสารทีน่ำ�มาทดสอบนีม้าจากสารบบ

หรรษา(H01) โดยแบ่งเป็น 3 หมวดคือ หมวดสังคม 

หมวดศิลปะ และหมวดวัฒนธรรม ตัวอย่างข้อมูล 

ดังภาพที่ 5

 

ตารางที่ 3 แสดงคาน้ําหนักของขอมูล( Xi ) 
 

    คา W(Xi) 
ขอมูล W(Xi) 

X1 0.9901 
X2 0.5000 
X3 0.9901 
X4 0.5076 
X5 0.5073 
X6 0.5066 

 
ข้ันตอนท่ี 5 คํานวณหาคากลางใหมดวย

สมการท่ี 15 ไดคากลางใหม ดังนี้ 
 

 Cj =  

 C1 =  [4.8208    3.0094] 
 C2 =  [2.3823    1.7144] 
  

วน ซ้ํ า ทํ า งาน จ น กร ะ ท่ั งค า  KIHM ไ ม
เปลี่ยนแปลงหรือเปลี่ยนแปลงนอยมาก 

จากตัวอยางขางตน กําหนดใหคา β = 1 และ
สุมคากลาง C1 = [3  1] และ C2 = [1  1] เม่ือวนรอบเพื่อ
ปรับคากลางใหมจะไดคําตอบ C1 = [7.0003    4.9836 ] 
และ C2 = [1.9997    1.0164] ในรอบท่ี 7  
    

วิธกีารวิจัย 
1. ชุดขอมูลท่ีใชในการทดลอง 

ชุดขอมูลท่ีใชในการทดลองสวนแรกเปน
ขอมูลอธิบายเว็บภาษาไทย (พัชระ, 2553)โดยขอมูลเปน
ลักษณะคําอธิบายสั้นๆ  (Snippets) โดยนํามาจัดเรียง
ใหมกําหนดใหแตละแถวแทนเอกสารและคอลัมนแทน
ความถี่ของคําซึ่งมีท้ังหมด 118 แถว 665 คอลัมน 
สําหรับเอกสารท่ีนํามาทดสอบนี้มาจากสารบบหรรษา
(H01) โดยแบงเปน 3 หมวดคือ หมวดสังคม หมวด
ศิลปะ และหมวดวัฒนธรรม ตัวอยางขอมูลดังภาพท่ี 5 

 

 
 

ภาพที่ 5 คําอธิบายสั้นๆ ในเว็บ google.com 
 

ชุดขอมูลสวนท่ีสองมีท้ังหมด 5 ชุดดวยกัน
เปนขอมูลจริงจากฐานขอมูล UCI Machine Learning 
Repository จํ า น ว น  3 ชุด  คื อ  ชุ ด ข อ มูล  Iris 
ประกอบดวย 4 แอตทริบิวต  150 เรคคอรด  3 กลุม  ชุด
ขอมูล Wine  ประกอบดวย 13 แอตทริบิวต  178 เรคคอรด  
3 กลุม และชุดขอมูล Soybean (Small) ประกอบดวย 35 
แอตทริบิวต  47 เรคคอรด  4 กลุม เปนขอมูลท่ีสรางข้ึน
เองจํานวน 2 ชุดคือ DataSet1 ขนาด 2 มิติ 100 เรคคอรด 
2 กลุม สําหรับขอมูลชุดนี้จะมีขอมูลท่ีอยูไกลออกไป
จากกลุมขอมูล (outliers) และ DataSet2 ขนาด 2 มิติ 
250 เรคคอรด 2 กลุม 

 

 

      ภาพที่ 5 แสดงชุดขอมูล DataSet1 
 
 

Snippets 

ภาพที่ 5 คำ�อธิบายสั้นๆ ในเว็บ google.com

	 ชุดข้อมูลส่วนที่สองมีทั้งหมด 5 ชุดด้วยกัน

เป็นข้อมูลจริงจากฐานข้อมูล UCI Machine Learning 

Repository จำ�นวน 3 ชดุ คอื ชดุขอ้มลู Iris ประกอบดว้ย  

4 แอตทรบิวิต ์ 150 เรคคอรด์  3 กลุม่  ชดุขอ้มลู Wine  

ประกอบด้วย 13 แอตทริบิวต์  178 เรคคอร์ด  3 กลุ่ม 

และชุดข้อมูล Soybean (Small) ประกอบด้วย 35 

แอตทริบิวต์  47 เรคคอร์ด  4 กลุ่ม เป็นข้อมูลที่สร้าง

ขึ้นเองจำ�นวน 2 ชุดคือ DataSet1 ขนาด 2 มิติ 100 

เรคคอรด์ 2 กลุม่ สำ�หรบัขอ้มลูชดุนีจ้ะมขีอ้มลูทีอ่ยูไ่กล

ออกไปจากกลุม่ขอ้มลู (outliers) และ DataSet2 ขนาด 

2 มิติ 250 เรคคอร์ด 2 กลุ่ม

ภาพที่ 5 แสดงชุดข้อมูล DataSet1

ภาพที่ 6 แสดงชุดข้อมูล DataSet2

วิธีการทดลอง 
	 นำ�ข้อมูลในส่วนแรก(H01) มาลดมิติด้วย

วิธีSingular Value Decomposition (SVD) (Jing and 

Jun, 2004) ให้เหลือ 2-10 มิติแต่ชุดข้อมูลส่วนที่

สองไม่ต้องผ่านกระบวนการลดมิติ แล้วนำ�ข้อมูลเข้า

สู่กระบวนการจัดกลุ่มด้วยขั้นตอนวิธี 3 วิธี คือ KM, 

KHM และ KIHM นำ�คำ�ตอบที่ได้มาวัดประสิทธิภาพ

และนับจำ�นวนรอบการทำ�งาน ดังแผนภาพแสดงขั้น

ตอนการทดลองดังภาพที่ 6 

ภาพที่ 7 แผนภาพแสดงขั้นตอนวิธีการจัดกลุ่มข้อมูล

 

 
 

ภาพที่ 6 แสดงชุดขอมูล DataSet2 
 

2. วิธีการทดลอง  
นําขอมูลในสวนแรก(H01) มาลดมิติดวยวิธี

Singular Value Decomposition (SVD) (Jing and Jun, 
2004) ใหเหลือ 2-10 มิติแตชุดขอมูลสวนท่ีสองไมตอง
ผานกระบวนการลดมิติ แลวนําขอมูลเขาสูกระบวนการ
จัดกลุมดวยข้ันตอนวิธี 3 วิธี คือ KM, KHM และ KIHM 
นําคําตอบท่ีไดมาวัดประสิทธิภาพและนับจํานวนรอบ
การทํางาน ดังแผนภาพแสดงข้ันตอนการทดลองดังภาพ
ท่ี 6  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
ภาพที่ 7 แผนภาพแสดงข้ันตอนวิธีการจัดกลุมขอมูล 

 

ผลการวิจัยและการอภิปรายผล 
การทดลองไดใชวิธีการวัดคาความถูกตองโดย

พิจารณาจากขอมูลท่ีถูกจัดไวในกลุมไดถูกตอง จากการ
ทดสอบวัดคาความถูกตองในแตละรอบจะใหคาความ
ถูกตองไมเทากัน สําหรับงานวิจัยนี้ไดทดสอบวัดคา
ความถูกตอง 100 รอบ แลวนําคาความถูกตองท่ีไดมาหา
คาเฉลี่ยดังแสดงในตารางท่ี 4-6 
 

 

 

 

ลดมิติ 2-10 มิติ 

ชุดขอมูล 

สุมคากลางเริ่มตน 

จํานวนรอบ 

วัดความคลาย 

คํานวณคากลางใหม 

หยุดรอบการทํางาน 

วัดประสิทธิภาพ 

ตรวจสอบเง่ือนไขการหยุด 

จริง 

ไมจริง 
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ผลการวิจัยและการอภิปรายผล
	 การทดลองได้ใช้วิธีการวัดค่าความถูกต้อง

โดยพิจารณาจากข้อมูลที่ถูกจัดไว้ในกลุ่มได้ถูกต้อง 

จากการทดสอบวัดค่าความถูกต้องในแต่ละรอบจะให้

คา่ความถกูตอ้งไมเ่ทา่กนั สำ�หรบังานวจิยันีไ้ดท้ดสอบ

วดัคา่ความถกูตอ้ง 100 รอบ แลว้นำ�คา่ความถกูตอ้งที่

ได้มาหาค่าเฉลี่ยดังแสดงในตารางที่ 4-6

ตารางที่ 4 	แสดงผลการจัดกลุ่มข้อมูลด้วยขั้นตอน

วิธีเคมีน (KM) เมื่อทดสอบกับข้อมูลคำ�

อธิบายเว็บภาษาไทย (H01)

จำ�นวน

มิติ

ค่าความถูกต้อง

ค่ามากสุด ค่าน้อยสุด ค่าเฉลี่ย

2 66.95 31.35 58.05

3 63.56 25.42 54.15

4 64.41 26.27 51.61

5 67.79 39.83 54.23

6 64.41 22.88 49.4

7 71.19 33.05 47.96

8 56.78 42.37 49.49

9 66.1 42.37 51.44

10 62.71 38.13 52.12

ตารางที่ 5 	แสดงผลการจัดกลุ่มข้อมูลด้วยขั้นตอน

วิธีเคฮาร์โมนิกมีน (KHM) เมื่อทดสอบ

กับข้อมูลคำ�อธิบายเว็บภาษาไทย (H01)

จำ�นวน

มิติ

ค่าความถูกต้อง

ค่ามากสุด ค่าน้อยสุด ค่าเฉลี่ย

2 64.4 63.55 64.15

3 63.55 63.55 63.55

4 63.55 63.55 63.55

5 58.47 50 55.08

6 64.4 44.91 52.79

7 58.47 26.27 54.32

8 49.15 16.94 39.15

9 63.55 53.38 58.47

10 47.46 21.18 39.74

ตารางที่ 6 	แสดงผลการจัดกลุ่มข้อมูลด้วยขั้นตอน

วิธีเคอินเวอร์ฮาร์โมนิกมีน (KIHM) เมื่อ

ทดสอบ กับข้อมูลคำ�อธิบายเว็บภาษา

ไทย (H01)

จำ�นวน

มิติ

ค่าความถูกต้อง

ค่ามากสุด ค่าน้อยสุด ค่าเฉลี่ย

2 67.79 60.17 64.06

3 77.11 44.91 62.37

4 65.25 52.54 60.42

5 65.25 55.08 59.15

6 61.01 47.45 54.66

7 61.01 51.69 55.93

8 59.32 43.22 53.05

9 65.25 48.3 55.93

10 65.25 31.35 46.27

	 จากผลการทดลองตามตารางที่ 4-6 นำ�มา

แสดงค่าความถูกต้องเพื่อเปรียบเทียบขั้นตอนวิธีทั้ง 

3 วิธี ได้ดังภาพที่ 7-9 

ภาพที ่7 เปรยีบเทยีบคา่ความถกูตอ้งทีไ่ดค้า่มากทีส่ดุ
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ภาพที่ 8 เปรียบเทียบค่าความถูกต้องที่ได้ค่าน้อยที่สุด

ภาพที่ 9 เปรียบเทียบค่าความถูกต้องเฉลี่ย

	 จากภาพที่  9 ได้แสดงการเปรียบเทียบ

ค่าความถูกต้องของขั้นตอนวิธีทั้ง 3 วิธี โดยเมื่อหา

ค่าเฉลี่ยความความถูกต้องแล้วจะเห็นว่าขั้นตอน

วิธี KIHM จะให้ค่าความถูกต้องมากที่สุดยกเว้นเมื่อ

ทดสอบกับข้อมูล 3 มิติ 4 มิติและ 9 มิติ ที่ให้ค่าความ

ถูกต้องน้อยกว่าวิธี KHM ส่วนขั้นตอนวิธี KM ให้ค่า

ความถูกต้องน้อยที่สุดยกเว้นเมื่อทดสอบกับข้อมูล  

8 มิติ และ 10 มิติ ที่ให้ค่าความถูกต้องสูงกว่า KHM

ตารางที่ 7 	แสดงการเปรียบเทียบจำ�นวนรอบการ

ทำ�งานเฉลี่ยของวิธีการจัดกลุ่ม 3 วิธี

จำ�นวน

มิติ

ขั้นตอนวิธี

KM KHM KIHM

2 4 16 8.8

3 6 28 7.6

4 5 25 10.9

5 5 36 13.9

6 5 51 16.9

7 4 137 24

8 3 43 33.2

9 5 35 26.1

10 5 22 51

	 จากตารางที่ 7 จะเห็นว่าขั้นตอนวิธี KHM  

มีจำ�นวนรอบในการทำ�งานมากที่สุด ส่วนวิธี KIHM  

ใช้จำ�นวนรอบในการทำ�งานน้อยกว่า KHM แต่มี

จำ�นวนรอบมากกวา่ KM ซึง่ทำ�งานดว้ยจำ�นวนรอบนอ้ย

ทีส่ดุ สามารถเรยีงลำ�ดบัขัน้ตอนวธิทีีท่ำ�งานดว้ยจำ�นวน

รอบจากน้อยไปหามากได้ดังนี้

 KM <  KIHM <  KHM

ตารางที่ 8 	แสดงการเปรียบเทียบค่าความถูกต้อง

เฉลี่ยในการจัดกลุ่มและจำ�นวนรอบการ

ทำ�งานเฉลี่ยของวิธีการจัดกลุ่ม 3 วิธี ด้วย

ชุดข้อมูล Iris ,Wine, Soybean (small), 

Dataset1 และ Dataset2

DataSet

Algorithm

KM KHM KIHM
Accur. Iter Accur. Iter Accur. Iter

Iris 86.06 2.6 89.33 17.7 89.33 16

Wine 67.97 3.4 66.51 35 70.78 11

Soybean 81.27 2.5 70.85 42.5 72.57 25

Dataset1 50.5 10 96 25 96 16

Dataset2 100 6 96.8 24 100 10
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	 จากผลการทดลองในตารางที่ 8 จะเห็นว่า

ขั้นตอนวิธีเคอินเวอร์ฮาร์โมนิกมีนให้ค่าความถูกต้อง

มากที่สุดเมื่อจัดกลุ่มด้วยข้อมูล Iris, Wine, Dataset1 

และ Dataset2 ส่วนวิธีเคมีให้ค่าความถูกต้องมากที่สุด

เมื่อจัดกลุ่มด้วยข้อมูล Soybean และให้ค่าความถูก

ตอ้งนอ้ยทีส่ดุเมือ่จดักลุม่ในขอ้มลู Dataset1 เนือ่งจาก

ข้อมูลใน Dataset1 มีข้อมูลที่เป็น outliers อยู่ จึงทำ�ให้

การจัดกลุ่มได้ผลไม่ดี ซึ่งเป็นข้อเสียของการจัดกลุ่ม

ด้วยวิธีการเคมีน สำ�หรับขั้นตอนวิธีเคฮาร์โมนิกมีน 

จะให้ค่าความถูกต้องที่ใกล้เคียงกับวิธีเคอินเวอร์ส 

ฮาร์โมนิกมีนและใช้จำ�นวนรอบในการทำ�งานมากกว่า

วิธีเคอินเวอร์สฮาร์โมนิกมีน

สรุปผลการวิจัย
	 จากการศึกษาขั้นตอนวิธีการจัดกลุ่มนั้น  

วิธีการจัดกลุ่มที่ยังเป็นที่นิยมและเข้าใจง่ายคือ  

วิธีเคมีน (KM) แต่มีข้อเสียตรงที่การสุ่มค่ากลาง

ขึ้นมาในแต่ละครั้งส่งผลให้คำ�ตอบที่ได้ไม่น่าเชื่อถือ 

เพราะในการจัดกลุ่มข้อมูลนั้นจะพิจารณาความคล้าย

โดยวดัระยะทางทีใ่กลท้ีส่ดุ ตอ่มาไดม้กีารพฒันาขัน้ตอ

นวิธีเคฮาร์โมนิคมีน (KHM) ซึ่งวิธีนี้จะมีการคำ�นวณ

หาค่าสมาชิกและค่านํ้าหนักให้กับข้อมูลจึงทำ�ให้ 

คำ�ตอบทีไ่ดน้า่เชือ่ถอืมากขึน้ และใหผ้ลทีด่กีวา่วธิเีคมนี  

(KM) ดังนั้นงานวิจัยนี้จึงได้พัฒนาขั้นตอนวิธีแบบ

ใหม่ที่เรียกว่าเคอินเวอร์สฮาร์โมนิคมีน (KIHM)  

โดยใช้ฟังก์ชันเรเดียลเบสิสแบบผกผัน มาคำ�นวณหา

ค่าระยะห่างแทนมาตรวัดยูคลิเดียน เมื่อนำ�มาทดลอง 

กับข้อมูลส่วนแรกคือข้อมูลอธิบายเว็บภาษาไทย 

(Snippets) และทำ�การเปรียบเทียบกับขั้นตอนวิธี 3 

วธิ ีคอื KM, KHM และ KIHM แลว้วดัคา่ความถกูตอ้ง 

จากผลการทดลองแสดงให้เห็นว่า วิธี KIHM สามารถ

จัดกลุ่มข้อมูลได้ค่าความถูกต้องเฉลี่ยสูงที่สุด ส่วนวิธี  

KHM ให้ค่าความถูกต้องเฉลี่ยสูงรองจาก KIHM 

และวิธี KM ให้ค่าความถูกต้องน้อยที่สุด และเมื่อ

มาพิจารณารอบการทำ�งานของแต่ละวิธี จะเห็นว่าวิธี 

KM มีรอบการทำ�งานน้อยที่สุด วิธี KIHM มีรอบการ

ทำ�งานมากกวา่วธิ ีKM สว่นวธิ ีKHM มรีอบการทำ�งาน

มากที่สุดซึ่งเมื่อทดสอบกับข้อมูล 7 มิติใช้จำ�นวนรอบ 

การทำ�งานสูงถึง 137 รอบ นอกจากนี้จะเห็นว่าชุด

ข้อมูลที่ทำ�การลดมิติให้เหลือ 2 มิติเมื่อนำ�มาทดสอบ

จัดกลุ่มด้วยขั้นตอนวิธีทั้ง 3 วิธี ให้ค่าความถูกต้องใน

การจัดกลุ่มมากกว่าชุดข้อมูล 3-10 มิติ 

	 สำ�หรบัผลการทดลองกบัชดุขอ้มลูสว่นทีส่อง 

คือ Iris, Wine, Soybean, Dataset1 และ Dataset2  

ขั้นตอนวิธีขั้นตอนวิธีเคอินเวอร์สฮาร์โมนิกมีนให้ค่า

ความถูกต้องสูงที่สุดยกเว้นเมื่อทดลองกับชุดข้อมูล 

Soybean และความถูกต้องมีค่าใกล้เคียงกันกับวิธี

เคฮาร์โมนิกมีนส่วนจำ�นวนรอบการทำ�งานนั้นวิธี 

เคอินเวอร์สฮาร์โม   นิกมีนนั้นทำ�งานด้วยจำ�นวนรอบ

ทีน่อ้ยกวา่วธิเีคฮารโ์มนกิมนีสว่นวธิเีคมนีจะทำ�งานดว้ย

จำ�นวนรอบน้อยที่สุด

	 จากผลการวจิยัสรปุไดว้า่ วธิกีารจดักลุม่แบบ 

KIHM สามารถจัดกลุ่มข้อมูลได้ดีกับชุดข้อมูลอธิบาย

เวบ็ภาษาไทย (H01) ขอ้มลู Iris, Wine, Dataset1 และ 

Dataset2 ยกเวน้ขอ้มลู Soybean และทำ�งานดว้ยจำ�นวน

รอบน้อยกว่าขั้นตอนวิธีเคฮาร์โมนิกมีน 

ข้อเสนอแนะ
	 จากการทดลองจะเห็นว่าขั้นตอนวิธี KIHM  

จะมกีารกำ�หนดคา่พารามเิตอรเ์บตา้ β ซึง่คา่ β จะมผีล

ต่อคำ�ตอบและจำ�นวนรอบในการทำ�งาน ในการวิจัย 

ครัง้นีไ้ดก้ำ�หนดคา่ β เองโดยไมท่ราบวา่คา่  β ทีเ่หมาะสม

คือค่าใด ดังนั้นจึงส่งผลให้การทดลองกับชุดข้อมูล 

บางชดุเชน่ Soybean ไดผ้ลไมด่ ีจงึควรมกีารศกึษาเพือ่

หาวธิกีารกำ�หนดคา่ β ทีเ่หมาะสมในการจดักลุม่เพือ่ให้

ได้คำ�ตอบที่ดีและมีประสิทธิภาพมากยิ่งขึ้น 
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