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TMR Heads Due to Electrostatic Discharge Based on Machine Model
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ABSTRACT
Nowadays, a hard diskis animportantdevicefor datastorage, in whichone of the most
importantcomponents forwriting and reading data is recording head. It canbedamaged by Electrostatic
Discharge(ESD) in recording headmanufacturing process.ESDremainsamajor problemaffectingthehard
diskdriveindustry. Therefore, this research proposes Back propagation Neural Network(BP) was used for
damage detection of Tunneling Magnetoresitive (TMR )headsdue to ESD based on Machine Model (MM).
The BP can beclassifiedMM~-ESD signals of TMR heads. The best results show that 96.831% of accuracy

andabout 3minutes of learningtimefor damage detectionof TMR heads.
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Stop on Cycles - - - -

Accuracy | Time | Accuracy | Time | Accuracy | Time | Accuracy | Time
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(epochs) (%) | (min) | (%) |(min) | (%) | (min) | (%) | (min)
500 92.895 2:49 94.272 | 4:34 92.735 2:23 95.119 1:51
1000 92.791 6:38 92.267 | 3:28 91.859 3:14 96.831 2:55
1500 92.066 4:40 94.091 4:22 94.001 4:04 94.913 3:48
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