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∫∑§—¥¬àÕ

∫∑§«“¡π’È‰¥â‡ πÕ«‘∏’°“√æ—≤π“√–∫∫°“√√Ÿâ®”≈“¬‡´Áπ·∫∫ÕÕπ‰≈πå‚¥¬„™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡·∫∫

‡√‡¥’¬≈‡∫´‘ øíß°å™—π (RBF) ·≈–°“√«‘®—¬‰¥â¡’°“√»÷°…“≈—°…≥–¢Õß≈“¬‡´Áπ‡æ◊ËÕ«‘‡§√“–ÀåÀ“≈—°…≥– ”§—≠„À¡à

¢Õß¢âÕ¡Ÿ≈≈“¬‡´Áπ ‡æ◊ËÕ‡æ‘Ë¡ª√– ‘∑∏‘¿“æ¢Õß√–∫∫°“√√Ÿâ®”≈“¬‡´Áπ·∫∫ÕÕπ‰≈πå‚¥¬„™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡

·∫∫‡√‡¥’¬≈‡∫´‘ øíß°å™—π   ´÷Ëß„™â≈“¬‡´Áπ‡æ◊ËÕ°“√‡√’¬π√Ÿâ·≈–∑¥ Õ∫√–∫∫„π°“√«‘®—¬ 1,600 ≈“¬‡´Áπ®“°ºŸâ‡ Á́π 40

§π ª√–°Õ∫¥â«¬≈“¬‡´Áπ®√‘ß·≈–≈“¬‡´Áπª≈Õ¡·∫∫„™â∑—°…– º≈°“√√Ÿâ®”º‘¥æ≈“¥Õ¬Ÿà∑’Ë 1.25% ´÷Ëß¡’ª√– ‘∑∏‘¿“æ

∑’Ë¥’„π√–∫∫°“√√Ÿâ®”‚¥¬„™â RBF ‚¥¬¡’®”π«π≈—°…≥– ”§—≠∑’Ë„™â‡√’¬π√Ÿâ·≈–∑¥ Õ∫·µà≈–≈“¬‡´Áπ‡æ’¬ß 9 ≈—°…≥–

 ”§—≠ ·µà‰¥âº≈°“√√Ÿâ®”∑’Ë¡“°

ABSTRACT

In this paper, we develop an on-line signature recognition system using Radial Basis Function

(RBF) neural networks. We study characteristics and analyze a signature in order to get new features for

increasing efficiency of an on-line signature recognition system using RBF neural networks. We use 1,600

signatures from 40 signers to train and test the recognition system. The signatures consist of genuine and

skilled forgeries. Experimental results in misclassification rate is 1.25%.

§” ”§—≠ : ≈—°…≥– ”§—≠ °“√®”·π° ‡√‡¥’¬≈‡∫ ‘́ øíß°å™—π °“√√Ÿâ®”

Key Words : Signature recognition, RBF neural network, Feature of signature, Skilled forgeries
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∫∑π”

°“√√Ÿâ®” (Recognition) §◊Õß“π«‘®—¬·π«Àπ÷Ëß

∑’Ë¡’§«“¡ ”§—≠ ·≈–‡ªìπ·¢πßÀπ÷Ëß¢Õß√–∫∫ªí≠≠“

ª√–¥‘…∞å (Artificial Intelligence) °“√√Ÿâ®”¡’

À≈“¬™π‘¥‡™àπ °“√√Ÿâ®”«—µ∂ÿ °“√√Ÿâ®”‡ ’¬ß °“√√Ÿâ®”¿“æ

°“√√Ÿâ®”µ—«Õ—°…√ ·≈–°“√√Ÿâ®”≈“¬‡´Áπ ‡ªìπµâπ

≈“¬‡ Á́π‡ªìπ ‘Ëß ”§—≠„™â·∑πµ—«∫ÿ§§≈∑’Ëπ‘¬¡

„™â°—π‚¥¬∑—Ë«‰ª ‡π◊ËÕß®“°≈“¬‡´Áπ¢Õß¡πÿ…¬å·µà≈–§π

®–¡’≈—°…≥–∑’Ë·µ°µà“ß°—π ¬“°∑’Ë®–ª≈Õ¡·ª≈ßÀ√◊Õ

≈Õ°‡≈’¬π·∫∫‰¥â „πß“π«‘®—¬¥â“π°“√«‘‡§√“–Àå·≈–√Ÿâ

®”≈“¬‡ Á́π‰¥â∂Ÿ°æ—≤π“¡“‡æ◊ËÕ„Àâ “¡“√∂«‘‡§√“–Àå

§«“¡‡©æ“–µ—«¢Õß≈“¬‡´Áπ¡πÿ…¬å·µà≈–§π (Human

Identity) ÷́ËßµâÕß°“√∑’Ë®–·¬°·¬–§«“¡§≈â“¬§≈÷ß

≈“¬ ‡´Á π∑’Ë ·µ°µà “ ß°—π „Àâ   “¡“√∂°√–∑”‰¥â „π

 ¿“«°“√≥å∑’Ë·µ°µà“ß°—π‡™àπ °“√‡´Áπ„π‡«≈“∑’Ëµà“ß°—π

‡«≈“∑’Ë„Àâ‡´Áπ„π·µà≈–≈“¬‡´Áπ §«“¡Àπ—°‡∫“¢Õß°“√

≈ßª“°°“ ‡ªìπµâπ ´÷Ëß¡’º≈∑”„Àâ°“√«‘‡§√“–Àå§«“¡

‡©æ“–µ—«¢Õß≈“¬‡ Á́π¡πÿ…¬å‡ªìπ‰ª‰¥â¬“°¥â«¬√–∫∫

§Õ¡æ‘«‡µÕ√å∑’Ë„™â„π°“√«‘‡§√“–Àå·≈–√Ÿâ®”≈“¬‡´Áπ „π

À≈“¬ªï∑’Ëºà“π¡“‰¥â¡’°“√æ—≤π“ß“π«‘®—¬¥â“π°“√√Ÿâ

®”≈“¬‡´Áπ¥â«¬‡§√◊ËÕß (Machine Recognition)  (Hoa

Feng and Choong Wah, 2002) ‡æ◊ËÕ„™âª√–‚¬™πå„π

¥â“π°ÆÀ¡“¬ ‡™àπ °“√¬◊π¬—πµ—«∫ÿ§§≈ (Verification)

‡ªìπµâπ ·≈–‰¥â¡’°“√æ—≤π“«‘®—¬¥â“π°“√√Ÿâ®”·∫∫ÕÕπ

‰≈πå„π‡™‘ßæ“≥‘™¬å ¥—ßπ—Èπ ®÷ß‰¥â¡’·π«§‘¥∑’Ë®–∑”°“√

æ—≤π“«‘®—¬ß“π¥â“π°“√√Ÿâ®”≈“¬‡´Áπ‡æ◊ËÕ„Àâ¡’ª√– ‘∑∏‘¿“æ

„π°“√√Ÿâ®”∑’Ë Ÿß¢÷Èπ ®–∑”„Àâ°“√µ√«® Õ∫ ≈“¬‡ Á́π¡’

§«“¡ –¥«°√«¥‡√Á« ¡’§«“¡πà“‡™◊ËÕ∂◊Õ ·≈–¡’§«“¡∂Ÿ°

µâÕß¡“°¢÷Èπ

„π√–∫∫√Ÿâ®”≈“¬‡´Áπ®–ª√–°Õ∫‰ª¥â«¬ “¡

 à«π ¥—ßπ’È§◊Õ  à«π∑’ËÀπ÷Ëß„™â„π°“√µ√«®®—∫¢âÕ¡Ÿ≈≈“¬‡´Áπ

(Data Capture)  à«π∑’Ë Õß§◊Õ „™â„π°“√§—¥·¬°

¢âÕ¡Ÿ≈§ÿ≥≈—°…≥–‡©æ“–¢Õß≈“¬‡´Áπ®“°¢âÕ¡Ÿ≈∑’Ëµ√«®

®—∫‰¥â (Extraction) ‡æ◊ËÕ„Àâ‡°‘¥§«“¡·¡àπ¬”„π°“√

«‘‡§√“–Àå·≈–√Ÿâ®” „π à«ππ’È‡ªìπ à«π∑’Ë ”§—≠∑’Ë®–‡≈◊Õ°‡Õ“

≈—°…≥–∑’Ë ”§—≠¢Õß≈“¬‡´Áπ‡æ◊ËÕ„™â„π°“√√Ÿâ®” ¡’À≈“¬

ß“π«‘®—¬ (David Feil-Seifer, 2005) ∑’Ëºà“π¡“‰¥â

‡≈◊Õ°§«“¡‡√Á« §«“¡‡√àß„π°“√≈“°‡ âπ  ·√ß°¥ª“°°“

°“√‡Õ’¬ß¢Õßª“°°“ ‡ªìπ≈—°…≥– ”§—≠À√◊Õ∫“ßß“¬«‘®—¬

(David Feil-Seifer, 2005) ‰¥â‡≈◊Õ°‡Õ“¢âÕ¡Ÿ≈∑—Èß√Ÿª

≈—°…≥å·≈–®—ßÀ«–¢Õß°“√‡´Áπ‰ª„™â„π°“√√Ÿâ®”

°“√«‘®—¬π’È ‰¥â¡’°“√§âπÀ“·≈–¥÷ß≈—°…≥–

 ”§—≠„À¡à‡æ◊ËÕ∑’ËµâÕß°“√„Àâ√–∫∫°“√√Ÿâ®” “¡“√∂√Ÿâ®”

‰¥âÕ¬à“ß¡’ª√– ‘∑∏‘¿“æ·≈–∂Ÿ°µâÕß¬‘Ëß¢÷Èπ ·≈– à«π

 ÿ¥∑â“¬§◊Õ „™â„π°“√§—¥·¬°¢âÕ¡Ÿ≈≈“¬‡ Á́π (Classifica-

tion) ‡æ◊ËÕ„™â„π°“√«‘‡§√“–Àå·≈–√Ÿâ®” (Recognition) ́ ÷Ëß

°Á‰¥â¡’°“√‡≈◊Õ°„™â‡∑§π‘§„π°“√√Ÿâ®”À≈“¬‡∑§π‘§ ®“°

√“¬ß“π°“√«‘®—¬ (Baltzakis and Papamarkos, 2001)

‰¥â‡ πÕ‡∑§π‘§„À¡à„π°“√¬◊π¬—π≈“¬‡ Á́π‚¥¬„™â  2 ™—Èπ

°“√®”·π° ‡∑§π‘§π’È‡ªìπ°“√¬◊π¬—π·≈–°“√√Ÿâ®”≈“¬

‡´Áπ·∫∫ÕÕø‰≈πå´÷Ëß º≈¢Õß°“√√Ÿâ®”Õ¬Ÿà∑’Ë  97% ®“°

√“¬ß“π¢Õß (Chaechale and Mertins, 2003) °“√√Ÿâ

®”≈“¬‡´Áπ‡ªÕ√å‡´’¬‚¥¬æ‘®“√≥“°“√°√–®“¬¢Õß‡ âπ

·≈–‚§√ß√à“ß¢Õß≈“¬‡ Á́π¢Õß≈“¬‡ Á́π‡ªìπ‡∑§π‘§„À¡à

‡æ◊ËÕ‡ πÕ§«“¡‰¥â‡ª√’¬∫¢Õß°“√√Ÿâ®”≈“¬‡´Áπ‡ªÕ√å‡ ’́¬

º≈¢Õß°“√√Ÿâ®”®–¡’§à“‡ªÕ√å‡ Á́πµå∑’Ë Ÿß°«à“‡¡◊ËÕ‡∑’¬∫°—∫

‡∑§π‘§«‘∏’‡¥‘¡∑’Ë„™â„π°“√·∫àß°≈ÿà¡ ‡™àπ °“√„™â√À— ≈Ÿ°‚ à́,

°“√„™â‚¡‡¡πµå §◊Õ 97.23% ®“°√“¬ß“π¢Õß (Serrano

and Varona, 2004) ‰¥âπ”‡ πÕ‚¡‡¥≈„π°“√»÷°…“

§«“¡ “¡“√∂¢Õßπ‘«√Õπ‡πÁµ‡«‘√å§„π°“√ª√–¡«≈º≈

¢âÕ¡Ÿ≈·≈–°“√√Ÿâ®”¢Õß≈“¬‡´Áπ

‡∑§π‘§∑’Ë „™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡·∫∫

‡√‡¥’¬≈‡∫ ‘́ øíß°å™—π (RBF) (Srinivas Gutta and Harry

Wechsler, 1997) ‡æ◊ËÕ„™â„π°“√§—¥·¬°§«“¡

§≈â“¬§≈÷ß®“°¿“æ≈—°…≥å∑’Ë·µ°µà“ß°—ππ—Èπ‰¥â· ¥ß„Àâ

‡ÀÁπ∂÷ß§«“¡ “¡“√∂∑’Ë∂Ÿ°π”‰ª„™â„π°“√·°âªí≠À“¥â“π

«‘»«°√√¡À≈“¬ß“π ‡™àπ °“√ª√–¡“≥§à“øíß°å™—π (Func-

tion Approximation) ·≈–°“√√Ÿâ®”√Ÿª·∫∫ (Pattern

Recognition) ´÷Ëß·µ°µà“ß®“°‡∑§π‘§Õ◊Ëπ ‚¥¬∑’Ë

‡√‡¥’¬≈‡∫ ‘́ øíß°å™—π¡’‚§√ß √â“ß∑’Ë‰¡à´—∫ ấÕπ ‡ªìπ

√–∫∫‚§√ß¢à“¬ª√– “∑‡∑’¬¡∑’Ë Õπ‰¥â‡√Á« (Fast Learn-

ing) (A.Jonathan Howell and Hilary Buxton, 1998)
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·≈–®“°√“¬ß“π¢Õß (Andrew D. Back, 2002 ·≈–

F.Girosi, and T.Poggio, 1990) ‰¥â∫Õ°®ÿ¥‡¥àπ¢Õß

‚§√ß¢à“¬‡√‡¥’¬≈‡∫ ‘́ øíß°å™—π ¥—ßπ’È

(1) Universal Approximation ∑”„Àâ°“√

ª√–¡“≥§à“∑”ß“π‰¥â¥’√“∫√◊Ëπ°—∫∑ÿ°§à“¢âÕ¡Ÿ≈‡¢â“·≈–

¢âÕ¡Ÿ≈ÕÕ°∑’Ë‡ªìπ‡™‘ß‡ âπ·≈–‰¡à‡ªìπ‡™‘ß‡ âπ

(2) Best Approximation ¡’§ÿ≥ ¡∫—µ‘¢Õß

°“√ª√–¡“≥§à“∑’Ë¥’∑’Ë ÿ¥ „π°“√°”Àπ¥°≈ÿà¡‚¡‡¥≈∑’Ë„Àâ

§à“ª√–¡“≥‰¥â„°≈â‡§’¬ß∑’Ë ÿ¥

(3) ‡√’¬π√Ÿâ‰¥â‡√Á« (Fast Learning Speed)

(4) ‚∑‚ª‚≈¬’°–∑—¥√—¥°«à“‚§√ß¢à“¬ª√– “∑

‡∑’¬¡Õ◊Ëπ Ê

(5) „™â¢âÕ¡Ÿ≈„π°“√‡√’¬π√ŸâπâÕ¬°Á “¡“√∂„Àâ

§”µÕ∫∑’Ë¥’‰¥â

(6) ÕÕ°·∫∫¡“‡æ◊ËÕ°“√ª√–¡“≥§à“øíß°å™—π

°“√§—¥·¬°¢âÕ¡Ÿ≈ ·≈– °“√®—¥°≈ÿà¡¢âÕ¡Ÿ≈ ·µà°“√

ÕÕ°·∫∫°“√‡√’¬π√Ÿâπ—Èπ ¢÷ÈπÕ¬Ÿà°—∫ªí≠À“ §ÿ≥ ¡∫—µ‘

‡©æ“–µ—«¢Õßøíß°å™—π

„πß“π«‘®—¬π’È®÷ß‰¥â∑”°“√æ—≤π“√–∫∫°“√√Ÿâ

®”≈“¬‡´Áπ·∫∫ÕÕπ‰≈πå·≈–¡’°“√‡≈◊Õ°„™â≈—°…≥–

 ”§—≠„À¡à‡æ◊ËÕ°“√®”·π°‚¥¬‡≈◊Õ°„™â°“√®”·π°¥â«¬

‡√‡¥’¬≈‡∫´‘ øíß°å™—π

«‘∏’°“√«‘®—¬

°“√√Ÿâ®”≈“¬‡´Áπ·∫àßÕÕ°‡ªìπ 2  à«π §◊Õ  à«π

¢Õß°“√Ωñ° Õπ√–∫∫·≈–°“√∑¥ Õ∫°“√√Ÿâ®” ¥—ß¿“æ∑’Ë 1

   ¿“æ∑’Ë 1 ‚§√ß √â“ß√–∫∫°“√√Ÿâ®”

1. ∞“π¢âÕ¡Ÿ≈≈“¬‡ Á́π

¢âÕ¡Ÿ≈≈“¬‡ Á́π∑’Ëπ”¡“»÷°…“„πß“π«‘®—¬π’È‡ªìπ

¢âÕ¡Ÿ≈≈“¬‡ Á́π∑’Ë®—¥‡°Á∫¢âÕ¡Ÿ≈·∫∫ÕÕπ‰≈πå∑’Ë‰¥â¡“®“°

http://www.cs.ust.hk/svc2004/ ÷́Ëß‡ªìπ∞“π¢âÕ¡Ÿ≈

≈“¬‡ Á́π∑’Ë„™â„π°“√«‘®—¬·¢àß¢—π (SVC2004, 2004) ‚¥¬

®—¥‡°Á∫≈“¬‡ Á́π®“°Õÿª°√≥å°“√√—∫¢âÕ¡Ÿ≈¥‘®‘µÕ≈

·∑Á∫‡∫≈µ (WACOM Intuos tablet) ‡ªìπ≈“¬‡´Áπ¢Õß

ºŸâ‡ Á́π∑—ÈßÀ¡¥ 40 §π ·µà≈–§π®–¡’≈“¬‡´Áπ®√‘ß 20 ≈“¬

‡´Áπ  ‡æ◊ËÕ„™â„π°“√∑¥ Õ∫°“√√Ÿâ®”ªØ‘‡ ∏º‘¥æ≈“¥ ·≈–

≈“¬‡´Áπª≈Õ¡ 20 ≈“¬‡´Áπ ‡æ◊ËÕ„™â„π°“√∑¥ Õ∫°“√√Ÿâ

®”¬Õ¡√—∫º‘¥æ≈“¥

2. ·øÑ¡¢âÕ¡Ÿ≈≈“¬‡ Á́π

¢âÕ¡Ÿ≈·µà≈–≈“¬‡´Áπ®–∂Ÿ°®—¥‡°Á∫„π√Ÿª¢Õß

‰ø≈å¢âÕ§«“¡ ‚§√ß √â“ß·µà≈–·øÑ¡¢âÕ¡Ÿ≈≈“¬‡´Áπ

ª√–°Õ∫‰ª¥â«¬  ¢âÕ¡Ÿ≈®”π«π®ÿ¥µ—«Õ¬à“ß∫π≈“¬‡´Áπ

(Number of Sampling Point) æ‘°—¥∫π·°π X (X-

Coordinate) æ‘°—¥∫π·°π Y (Y-Coordinate) ‡«≈“

„π°“√‡´Áπ„π·µà≈–®ÿ¥   (Time Stamp) °“√¬°°“√

≈“°ª“°°“ (Button Status) µ—«Õ¬à“ß≈“¬‡ Á́π· ¥ß

¥—ß¿“æ∑’Ë 2

¿“æ∑’Ë 2  µ—«Õ¬à“ß¿“æ≈“¬‡´Áπ

3. °“√¥÷ß≈—°…≥– ”§—≠

„πß“π«‘®—¬π’È‰¥â∑”°“√¥÷ß≈—°…≥– ”§—≠‡æ◊ËÕ

„™â„π°“√Ωñ° Õπ·≈–∑¥ Õ∫√–∫∫°“√√Ÿâ®”∑—ÈßÀ¡¥ 31

≈—°…≥– ”§—≠®“°·øÑ¡¢âÕ¡Ÿ≈≈“¬‡ Á́π ·≈–‰¥â‡≈◊Õ°

≈—°…≥– ”§—≠„À¡à∑’Ë¡’Õ”π“®°“√®”·π°„π°“√«‘®—¬°“√

√Ÿâ®”∑—ÈßÀ¡¥ 9 ≈—°…≥– ”§—≠®“°≈—°…≥– ”§—≠

∑—ÈßÀ¡¥¢â“ßµâπ ´÷Ëß·∫àß‡ªìπ 2  à«π¥â«¬°—π §◊Õ



58 «“√ “√«‘®—¬ ¡¢. (∫».) 6 : ©∫—∫æ‘‡»… 2549

(1) ®”π«πæ‘°—¥¢âÕ¡Ÿ≈À≈—ß°“√≈¥¡‘µ‘¥â«¬

PCA ∑’Ë¡’§à“πâÕ¬°«à“ 0 (PCAlessThan) ‡ªìπ°“√¥Ÿ

≈—°…≥–™ÿ¥¢âÕ¡Ÿ≈æ‘°—¥≈“¬‡´ÁπÀ≈—ß°“√≈¥¡‘µ‘ · ¥ß‰¥â

¥—ß¿“æ∑’Ë 3

¿“æ∑’Ë 3 ®”π«πæ‘°—¥∑’ËπâÕ¬°«à“»Ÿπ¬åÀ≈—ß°“√≈¥¡‘µ‘

(2) ®”π«πæ‘°—¥¢âÕ¡Ÿ≈À≈—ß°“√≈¥¡‘µ‘¥â«¬

PCA ∑’Ë¡’§à“¡“°°«à“ 0 (PCAmoreThan) ‡ªìπ°“√¥Ÿ

≈—°…≥–™ÿ¥¢âÕ¡Ÿ≈æ‘°—¥≈“¬‡´ÁπÀ≈—ß°“√≈¥¡‘µ‘ · ¥ß¥—ß

¿“æ∑’Ë 4

¿“æ∑’Ë 4 ®”π«πæ‘°—¥∑’Ë¡“°°«à“»Ÿπ¬åÀ≈—ß°“√≈¥¡‘µ‘

(3) Õ—µ√“ à«π√–À«à“ß à«π‡∫’Ë¬ß‡∫π¡“µ√∞“π

¢Õß¢âÕ¡Ÿ≈ PCA °—∫®”π«πµ—«Õ¬à“ß®ÿ¥¢Õß≈“¬‡ Á́π

(S.DRatio) ≈—°…≥– ”§—≠π’È‡ªìπ°“√¥Ÿ≈—°…≥–°“√

·®°·®ß¢Õß¢âÕ¡Ÿ≈≈“¬‡´ÁπÀ≈—ß°“√≈¥¡‘µ‘ §”π«≥‰¥â

®“° ¡°“√∑’Ë (6)

    (6)

3.1 ≈—°…≥– ”§—≠∑’Ë‰¡àµâÕß∑”°“√≈¥¡‘µ‘

¢âÕ¡Ÿ≈°àÕπ ‰¥â·°à

(1) §à“Õß»“¡ÿ¡¢Õß§«“¡™—π√–À«à“ß®ÿ¥‡√‘Ë¡

µâπ°—∫®ÿ¥ ÿ¥∑â“¬¢Õß°“√‡´Áπ≈“¬‡´Áπ (AngSlope : θ )
§”π«≥‰¥â®“° ¡°“√∑’Ë (1) ·≈– (2)

(2) §à“Õß»“¡ÿ¡√–À«à“ß®ÿ¥‡√‘Ë¡µâπ°—∫®ÿ¥

 ÿ¥∑â“¬¢Õß°“√‡´Áπ‚¥¬§‘¥∑’Ë®ÿ¥°”‡π‘¥‡¥’¬«°—π§◊Õ æ‘°—¥

(0,0) (AngVecprod : β) §”π«≥‰¥â®“° ¡°“√∑’Ë (3)

·≈– (4)

(3) Õ—µ√“ à«π√–À«à“ß√–¬–°√–®—¥ (Displace-

ment) „π·π«·°π Y °—∫·π«·°π X (Aspect) §”π«≥

‰¥â®“° ¡°“√∑’Ë (5)

3.2 ≈—°…≥– ”§—≠∑’Ë‰¥âÀ≈—ß®“°°“√≈¥¡‘µ‘

¢âÕ¡Ÿ≈

≈—°…≥– ”§—≠∑’Ë‰¥âÀ≈—ß®“°°“√≈¥¡‘µ‘¢âÕ¡Ÿ≈

§◊Õ µâÕß∑”°“√≈¥¡‘µ‘¢âÕ¡Ÿ≈¥â«¬ PCA ÷́Ëß‡ªìπ°“√©“¬

¢âÕ¡Ÿ≈®“°À≈“¬Ê ¡‘µ‘„Àâ‡À≈◊Õ¡‘µ‘‡¥’¬« ·≈â«π”¢âÕ¡Ÿ≈∑’Ë

‰¥â¡“∑”°“√¥÷ß≈—°…≥– ”§—≠Õ’°§√—Èß‡æ◊ËÕ„Àâ‰¥â¢âÕ¡Ÿ≈

≈—°…≥– ”§—≠∑’Ë¡’Õ”π“®°“√®”·π°∑’Ë√«¡¢âÕ¡Ÿ≈∑’Ë®”‡ªìπ

 —¡æ—π∏å°—π„π°“√‡ Á́π≈“¬‡ Á́π·µà≈–§√—Èß ‡™àπ ¢âÕ¡Ÿ≈

æ‘°—¥∫π·°π X ¢âÕ¡Ÿ≈æ‘°—¥∫π·°π Y ·≈–¢âÕ¡Ÿ≈‡«≈“

„π°“√‡´Áπ ‰¥â·°à
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‚¥¬∑’Ë τ §◊Õ ¢âÕ¡Ÿ≈À≈—ß°“√≈¥¡‘µ‘„π·µà≈–æ‘°—¥

           λ §◊Õ ®”π«π®ÿ¥µ—«Õ¬à“ß∫π≈“¬‡´Áπ

       (4) Õ—µ√“ à«π√–À«à“ß à«π‡∫’Ë¬ß‡∫π¡“µ√∞“π

¢Õß¢âÕ¡Ÿ≈ PCA ∑’ËπâÕ¬°«à“ 0 °—∫®”π«πµ—«Õ¬à“ß¢âÕ¡Ÿ≈

≈“¬‡´ÁππâÕ¬°«à“ 0 (S.D.lessRatio) ≈—°…≥– ”§—≠π’È

‡ªìπ°“√¥Ÿ≈—°…≥–°“√·®°·®ß¢Õß¢âÕ¡Ÿ≈≈“¬‡ Á́π∑’ËπâÕ¬

°«à“§à“Õâ“ßÕ‘ß À≈—ß°“√≈¥¡‘µ‘®“° ¡°“√∑’Ë (7)

                               (7)

‚¥¬∑’Ë     τ §◊Õ ®”π«π¢âÕ¡Ÿ≈À≈—ß≈¥¡‘µ‘∑’ËπâÕ¬°«à“»Ÿπ¬å

λ §◊Õ ®”π«π®ÿ¥µ—«Õ¬à“ß¢âÕ¡Ÿ≈∑’ËπâÕ¬°«à“»Ÿπ¬å

(5) Õ—µ√“ à«π√–À«à“ß à«π‡∫’Ë¬ß‡∫π¡“µ√∞“π

¢Õß¢âÕ¡Ÿ≈ PCA ∑’Ë¡“°°«à“ 0 °—∫®”π«πµ—«Õ¬à“ß®ÿ¥

¢âÕ¡Ÿ≈≈“¬‡´Áπ¡“°°«à“ 0 (S.D.moreRatio) ≈—°…≥–

 ”§—≠π’È‡ªìπ°“√¥Ÿ≈—°…≥–°“√·®°·®ß¢Õß¢âÕ¡Ÿ≈≈“¬

‡´Áπ∑’Ë¡“°°«à“§à“Õâ“ßÕ‘ß ®“° ¡°“√∑’Ë (8)

                             (8)

‚¥¬∑’Ë  δ §◊Õ ®”π«π¢âÕ¡Ÿ≈À≈—ß°“√≈¥¡‘µ‘∑’Ë¡“°°«à“»Ÿπ¬å

         ξ §◊Õ ®”π«π®ÿ¥µ—«Õ¬à“ß¢âÕ¡Ÿ≈∑’Ë¡“°°«à“»Ÿπ¬å

(6) Õ—µ√“ à«π√–À«à“ß§«“¡¬“«‡ âπ≈“¬‡´Áπ

°—∫®”π«π®ÿ¥µ—«Õ¬à“ß¢âÕ¡Ÿ≈∑’ËπâÕ¬°«à“»Ÿπ¬åÀ≈—ß°“√≈¥

¡‘µ‘¢âÕ¡Ÿ≈ (LengthRatio) ≈—°…≥– ”§—≠π’È‡ªìπ°“√

æ‘®“√≥“‚§√ß √â“ß§«“¡¬“«¢Õß≈“¬‡ Á́π‡¡◊ËÕ‡∑’¬∫°—∫

¢âÕ¡Ÿ≈À≈—ß°“√≈¥¡‘µ‘ ®“° ¡°“√∑’Ë (9)

                                (9)

‚¥¬∑’Ë   ε §◊Õ §«“¡¬“«¢Õß‡ âπ≈“¬‡´Áπ

          κ  §◊Õ ®”π«π®ÿ¥µ—«Õ¬à“ß¢âÕ¡Ÿ≈∑’ËπâÕ¬°«à“»Ÿπ¬å

4. °“√®—¥ √√¢âÕ¡Ÿ≈·≈–°“√®”·π°≈“¬‡´Áπ

4.1 °“√®—¥ √√¢âÕ¡Ÿ≈

°“√°”Àπ¥¢âÕ¡Ÿ≈∑’Ë®–„™â‡ªìπ Input „Àâ°—∫

‚§√ß¢à“¬ ®–µâÕß¡’¢âÕ¡Ÿ≈∑’Ëª√–°Õ∫¥â«¬ 2  à«π §◊Õ In-

put Vector ‡ªìπ¢âÕ¡Ÿ≈≈—°…≥– ”§—≠∑’Ë„™â„π¢—ÈπµÕπ

°“√‡√’¬π√Ÿâ·≈–¢—ÈπµÕπ°“√∑¥ Õ∫ à«π∑’Ë 2 §◊Õ Target

Vector ‡ªìπ¢âÕ¡Ÿ≈∑’Ë„™â√–∫ÿ«à“≈“¬‡´Áππ’ÈÕ¬Ÿà„π°≈ÿà¡„¥ ‡æ◊ËÕ

„Àâ‚§√ß¢à“¬‡√’¬π√Ÿâ«à“¢âÕ¡Ÿ≈≈—°…≥– ”§—≠·µà≈–≈“¬‡ Á́π

Õ¬Ÿà„π°≈ÿà¡≈“¬‡ Á́π„¥·≈–‡ªìπ°“√°”Àπ¥¢Õ∫‡¢µ„Àâ

°—∫‚§√ß¢à“¬„π°“√«‘‡§√“–Àå·≈–√Ÿâ®”≈“¬‡ Á́π«à“≈“¬‡´Áπ

π’ÈÕ¬Ÿà„π°≈ÿà¡„¥

(1) ®—¥¢âÕ¡Ÿ≈≈—°…≥– ”§—≠‡¢â“ Ÿà√–∫∫√Ÿâ®”

Input Vector ®–ª√–°Õ∫¥â«¬¢âÕ¡Ÿ≈≈—°…≥–

 ”§—≠¢Õß·µà≈–≈“¬‡´Áπ §◊Õ Feat1 ∂÷ß Feat9 √«¡°—π

‡ªìπ‡«°‡µÕ√å‡¥’¬«¥—ß¿“æ∑’Ë 5 ·≈– 6

¿“æ∑’Ë 5 ≈—°…≥– ”§—≠¢Õß·µà≈–≈“¬‡´Áπ„π√Ÿª‡«°‡µÕ√å

¿“æ∑’Ë 6 · ¥ß°“√°”Àπ¥ Input Vector „Àâ°—∫‚§√ß¢à“¬

(2) °“√®—¥¢âÕ¡Ÿ≈‡ªÑ“À¡“¬‡æ◊ËÕΩñ° Õπ√–∫∫

Target Vector ‡ªìπ°“√√–∫ÿ«à“¢âÕ¡Ÿ≈≈—°…≥–

 ”§—≠∑’Ë„™â„π°“√‡√’¬π√Ÿâπ—ÈπÕ¬Ÿà„π°≈ÿà¡„¥·≈–°”Àπ¥

¢Õ∫‡¢µ°“√§—¥·¬°°≈ÿà¡¢Õß¢âÕ¡Ÿ≈∑’Ë„™â∑¥ Õ∫ ª√–°Õ∫

¥â«¬¢âÕ¡Ÿ≈°≈ÿà¡¢Õß·µà≈–≈“¬‡´Áπ¡“√«¡°—π‡ªìπ Target

Vector ‡¥’¬« · ¥ß¥—ß¿“æ∑’Ë 7 ·≈– 8

Signature Vector = [Feat1 Feat2 Feat3

Feat4 Feat5 Feat6

Feat7 Feat8 Feat9]

Input Vector =[  ]
SignatureVec1
SignatureVec2
SignatureVec3
        ...
        ...
SignatureVecN
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¿“æ∑’Ë 7 · ¥ß°“√°”Àπ¥°≈ÿà¡„Àâ·µà≈–≈“¬‡ Á́π

¿“æ∑’Ë 8 · ¥ß°“√°”Àπ¥ Target Vector „Àâ°—∫‚§√ß¢à“¬

(3) °“√®—¥¢âÕ¡Ÿ≈‡æ◊ËÕ‡¢â“ Õπ√–∫∫

°“√°”Àπ¥≈”¥—∫¢Õß Signature Vector „π

Input Vector ·≈– Class Vector „π Target Vector ¢Õß

·µà≈–≈“¬‡´ÁπµâÕßµ√ß°—π °≈à“«§◊Õ Signature Vector

¢Õß≈“¬‡ Á́π∑’Ë 1 µâÕßµ√ß Target Vector ≈”¥—∫∑’Ë 1 Sig-

nature Vector ¢Õß≈“¬‡´Áπ∑’Ë 2 µâÕßµ√ß Target Vector

≈”¥—∫∑’Ë 2 Signature Vector ∑’Ë n µâÕßµ√ß°—∫ Target

Vector ≈”¥—∫∑’Ë n ¥—ß¿“æ∑’Ë 9

¿“æ∑’Ë 9 · ¥ßµ—«Õ¬à“ß Input Vector ·≈– Target Vector

®“°¿“æ∑’Ë 9 ¢âÕ¡Ÿ≈≈—°…≥– ”§—≠¢Õß Signa-

ture Vector1 ®—¥Õ¬Ÿà„π°≈ÿà¡ Class Vector1 Signature

Vector2 ®—¥Õ¬Ÿà„π°≈ÿà¡ Class Vector2 ·≈– Signature

VectorN ®—¥Õ¬Ÿà„π°≈ÿà¡ Class VectorN

4.2 °“√®”·π°≈“¬‡´Áπ

°“√®”·π°≈“¬‡´Áπ®–·∫àß°“√®”·π°ÕÕ°‡ªìπ

2 °“√®”·π° ‚¥¬∑—Èß Õß°“√®”·π°„™â‚§√ß¢à“¬ª√– “∑

‡∑’¬¡·∫∫‡√‡¥’¬≈‡∫´‘ øíß°å™—π„π°“√®”·π° ¡’°“√‡µ

√’¬¡‚§√ß¢à“¬°“√§—¥·¬°‡ªìπ¢—ÈπµÕπ ¥—ß¿“æ∑’Ë 10

  ¿“æ∑’Ë 10 ¢—ÈπµÕπ°“√∑”ß“π¢Õß‡√‡¥’¬≈‡∫´‘ øíß°å™—π

(1) ®”·π°≈“¬‡´Áπ¢ÕßºŸâ‡´Áπ

∑¥ Õ∫°“√«‘‡§√“–Àå·≈–√Ÿâ®”≈“¬‡ Á́π¥â«¬

‚§√ß¢à“¬‡√‡¥’¬≈‡∫´‘ øíß°å™—π‡æ◊ËÕ∑¥ Õ∫Õ”π“®°“√

®”·π°¢Õß≈—°…≥– ”§—≠«à“¡’Õ”π“®°“√®”·π°‰¥â§«“¡

·¡àπ¬” µ√ß°—∫ºŸâ‡ Á́π§π„¥À√◊Õ‰¡à · ¥ß¥—ß¿“æ∑’Ë 11

      ¿“æ∑’Ë 11 ‚¡‡¥≈®”·π°≈“¬‡´Áπ¢ÕßºŸâ‡ Á́π

(2) ®”·π°≈“¬‡´Áπ®√‘ßÀ√◊Õª≈Õ¡

∑¥ Õ∫°“√«‘‡§√“–Àå·≈–√Ÿâ®”≈“¬‡ Á́π¥â«¬

‚§√ß¢à“¬‡√‡¥’¬≈‡∫ ‘́ øíß°å™—π‡æ◊ËÕ∑¥ Õ∫Õ”π“® °“√

®”·π°¢Õß≈—°…≥– ”§—≠«à“¡’Õ”π“®°“√®”·π°‰¥â

§«“¡·¡àπ¬”µ√ß°—∫≈“¬‡´Áπ®√‘ß¢Õß§ππ—ÈπÊ À√◊Õ‰¡à

· ¥ß¥—ß¿“æ∑’Ë 12

   ClassVector = [ClassX]

Target Vector =[  ]
ClassVec1
ClassVec2
ClassVec3
        ...
        ...
ClassVecN

[ ]Input Vector =[ ]
SignatureVec1
SignatureVec2
SignatureVec3
        ...
        ...
SignatureVecN

Target Vector=

ClassVec1
ClassVec2
ClassVec3
        ...
        ...
ClassVecN

Input Target Input Layer

Euclidean Distance Weight Input Layer

Product Net Input Function

Radial Basis Function

Competitive Function

Output

Comptitive Layer

Output Layer

≈—°…≥– ”§—≠
1

40
NN ...
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¿“æ∑’Ë 12 ‚¡‡¥≈®”·π°≈“¬‡´Áπ®√‘ßÀ√◊Õª≈Õ¡

¿“æ∑’Ë 13 · ¥ß·ºπº—ß¢—ÈπµÕπ°“√∑”°“√∑¥≈Õß

5. °“√æ—≤π“√–∫∫°“√√Ÿâ®”

√–∫∫°“√√Ÿâ®”≈“¬‡ Á́π‰¥â®—¥∑”¢÷Èπ‡æ◊ËÕ„™â

∑¥ Õ∫≈—°…≥– ”§—≠„À¡à¢Õß≈“¬‡´Áπ ‚¥¬æ—≤π“®“°

MATLAB ´÷Ëß‡ªìπ‚ª√·°√¡«‘‡§√“–Àå∑“ß§≥‘µ»“ µ√å

·≈–°“√§”π«≥µà“ßÊ √«¡∑—Èß Neural Network

‚ª√·°√¡√–∫∫°“√√Ÿâ®”≈“¬‡´Áπ¡’À≈—°°“√

∑”ß“π §◊Õ °àÕπ°“√∑¥ Õ∫≈“¬‡ Á́π∑’Ë‡¢â“¡“µâÕß¡’°“√

Ωñ° Õπ√–∫∫°àÕπ°“√√Ÿâ®”‡æ◊ËÕ √â“ßª√– ∫°“√≥å„Àâ°—∫

√–∫∫‡æ◊ËÕ„™â„π°“√µ—¥ ‘π„® „π°“√Ωñ° Õπ√–∫∫π—Èπ

‡ªìπ°“√Ωñ° Õπ„Àâ°—∫‚§√ß¢à“¬ª√– “∑‡∑’¬¡·∫∫

‡√‡¥’¬≈‡∫ ‘́ øíß°å™—π ‚¥¬°“√ √â“ß≈—°…≥– ”§—≠„À¡à

(¢âÕ¡Ÿ≈µ—«Õ¬à“ß) ·≈–¢âÕ¡Ÿ≈º≈≈—æ∏å (§à“‡ªÑ“À¡“¬) ∑’Ë

®–„Àâ‚§√ß¢à“¬ª√– “∑‡∑’¬¡¢Õß√–∫∫°“√√Ÿâ®”‡√’¬π√Ÿâ

‡¡◊ËÕ‚§√ß¢à“¬ª√– “∑‡∑’¬¡‡√’¬π√Ÿâ ¢âÕ¡Ÿ≈

µ—«Õ¬à“ß‰¥â∂Ÿ°µâÕßÀ¡¥·≈â« §«“¡√Ÿâ∑’Ë‰¥â‚§√ß¢à“¬

ª√– “∑‡∑’¬¡®–‡°Á∫‰«â„π≈—°…≥–¢Õß§à“ª√– ∫°“√≥å

(Weight) ´÷Ëß®–‡ªìπ ‘Ëß∑’Ë∂Ÿ°π”‰ª„™âß“π®√‘ß‡æ◊ËÕ √â“ß

§”µÕ∫µàÕ¢âÕ¡Ÿ≈≈—°…≥– ”§—≠¢Õß≈“¬‡ Á́π„À¡à Ê ∑’Ë

‚§√ß¢à“¬‰¡à‡§¬‡ÀÁπ¡“°àÕπ ‡¡◊ËÕµâÕß°“√Ωñ° Õπ√–∫∫

°àÕπ∑¥ Õ∫°“√√Ÿâ®”°Á‡≈◊Õ°®”π«π≈“¬‡ Á́π∑’Ë®–„™âΩñ°

 Õ∫√–∫∫„Àâ™àÕß°≈àÕß√“¬°“√ Percentage for Train

‡æ◊ËÕ°“√‡√’¬π√Ÿâ‡¡◊ËÕ‡≈◊Õ°·≈â«°¥ªÿÉ¡ Train ®“°π—Èπ

√–∫∫®–Õà“π·øÑ¡¢âÕ¡Ÿ≈≈“¬‡ Á́π¡“∑”¢—Èπ°àÕπ°“√

ª√–¡«≈º≈·≈–¥÷ß≈—°…≥– ”§—≠„À¡à ·≈â«π”‰ª Õπ

„Àâ√–∫∫µ“¡®”π«π≈“¬‡´Áπ∑’Ë‡≈◊Õ°‰«â  ‡¡◊ËÕ√–∫∫∂Ÿ°

Ωñ° Õπ‡ √Á®°Á®–æ√âÕ¡∑¥ Õ∫°“√√Ÿâ®”‰¥â À≈—ß®“°π—Èπ

°Á∑”°“√∑¥ Õ∫≈“¬‡´Áπ∑’Ë√–∫∫‰¡à‡§¬‡ÀÁπ¡“°àÕπ‚¥¬

≈“¬‡ Á́π∑’Ë∑¥ Õ∫¡’∑—Èß≈“¬‡ Á́π®√‘ß·≈–≈“¬‡ Á́πª≈Õ¡

· ¥ß¥—ß¿“æ∑’Ë 14 ∑¥ Õ∫‚¥¬‡≈◊Õ°≈“¬‡ Á́π∑’ËµâÕß°“√

π”¡“∑¥ Õ∫·≈â«§≈‘°ªÿÉ¡ Input ‡æ◊ËÕ¥Ÿ√Ÿª≈—°…≥å≈“¬

‡´Áπ·≈â«§≈‘°ªÿÉ¡ Test ·øÑ¡¢âÕ¡Ÿ≈≈“¬‡ Á́ππ—Èπ®–∂Ÿ°π”

‰ª¢—Èπ°àÕπ°“√ª√–¡«≈º≈·≈â«¥÷ß≈—°…≥– ”§—≠„À¡à

‡æ◊ËÕπ”‰ª∑¥ Õ∫‚¥¬„™âª√– ∫°“√≥å¢Õß√–∫∫∑’Ë‰¥â

∑”°“√Ωñ° Õπ°àÕπ°“√∑¥ Õ∫ ‡¡◊ËÕ√–∫∫∑¥ Õ∫‡ √Á®

®–„Àâº≈≈—æ∏åÕÕ°¡“«à“‡ªìπ≈“¬‡ Á́π¢ÕßºŸâ„¥ ‚¥¬

∑”°“√· ¥ß≈“¬‡´ÁπÕâ“ßÕ‘ß¢Õßº≈≈—æ∏åπ—ÈπÊ ¥â«¬

≈—°…≥– ”§—≠
®√‘ß

ª≈Õ¡
NN

 √ÿª¢—ÈπµÕπ¢Õßß“π«‘®—¬π’È· ¥ß‰¥â¥—ß¿“æ∑’Ë 13

1. ·∫àß™ÿ¥¢âÕ¡Ÿ≈°“√‡√’¬π√Ÿâ ¢—ÈπµÕπ°“√‡µ√’¬¡

2. ÕÕ°·∫∫‚§√ß¢à“¬ RBF ¢—ÈπµÕπ°“√‡µ√’¬¡

3. ªÑÕπ¢âÕ¡Ÿ≈π”‡¢â“·≈–¢âÕ¡Ÿ≈ ¢—ÈπµÕπ°“√‡µ√’¬¡

4. RBF ‡√’¬π√Ÿâ¢âÕ¡Ÿ≈π”‡¢â“·≈–

‡ªÑ“À¡“¬

5. ªÑÕπ¢âÕ¡Ÿ≈∑¥ Õ∫

6. RBF §—¥·¬°¢âÕ¡Ÿ≈∑¥ Õ∫

7. ∫—π∑÷°º≈°“√∑¥≈Õß

8. «‘‡§√“–Àåº≈°“√∑¥≈Õß

 ‘Èπ ÿ¥°“√∑”ß“π

¢—ÈπµÕπ°“√‡µ√’¬¡

∫—π∑÷°º≈°“√∑¥≈Õß

«‘‡§√“–Àåº≈°“√∑¥≈Õß

 ‘Èπ ÿ¥°“√∑”ß“π
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¿“æ∑’Ë 14 °“√∑¥ Õ∫√–∫∫°“√√Ÿâ®”≈“¬‡´Áπ

6. °“√∑¥≈Õß·≈–º≈°“√∑¥≈Õß

6.1 ™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â∑¥≈Õß

„π°“√∑¥≈Õß„π§√—Èßπ’È‰¥âπ”¢âÕ¡Ÿ≈≈—°…≥–

 ”§—≠∑—Èß 9 ≈—°…≥– ”§—≠√«¡∑—ÈßÀ¡¥ 1,600 ™ÿ¥¢âÕ¡Ÿ≈

≈“¬‡´Áπ¡“∑¥≈Õß‚¥¬¢âÕ¡Ÿ≈®–∂Ÿ°·∫àßÕÕ°‡ªìπ 2  à«π

§◊Õ ¢âÕ¡Ÿ≈‡√’¬π√Ÿâ ‡æ◊ËÕ„™â„π¢—ÈπµÕπ°“√Ωñ° Õπ√–∫∫

(Training) ·≈–¢âÕ¡Ÿ≈∑¥ Õ∫ ‡æ◊ËÕ„™â„π¢—ÈπµÕπ°“√

∑¥ Õ∫√–∫∫ (Testing) ¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥≈Õß ¡’ 4

™ÿ¥ ́ ÷Ëß·µà≈–™ÿ¥°“√∑¥≈Õßπ—Èπ®–®—¥ √√‡ªìπ¢âÕ¡Ÿ≈‡√’¬π√Ÿâ

·≈–¢âÕ¡Ÿ≈∑¥ Õ∫„πÕ—µ√“ à«π∑’Ë·µ°µà“ß°—π¥—ßµ“√“ß

∑’Ë 1

µ“√“ß∑’Ë 1 ®”π«¬¢âÕ¡Ÿ≈„π°“√‡√’¬π√Ÿâ·≈–∑¥ Õ∫√–∫∫

¢âÕ¡Ÿ≈ ®”π«π ®”π«π¢âÕ¡Ÿ≈ ®”π«π¢âÕ¡Ÿ≈

™ÿ¥∑’Ë ¢âÕ¡Ÿ≈ ®√‘ß„™â ª≈Õ¡„™â

‡√’¬π√Ÿâ ∑¥ Õ∫ ∑¥ Õ∫

1 720 80 80

2 640 160 160

3 520 280 280

4 480 320 320

6.2 «‘∏’°“√«—¥º≈

        °“√«—¥º≈°“√∑¥≈Õß §«“¡·¡àπ¬”„π°“√

«‘‡§√“–Àå·≈–√Ÿâ®”≈“¬‡ Á́π º≈°“√√Ÿâ®”¬Õ¡√—∫º‘¥æ≈“¥

(False Accept Rate: FAR) º≈°“√√Ÿâ®”ªØ‘‡ ∏º‘¥æ≈“¥

(False Reject Rate: FRR) (Julio Martinez,2002) ®–

„™â§à“‡©≈’Ë¬¢Õß·µà≈–™ÿ¥¢âÕ¡Ÿ≈¡“∫—π∑÷° ÷́Ëß·µà≈–™ÿ¥

¢âÕ¡Ÿ≈„π·µà≈–°√≥’®–∑”°“√∑¥≈Õß®”π«π 6 §√—Èß ®“°

 ¡°“√∑’Ë 10 ·≈– 11

‡ªÕ√å‡ Á́πµå§«“¡·¡àπ¬” = E(output) 
X 100

(10)

     N

   ‡¡◊ËÕ     E (output)  §◊Õ §«“¡·¡àπ¬”‡©≈’Ë¬

 N      §◊Õ ®”π«π¢âÕ¡Ÿ≈∑’Ë„™â∑¥ Õ∫

§«“¡·¡àπ¬”‡©≈’Ë¬ = (11)

 à«π‡«≈“∑’Ë„™â„π°“√‡√’¬π√Ÿâ·≈–∑¥ Õ∫√–∫∫

π—Èπ‰¡à¡’º≈µàÕß“π«‘®—¬∑’Ë„™â¢âÕ¡Ÿ≈≈“¬‡´Áπ∑’Ë‰¡à‡°‘π 1,600

≈“¬‡´Áπ ·µà∂â“√–∫∫¡’°“√‡√’¬π√Ÿâ·≈–∑¥ Õ∫∑’Ë®”π«π

≈“¬‡ Á́π∑’Ë¡“°°«à“Õ“®¡’º≈µàÕ‡«≈“∑’Ë„™â

ª√–‡¡‘πº≈°“√«‘®—¬

º≈°“√∑¥≈Õß§«“¡·¡àπ¬”„π°“√«‘‡§√“–Àå

·≈–√Ÿâ®”≈“¬‡´Áπ º≈°“√√Ÿâ®”¬Õ¡√—∫º‘¥æ≈“¥ (False

Accept Rate: FAR) º≈°“√√Ÿâ®”ªØ‘‡ ∏º‘¥æ≈“¥ (False

Reject Rate: FRR) ®–„™â§à“‡©≈’Ë¬¢Õß·µà≈–™ÿ¥¢âÕ¡Ÿ≈

¡“∫—π∑÷°´÷Ëß·µà≈–™ÿ¥¢âÕ¡Ÿ≈ ‚¥¬·∫àß°“√º≈°“√∑¥≈Õß

· ¥ß¥—ßµ“√“ß∑’Ë 2-5

µ“√“ß∑’Ë 2 º≈°“√∑¥≈Õß‡√’¬π√Ÿâ 90% ∑¥ Õ∫ 10%

®”π«π ®”·π°‰¥â FRR FAR

≈“¬‡´Áπ

®”π«π 160 156 0 4

≈“¬‡´Áπ

‡ªÕ√å‡´Áπµå 100 97.50 0 2.50
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µ“√“ß∑’Ë 3 º≈°“√∑¥≈Õß‡√’¬π√Ÿâ 80% ∑¥ Õ∫ 20%

®”π«π ®”·π°‰¥â FRR FAR

≈“¬‡´Áπ

®”π«π 320 293 5 22

≈“¬‡ Á́π

‡ªÕ√å‡´Áπµå 100 91.56 1.56 6.88

µ“√“ß∑’Ë 4 º≈°“√∑¥≈Õß‡√’¬π√Ÿâ 70% ∑¥ Õ∫ 30%

®”π«π ®”·π°‰¥â FRR FAR

≈“¬‡´Áπ

®”π«π 480 420 26 34

≈“¬‡ Á́π

‡ªÕ√å‡´Áπµå 100 87.50 5.42 7.08

µ“√“ß∑’Ë 5 º≈°“√∑¥≈Õß‡√’¬π√Ÿâ 60% ∑¥ Õ∫ 40%

®”π«π ®”·π°‰¥â FRR FAR

≈“¬‡´Áπ

®”π«π 640 539 51 50

≈“¬‡ Á́π

‡ªÕ√å‡´Áπµå 100 84.22 7.97 7.81

®“°µ“√“ß∑’Ë 2-5 §à“‡ªÕ√å‡´Áπµå°“√®”·π°

‰¥â‡°‘¥®“°≈“¬‡´Áπ∑’Ë®”·π°∂Ÿ°µâÕß∑—ÈßÀ¡¥∑’Ë„™â„π°“√

∑¥ Õ∫∑—Èß≈“¬‡´Áπ®√‘ß·≈–ª≈Õ¡ ‚¥¬πÈ”Àπ—°°“√‡√’¬π

√ŸâÕ¬Ÿà∑’Ë≈“¬‡´Áπ®√‘ß  à«π≈“¬‡´Áπª≈Õ¡∑¥ Õ∫‚¥¬‰¡à‰¥â

¡’°“√Ωñ° Õπ„Àâ√–∫∫ (√–∫∫‰¡à‡§¬‡ÀÁπ¡“°àÕπ) ¥—ß

π—Èπ§à“ FRR ®÷ß¡’§«“¡‚πâ¡‡Õ’¬ßÀ√◊Õ¢÷Èπ°—∫®”π«π°“√

‡√’¬π√Ÿâ¢Õß≈“¬‡ Á́π®√‘ß ´÷Ëß¡’º≈∑”„Àâ§à“‡ªÕ√å‡´Áπµå°“√

®”·π°‰¥â¡’‡ªÕ√å‡´Áπµå∑’Ë Ÿß¢÷Èπµ“¡≈”¥—∫

‚¥¬ “¡“√∂‡ª√’¬∫‡∑’¬∫§«“¡º‘¥æ≈“¥°“√√Ÿâ

®”∑—Èß 4 ™ÿ¥¢âÕ¡Ÿ≈°“√∑¥≈Õß · ¥ß¥—ß¿“æ∑’Ë 15

¿“æ∑’Ë 15 °√“ø· ¥ß°“√√Ÿâ®”º‘¥æ≈“¥„π·µà≈–™ÿ¥

¢âÕ¡Ÿ≈

·≈– “¡“√∂‡ª√’¬∫‡∑’¬∫§«“¡·¡àπ¬”°“√√Ÿâ

®”∑—Èß 4 ™ÿ¥¢âÕ¡Ÿ≈°“√∑¥≈Õß · ¥ß¥—ß¿“æ∑’Ë 16

¿“æ∑’Ë 16 °√“ø· ¥ß°“√√Ÿâ®”‰¥â„π·µà≈–™ÿ¥¢âÕ¡Ÿ≈

°“√Õ¿‘ª√“¬·≈– √ÿªº≈°“√«‘®—¬

°“√≈¥¡‘µ‘¢âÕ¡Ÿ≈®–‡ªìπ°“√·°âªí≠À“¢Õß°“√

¡’¡‘µ‘¢âÕ¡Ÿ≈∑’Ë Ÿß ‡æ◊ËÕ≈¥‡«≈“„π°“√ª√–¡«≈º≈¢âÕ¡Ÿ≈

‡π◊ËÕß®“°‡«≈“„π°“√ª√–¡«≈º≈π—Èπ®–‡æ‘Ë¡¢÷Èπµ“¡

®”π«π¡‘µ‘¢âÕ¡Ÿ≈ ·°âªí≠À“§«“¡‰¡à‡À¡“– ¡‡°‘π§«“¡

®”‡ªìπ¢Õß¢âÕ¡Ÿ≈ (ª√—∫„Àâ¢âÕ¡Ÿ≈‡À¡“– ¡°—∫ß“π) ‡æ◊ËÕ

„Àâ‰¥â®”π«π¢âÕ¡Ÿ≈µ—«Õ¬à“ß∑’ËæÕ¥’°—∫§«“¡µâÕß°“√ ‚¥¬

¢âÕ¡Ÿ≈∑’Ëπ”¡“„™â„π°“√∑¥≈Õß¢Õßß“π«‘®—¬π’È §◊Õ ¢âÕ

≈“¬‡´Áπ·∫∫ÕÕπ‰≈πå ®”π«πºŸâ‡ Á́π 40 §π §π≈– 40

≈“¬‡´Áπ √«¡∑—Èß ‘Èπ 1,600 ≈“¬‡´Áπ „π°“√∑¥≈Õß®–

∑”°“√∑¥ Õ∫ª√– ‘∑∏‘¿“æ¢Õß√–∫∫°“√√Ÿâ®”¥â«¬

¢âÕ¡Ÿ≈∑’Ë¡’°“√®—¥ √√Õ—µ√“¢âÕ¡Ÿ≈‡√’¬π√Ÿâ·≈–¢âÕ¡Ÿ≈∑¥

 Õ∫‡ªìπ‡ªÕ√å‡´Áπ∑’Ë·µ°µà“ß°—πÕÕ°‰ª ¥—ßπ’È 60:40,

70:30,80:20, 90:10
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°“√«‘®—¬‡ªìπ°“√‡æ‘Ë¡ª√– ‘∑∏‘¿“æ¢Õß√–∫∫

°“√√Ÿâ®”≈“¬‡´Áπ ®“°°“√π”≈—°…≥– ”§—≠„À¡à°àÕπ·≈–

À≈—ß°“√≈¥¡‘µ‘¢âÕ¡Ÿ≈∑—Èß 9 ≈—°…≥– ”§—≠ ¡“„™â‡ªìπ

¢âÕ¡Ÿ≈„π°“√®”·π°≈“¬‡ Á́π ‡æ◊ËÕΩñ° Õπ·≈–∑¥ Õ∫

√–∫∫°“√√Ÿâ®”≈“¬‡ Á́π∑’Ë„™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡·∫∫

‡√‡¥’¬≈‡∫ ‘́ øíß°å™—π„π°“√®”·π°≈“¬‡ Á́π ®“°°“√

∑¥ Õ∫√–∫∫À≈—ßΩñ° Õπ√–∫∫∑’Ë 90% ¢Õß®”π«π

¢âÕ¡Ÿ≈≈“¬‡´Áπ·µà≈–≈“¬‡´Áπ æ∫«à“¡’ª√– ‘∑∏‘¿“æ°“√√Ÿâ

®”¥’∑’Ë ÿ¥ §◊Õ 98.75% ´÷Ëß‰¥â®“°°“√≈∫§à“‡©≈’Ë¬¢Õß

§«“¡º‘¥æ≈“¥∑—Èß Õß §◊Õ º≈°“√√Ÿâ®”ªØ‘‡ ∏º‘¥æ≈“¥

·≈–º≈°“√√Ÿâ®”¬Õ¡√—∫º‘¥æ≈“¥ ¥—ß· ¥ß„πµ“√“ß∑’Ë 2

‰¥â§à“§«“¡º‘¥æ≈“¥‡©≈’Ë¬Õ¬Ÿà∑’Ë 1.25% ª√– ‘∑∏‘¿“æ

°“√®”·π°·≈–√Ÿâ®”¢Õß‚§√ß¢à“¬·∫∫‡√‡¥’¬≈‡∫´‘ 

øíß°å™—π¢÷ÈπÕ¬Ÿà°—∫®”π«π¢âÕ¡Ÿ≈„π°“√Ωñ° Õπ√–∫∫„Àâ¡’

ª√– ∫°“√≥å„π°“√µ—¥ ‘π„® ‚¥¬ß“π«‘®—¬π’È≈—°…≥–

 ”§—≠„À¡à∑’Ë‰¥â∂◊Õ«à“¡’Õ”π“®°“√®”·π° Ÿß‡π◊ËÕß®“°

 Õπ√–∫∫∑’Ë 90% ¢Õß·µà≈–≈“¬‡ Á́π §◊Õ ‡æ’¬ß 18 ≈“¬

‡´Áπ‡∑à“π—Èπ ´÷Ëßª√– ‘∑∏‘¿“æ®– Ÿß¢÷Èπ‡¡◊ËÕ¡’¢âÕ¡Ÿ≈ Õπ

„Àâ√–∫∫‡æ‘Ë¡¡“°¢÷Èπ

¢âÕ‡ πÕ·π–

°“√«‘®—¬π’È‰¥â‡ πÕ√–∫∫°“√√Ÿâ®”≈“¬‡´Áπ‚¥¬

„™â≈—°…≥– ”§—≠„À¡à∑’Ë‰¡à´—∫´âÕπ‡ªìπ¢âÕ¡Ÿ≈„π°“√

®”·π°∑’Ë¡’Õ”π“®°“√®”·π°‡æ◊ËÕ∑”°“√√Ÿâ®” ·µà

ª√– ‘∑∏‘¿“æ°“√√Ÿâ®”¬—ß‰¡à¥’∑’Ë ÿ¥ §«√À“≈—°…≥– ”§—≠

Õ◊Ëπ∑’Ë¡’§«“¡´—∫´âÕπ‡æ‘Ë¡¢÷ÈπÀ√◊Õ √â“ß·∫∫®”≈Õß∑’Ë¡’

ª√– ‘∑∏‘¿“æ°“√√Ÿâ®”·≈–®”·π° Ÿß¢÷Èπ ´÷ËßºŸâ«‘®—¬§“¥«à“

®–∑¥≈Õß√Ÿâ®”ª√–¬ÿ°µå≈—°…≥– ”§—≠„À¡àπ’È¥â«¬‡∑§π‘§

°“√√Ÿâ®”·∫∫Õ◊Ëπ ‡™àπ Dynamic Time Warping  (DTW)
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