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Finding the Number of Hidden Units in Neural Network Yield

Prediction of Hard Disk Drive Process
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ABSTRACT

This paper presents a finding number of hidden units in neural network prediction for hard disk
drive process. This architecture of neural networks has 8 inputs and 1 output. These inputs are the yield and
number of drive in each work stations and output are the cumulative yield. In experimentation presents the
error of 5, 10, 15 and 20 hidden units and finding the number of hidden units that take minimize error of
the network. This paper also uses the Noise Injection approach in conjunction and noise constant at 10%
and trained by backpropagation algorithm. The experiment shows the number of hidden unit is 15

and learning cycles is 50,000 cycles that such approaches the minimization of error.
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