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∫∑§—¥¬àÕ

∫∑§«“¡π’È‰¥âπ”‡ πÕ«‘∏’°“√À“®”π«π¬Ÿπ‘µ´àÕπ∑’Ë‡À¡“– ¡¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡∑’Ë„™â„π°“√

æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ¢Õß°√–∫«π°“√º≈‘µ™‘Èπ à«πŒ“√å¥¥‘ °å‰¥√åø  ‚§√ß¢à“¬ª√– “∑‡∑’¬¡π’È¡’¢âÕ¡Ÿ≈

ªÑÕπ‡¢â“ 8 µ—« ·≈–¡’º≈≈—æ∏å 1 µ—« §◊Õ §à“º≈‘µ¿“æ°“√º≈‘µ¢Õß°√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø  ·≈–

∑¥≈ÕßÀ“®”π«π¬Ÿπ‘µ´àÕπ∑’Ë·µ°µà“ß°—πµ—Èß·µà 5, 10, 15 ·≈– 20 µ“¡≈”¥—∫ ‡æ◊ËÕ„Àâ‰¥â§à“§«“¡º‘¥æ≈“¥

„π°“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ¢Õß°√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø„ÀâπâÕ¬∑’Ë ÿ¥ „π°“√∑¥≈Õß§√—Èßπ’È

ºŸâ®—¥∑”‰¥â‡æ‘Ë¡ Noise ≈ß„π¢âÕ¡Ÿ≈·≈–°”Àπ¥„Àâ 10% ‡æ◊ËÕÀ“‚§√ß √â“ß·≈–§à“§«“¡º‘¥æ≈“¥∑’ËµË”∑’Ë ÿ¥

‡æ◊ËÕ„™â„π°“√æ¬“°√≥å§à“º≈‘µ¿“æ°“√º≈‘µ¢Õß°√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø  °“√‡√’¬π√Ÿâ¢Õß‚§√ß¢à“¬

ª√– “∑‡∑’¬¡„™â«‘∏’ Backpropagation algorithm ‡æ◊ËÕ∑”°“√ª√—∫‡ª≈’Ë¬π§à“πÈ”Àπ—°¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡

º≈°“√∑¥≈Õß· ¥ß„Àâ‡ÀÁπ«à“‡¡◊ËÕ„™â«‘∏’¥—ß°≈à“«√à«¡°—∫®”π«π¬Ÿπ‘µ´àÕπ‡∑à“°—∫ 15 Àπà«¬  ·≈–®”π«π√Õ∫

„π°“√‡√’¬π√Ÿâ 50,000 √Õ∫  ∑”„Àâ§«“¡ “¡“√∂„π°“√æ¬“°√≥å¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡‡À¡“– ¡∑’Ë ÿ¥

ABSTRACT

This paper presents a finding number of hidden units in neural network prediction for hard disk

drive process. This architecture of neural networks has 8 inputs and 1 output. These inputs are the yield and

number of drive in each work stations and output are the cumulative yield. In experimentation presents the

error of 5, 10, 15 and 20 hidden units and finding the number of hidden units that take minimize error of

the network. This paper also uses the Noise Injection approach in conjunction and noise constant at 10%

and trained by backpropagation algorithm. The experiment shows the number of hidden unit is 15

and learning cycles is 50,000 cycles that such approaches the minimization of error.

§” ”§—≠ :  ‚§√ß¢à“¬ª√– “∑‡∑’¬¡ °“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ ¬Ÿπ‘µ à́Õπ
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∫∑π”

ªí®®ÿ∫—πÕÿµ “À°√√¡Œ“√å¥¥‘ °å ‰¥√åø

(Hard Disk Drive) „πª√–‡∑»‰∑¬º≈‘µŒ“√å¥¥‘ °å

‰¥√åøªÑÕπµ≈“¥∑—Èß„πª√–‡∑»·≈–µà“ßª√–‡∑»

´÷Ëß∞“π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø„πª√–‡∑»‰∑¬

‡ªìπ∞“π°“√º≈‘µ∑’Ë àßÕÕ°‡ªìπÕ—π¥—∫Àπ÷Ëß¢Õß‚≈°

·≈–¡’ à«π·∫àßµ≈“¥∂÷ß 42 % Õ’°∑—Èß∫√‘…—∑„À≠à∑—Èß

4 ∫√‘…—∑ ¬—ß∑”„Àâ‡°‘¥¡Ÿ≈§à“‡æ‘Ë¡‡»√…∞°‘®¢Õß

ª√–‡∑»‰∑¬∂÷ß  180,000 ≈â“π∫“∑ æ√âÕ¡°—∫∑”„Àâ

‡°‘¥°“√®â“ßß“π°«à“ 100,000 §π  (Hard Disk Drive

Institute Thailand, 2549) ·≈–∑”√“¬‰¥â‡¢â“ Ÿà

ª√–‡∑»‡ªìπ®”π«π¡“°µàÕªï ·µà«à“„π°√–∫«π°“√

º≈‘µŒ“√å¥¥‘ °å‰¥√åø¬—ß¡’§«“¡‰¡à·πàπÕπ Ÿß ∑”„Àâ

µâπ∑ÿπ°“√º≈‘µ Ÿß¢÷Èπ §«“¡ “¡“√∂„π°“√µÕ∫ πÕß

≈Ÿ°§â“≈¥≈ß ªí®®—¬Àπ÷Ëß∑’Ë∑”„Àâº≈‘µ¿“æ°“√º≈‘µ

(Yield) ‰¡à·πàπÕπÕ“®¡“®“°§ÿ≥¿“æ¢Õß«—µ∂ÿ¥‘∫

∑’Ë¡“®“°ºŸâº≈‘µ«—µ∂ÿ¥‘∫∑’Ë·µ°µà“ß°—π À√◊Õ§«“¡‰¡à

‡À¡“– ¡„π°“√„™âß“π‡§√◊ËÕß®—°√„π°√–∫«π°“√

º≈‘µ  ®“°‡Àµÿº≈¥—ß°≈à“«®÷ß‰¥âπ”‡Õ“°“√æ¬“°√≥å

º≈‘µ¿“æ°“√º≈‘µ¡“ª√–¬ÿ°µå„™â  ‡æ◊ËÕ„Àâ “¡“√∂

«“ß·ºπ°“√º≈‘µ·≈–∑”°“√µÕ∫ πÕß≈Ÿ°§â“‰¥â¥’¢÷Èπ

·≈â«¬—ß  “¡“√∂≈¥ß“π§ß§â“ß„π√–∫∫ (Work In

Process) ·≈–≈¥µâπ∑ÿπ„π°“√º≈‘µ„ÀâµË”≈ß

∫∑§«“¡π’È ‰¥âπ”‡ πÕ°“√„™â ‚§√ß¢à “¬

ª√– “∑‡∑’¬¡„π°“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ

·≈–°“√À“®”π«π¬Ÿπ‘µ´àÕπ (Hidden Units) ∑’Ë

‡À¡“– ¡ „π∑’Ëπ’È‚§√ß¢à“¬ª√– “∑‡∑’¬¡®–∑”Àπâ“∑’Ë

‡À¡◊Õπ·∫∫®”≈Õß°√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø

∑’Ë¡’¢âÕ¡Ÿ≈ªÑÕπ‡¢â“‡ªìπ¢âÕ¡Ÿ≈‡°’Ë¬«°—∫ ∂“π¿“æ°“√

º≈‘µ„πªí®®ÿ∫—π ‡æ◊ËÕπ”‰ª„™â„π°“√æ¬“°√≥å§à“º≈‘µ

¿“æ°“√º≈‘µ¢Õß°√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø

·≈–™à«¬„Àâ “¡“√∂«“ß·ºπ°“√º≈‘µµ≈Õ¥®π°“√

‡µ√’¬¡§«“¡æ√âÕ¡„π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø„Àâ

‡æ’¬ßæÕµàÕ§«“¡µâÕß°“√¢Õß≈Ÿ°§â“·≈–∑—πµ“¡‡«≈“

∑’ËµâÕß®—¥ àß ‘π§â“ ∂â“À“°‚§√ß¢à“¬ª√– “∑‡∑’¬¡

 “¡“√∂‡√’¬π√Ÿâ°√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø‰¥â

Õ¬à“ß ¡∫Ÿ√≥å °“√æ¬“°√≥å¢Õß‚§√ß¢à“¬ª√– “∑

‡∑’¬¡∑’Ë √â“ß¢÷Èπ°Á®–¡’§à“§«“¡º‘¥æ≈“¥πâÕ¬·≈–¡’

§«“¡√«¥‡√Á«„π°“√ª√–¡«≈º≈ ∑”„Àâ –¥«°µàÕ°“√

„™âß“π ÷́Ëß®–∑”„ÀâÕÿµ “À°√√¡°“√º≈‘µŒ“√å¥¥‘ °å

‰¥√åøπ’È “¡“√∂µÕ∫ πÕßµàÕ§«“¡µâÕß°“√¢Õß

≈Ÿ°§â“‰¥âÕ¬à“ß¡’ª√– ‘∑∏‘¿“æ

°√–∫«π°“√º≈‘µ¢Õßº≈‘µ¿—≥±åŒ“√å¥¥‘ °å

‰¥√åø∑’Ë∑”°“√»÷°…“ ¡’ ∂“π’ß“π 4  ∂“π’ß“π

¥—ß· ¥ß„π√Ÿª∑’Ë 1  „π√Ÿªπ’Èª√–°Õ∫¥â«¬ 1)  ∂“π’

ULD §◊Õ  ∂“π’ß“π∑’Ë∑”°“√ª√–°Õ∫™‘Èπ à«πŒ“√å¥

¥‘ °å‰¥√åø 2)  ∂“π’ Pretest 3)  ∂“π’ Functional Test

·≈– 4)  ∂“π’ Final Test 3  ∂“π’ß“πÀ≈—ß‡ªìπ ∂“π’

∑’Ë∑”°“√∑¥ Õ∫§ÿ≥¿“æ·≈–‡µ√’¬¡§«“¡æ√âÕ¡„π

°“√∑”ß“π¢ÕßŒ“√å¥¥‘ °å‰¥√åø „π·µà≈–¢—ÈπµÕπ

°“√º≈‘µπ—Èπ  À“°™‘Èπ à«π„¥‰¡àºà“π°“√∑¥ Õ∫∑’Ë

 ∂“π’„¥ ∂“π’Àπ÷Ëß  ™‘Èπ à«ππ—Èπ®–∂Ÿ°π”¡“‡¢â“

°√–∫«π°“√º≈‘µ„π ∂“π’ß“π¥—ß°≈à“«Õ’°§√—Èß·≈–

∂â“À“°∑¥ Õ∫Õ’°§√—Èß·≈â«¬—ß‰¡àºà“π Œ“√å¥¥‘ °å™‘Èπ

π—Èπ®–∂Ÿ° àß‰ª·¬°™‘Èπ à«π‡æ◊ËÕ‡¢â“°√–∫«π°“√º≈‘µ

„À¡à ∑’Ë ∂“π’ ULD Õ’°§√—Èß  à«π„π ∂“π’ß“π¢Õß

ULD ‡ÕßÀ“°¡’Œ“√å¥¥‘ °å‰¥√åø™‘Èπ‰Àπ∑’Ë‰¡àºà“π°“√

µ√«® Õ∫¿“¬„π ∂“π’™‘Èπ à«ππ—Èπ°Á®–∂Ÿ°π”¡“

µ√«® Õ∫À“¢âÕº‘¥æ≈“¥„π‡∫◊ÈÕßµâπ°àÕππ”‡¢â“

°√–∫«π°“√º≈‘µÕ’°§√—Èß ·µàÀ“°‰¡à “¡“√∂·°â‰¢‰¥â

„π‡∫◊ÈÕßµâπ°Á®–∂Ÿ°π”¡“·¬°™‘Èπ à«π√«¡°—∫Œ“√å¥

¥‘ °å‰¥√åø∑’Ë‰¡àºà“π°“√∑¥ Õ∫„π 3  ∂“π’ß“πÀ≈—ß

·≈– à ß ‡¢â “°√–∫«π°“√º≈‘µ„À¡àµ—È ß·µàµâπÕ’°

§√—ÈßÀπ÷Ëß

®“°§«“¡´—∫´âÕπ¥—ß°≈à“«®÷ß‡ªìπ°“√¬“°

∑’Ë®–æ¬“°√≥å§à“º≈‘µ¿“æ°“√º≈‘µ„Àâ¡’§«“¡·¡àπ¬”

∫∑§«“¡π’È®÷ßπ”‡ πÕ°“√„™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡

„π°“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ  ‚¥¬º≈‘µ¿“æ

°“√º≈‘µπ‘¬“¡®“°Õ—µ√“ à«π√–À«à“ß®”π«πŒ“√å¥

¥‘ °å‰¥√åø∑’Ëº≈‘µ‰¥â·≈–®”π«πŒ“√å¥¥‘ °å‰¥√åø

∑’Ëºà“π°“√µ√«® Õ∫§ÿ≥¿“æ·≈â«
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√Ÿª∑’Ë 1  °√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø

‚§√ß¢à“¬ª√– “∑‡∑’¬¡ (Artificial Neural

Networks) æ—≤π“¢÷Èπ¡“µ—Èß·µà æ.». 2483 ·≈–‰¥â

√—∫°“√æ—≤π“Õ¬à“ßµàÕ‡π◊ËÕß®π∂÷ßªí®®ÿ∫—π ‚§√ß¢à“¬

ª√– “∑‡∑’¬¡‡ªìπ«‘∑¬“°“√∑’Ëæ¬“¬“¡‡≈’¬π·∫∫

°“√∑”ß“π¢Õß√–∫∫ª√– “∑À√◊Õ ¡Õß¢Õß¡πÿ…¬å

‚¥¬Õ“»—¬ ‚§√ß √â “ ß∑’Ë ª√–°Õ∫‰ª¥â «¬Àπà «¬

ª√–¡«≈º≈ (Processing Elements : PE) ßà“¬Ê À√◊Õ

Neurons ®”π«π¡“° ·≈–°“√‡™◊ËÕ¡µàÕ√–À«à“ß

Neurons ‡À≈à“π—Èπ ∑”„Àâ°“√∑”ß“π¢Õß‚§√ß¢à“¬

ª√– “∑‡∑’¬¡‡ªìπ‰ª„π√Ÿª·∫∫¢Õß°“√ª√–¡«≈º≈

æ√âÕ¡°—π®”π«π¡“° ®ÿ¥‡¥àπ¢Õß‚§√ß¢à“¬ª√– “∑

‡∑’¬¡ §◊Õ §«“¡ “¡“√∂„π°“√‡√’¬π√Ÿâ (Learning

Ability) ®“°°“√ Õπ¥â«¬µ—«Õ¬à“ß (Training

Samples) ·≈– “¡“√∂∑”ß“π‰¥âÀ≈—ß®“°°“√‡√’¬π√Ÿâ·≈â«

‚¥¬µ—«Õ¬à“ßπ—ÈπÕ“®®–‡ªìπªí≠À“∑’Ë¡’§«“¡´—∫´âÕπ

¬ÿàß¬“°¡“° À√◊ÕÕ“®‡ªìπªí≠À“∑’Ë‰¡à “¡“√∂À√◊Õ

‰¡à‡À¡“– ¡∑’Ë®–„™â°“√§”π«≥∏√√¡¥“¡“ª√–¬ÿ°µå

„™â‰¥â  à«π„πµ—«¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡‡Õß°Á

ª √ –°Õ∫‰ª¥â « ¬ ¡°“√·≈–°“√§”π«≥∑“ß

§≥‘µ»“ µ√åßà“¬Ê ‰¡à´—∫´âÕπ ‡æ’¬ß·µàÕ“»—¬°“√

∑”ß“π„π√Ÿª·∫∫¢Õß°“√ª√–¡«≈º≈æ√âÕ¡°—π

®”π«π¡“°¥—ß∑’Ë‰¥â°≈à“«¡“·≈â« ®÷ß∑”„Àâ‚§√ß¢à“¬

ª√– “∑‡∑’¬¡ “¡“√∂∑”ß“π‰¥â¥â«¬§«“¡√«¥‡√Á«

 ”À√—∫¢âÕ¡Ÿ≈‡æ‘Ë¡‡µ‘¡ºŸâÕà“π “¡“√∂Õà“π‡æ‘Ë¡‡µ‘¡‰¥â

„π Fausett (1994)  Haykin (1994) ·≈–

Chetchotsak (2004)

®“°°“√∑∫∑«π«√√≥°√√¡∑’Ë‡°’Ë¬«¢âÕßæ∫

«à“¡’°“√„™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡„π°“√æ¬“°√≥å

§à“º≈‘µ¿“æ°“√º≈‘µ∑’Ë„™â°—∫°√–∫«π°“√º≈‘µº≈‘µ

¿—≥±åÕ‘‡≈Á§∑√Õπ‘§ åÀ≈“¬∫∑§«“¡¥â«¬°—πµ—«Õ¬à“ß‡™àπ

: °“√æ¬“°√≥å§à“º≈‘µ¿“æ°“√º≈‘µ Surface Mount

Technology (SMT) (Vellore et al., 2002) °“√

æ¬“°√≥å§à“º≈‘µ¿“æ°“√º≈‘µ ”À√—∫ “¬°“√º≈‘µ

·∫∫ Reflow (Lu et al., 1997) °“√æ¬“°√≥å§à“

º≈‘µ¿“æ°“√º≈‘µ Printed Circuit Boards (PCB)

(Vaithianathasamy et al., 2001) πÕ°®“°π’È¬—ß¡’

ß“π«‘®—¬∑’Ë‡°’Ë¬«¢âÕß°—∫°“√„™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡

‡æ◊ËÕ∑”°“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ∑’Ë‡ªìπ∑’Ë¬Õ¡√—∫

·≈–‰¥â√—∫°“√µ’æ‘¡æåÕ¬à“ß‡ªìπ∑“ß°“√„π™à«ß‡«≈“∑’Ë

ºà“π¡“ ́ ÷Ëß‰¥â·°à Kaul (2004) ·≈– Grzesiak (2006)

‡ªìπµâπ

Õÿª°√≥å·≈–«‘∏’°“√«‘®—¬

1. ‚§√ß √â“ß¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡

∑’Ë„™â„π°“√æ¬“°√≥å

„π∫∑§«“¡π’È‰¥âπ”‚§√ß¢à“¬ª√– “∑‡∑’¬¡

¡“„™â„π°“√ √â“ß·∫∫®”≈Õß “¬°“√º≈‘µŒ“√å¥¥‘ °å

‰¥√åø ‡æ◊ËÕ„™â„π°“√æ¬“°√≥åº≈‘µ¿“æ„π°“√º≈‘µ

¢Õß “¬°“√º≈‘µ¥—ß°≈à“« ‚¥¬‚§√ß¢à“¬ª√– “∑‡∑’¬¡

∑’Ë„™â„π°“√ √â“ß·∫∫®”≈Õßπ’È®–∑”°“√ª√—∫§à“πÈ”Àπ—°

(Weight) ‚¥¬«‘∏’ Backpropagation Algorithm

(Rumelhart et al., 1996) „π∑’Ëπ’È‚§√ß¢à“¬ª√– “∑

‡∑’¬¡∑’Ë„™â„π°“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ™‘Èπ à«π

Œ“√å¥¥‘ °å‰¥√åø¡’¢âÕ¡Ÿ≈ªÑÕπ‡¢â“ ∑—ÈßÀ¡¥ 8 µ—«

·≈–¡’º≈≈—æ∏å∑’ËµâÕß°“√ 1 µ—« ¥—ß· ¥ß„πµ“√“ß∑’Ë 1
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µ“√“ß∑’Ë 1 ‚§√ß √â“ß¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡

∑’Ë„™â„π°“√æ¬“°√≥å

¢âÕ¡Ÿ≈ªÑÕπ‡¢â“ º≈≈—æ∏å∑’Ë

µâÕß°“√

‚§√ß¢à“¬ y
1
 (t), y

2
(t), y

8
(t+1)

ª√– “∑ y
3
(t), y

4
(t),

‡∑’¬¡ I
1
(t), O

2
(t),

O
3
(t), O

4
(t)

·≈–®“°µ“√“ß∑’Ë 1  —≠≈—°…≥å∑’Ë„™â‡ªìπ

¢âÕ¡Ÿ≈ªÑÕπ‡¢â“  ·≈–º≈≈—æ∏å  ¡’§«“¡À¡“¬¥—ßµàÕ‰ªπ’È

y
i
(t) §◊Õ º≈‘µ¿“æ°“√º≈‘µ¢Õß ∂“π’ß“π∑’Ë ,

i, i = 1,....,4 ∑’Ë‡«≈“ t

y
8
(t) §◊Õ º≈‘µ¿“æ°“√º≈‘µ°√–∫«π°“√º≈‘µ

Œ“√å¥¥‘ °å‰¥√åø ∑’Ë‡«≈“ t

I
1
(t) §◊Õ ®”π«π∑’Ë —Ëßº≈‘µŒ“√å¥¥‘ °å‰¥√åø„π

 ∂“π’ß“π∑’Ë 1

O
i
(t) §◊Õ ®”π«πŒ“√å¥¥‘ °å‰¥√åø∑’Ëº≈‘µ‰¥â„π

 ∂“π’ß“π∑’Ë i  ‡¡◊ËÕ i = 2,3,4 ∑’Ë‡«≈“ t

t §◊Õ · ¥ß ≥ ®ÿ¥¢Õß‡«≈“ t „πªí®®ÿ∫—π

¡’Àπà«¬‡ªìπ«—π

2. °“√∑¥≈Õß

®“°¢âÕ¡Ÿ≈°“√º≈‘µŒ“√å¥¥‘ °å‰¥√åø 1 „π

™à«ß‡¥◊Õπ¡‘∂ÿπ“¬π-æƒ»®‘°“¬π 2549 ‰¥â∂Ÿ°

√«∫√«¡·≈–„™â„π°“√ √â“ß√Ÿª·∫∫°“√æ¬“°√≥å

º≈‘µ¿“æ°“√º≈‘µ‚¥¬„™â‚§√ß¢à“¬ª√– “∑‡∑’¬¡

‡π◊ËÕß®“°º≈‘µ¿—≥±å∑’Ë∑”°“√»÷°…“¡’™à«ßÕ“¬ÿ¢Õß

º≈‘µ¿—≥±å∑’Ë —Èπ  ®÷ß∑”„Àâ‰¡à “¡“√∂‡°Á∫¢âÕ¡Ÿ≈

‡æ◊ËÕπ”¡“ √â“ß‚§√ß¢à“¬ª√– “∑‡∑’¬¡‰¥â¡“°‡∑à“∑’Ë§«√

„π∫∑§«“¡π’È‰¥â„™â«‘∏’ Data Splitting „π

°“√ √â“ß√Ÿª·∫∫°“√æ¬“°√≥å®“°‚§√ß¢à“¬ª√– “∑

‡∑’¬¡  „π∑’Ëπ’È¢âÕ¡Ÿ≈∑’Ë„™â„π°“√ √â“ß ‚§√ß¢à“¬

ª√– “∑‡∑’¬¡·µà≈–µ—«π—Èπ· ¥ß„πµ“√“ß∑’Ë 1 ®–∂Ÿ°

·¬°‡ªìπ 2  à«π§◊Õ 1) ™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√‡√’¬π√Ÿâ

¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡ (Training Set) §◊Õ

 à«π∑’Ë„™â„π°“√ Õπ„Àâ‚§√ß¢à“¬ª√– “∑‡∑’¬¡‡√’¬π√Ÿâ

·≈– 2) ™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫‚§√ß¢à“¬

ª√– “∑‡∑’¬¡ (Test Set) §◊Õ  à«π∑’Ë„™â„π°“√

∑¥ Õ∫¢âÕ¡Ÿ≈ ™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√‡√’¬π√Ÿâ¢Õß‚§√ß

¢à“¬ª√– “∑‡∑’¬¡‡ªìπ¢âÕ¡Ÿ≈∑’Ë „™â„π°“√°”Àπ¥

§à“πÈ”Àπ—°  §«“¡ —¡æ—π∏å√–À«à“ß¢âÕ¡Ÿ≈ªÑÕπ‡¢â“

·≈– º≈≈—æ∏å¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡ „π¢≥–∑’Ë

™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫‚§√ß¢à“¬ª√– “∑‡∑’¬¡

‡ªìπ¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫§«“¡·¡àπ¬”„π°“√

æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ „π°“√∑¥≈Õß®–∑”°“√

·∫àß¢âÕ¡Ÿ≈„π™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√‡√’¬π√Ÿâ¢Õß‚§√ß¢à“¬

ª√– “∑‡∑’¬¡ ·≈–™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫

‚§√ß¢à“¬ª√– “∑‡∑’¬¡ÕÕ°‡ªìπ 70% ·≈– 30%

µ“¡≈”¥—∫ ∑—Èßπ’È¢âÕ¡Ÿ≈∑’Ë„™â„π°“√ √â“ß·∫∫®”≈Õßπ’È‰¥â

π”‡Õ“«‘∏’ Noise Injection (Raviv and Intrator, 1996)

¡“„™â„π°“√Ωñ° Õπ ‚§√ß¢à“¬ª√– “∑‡∑’¬¡ °≈à“«§◊Õ

«‘∏’π’È®–∑”°“√‡æ‘Ë¡ Noise ‡¢â“‰ª„π™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â

„π°“√‡√’¬π√Ÿâ¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡‡æ◊ËÕ∑”„Àâ

‚§√ß¢à“¬ª√– “∑‡∑’¬¡‡√’¬π√Ÿâ§«“¡ —¡æ—π∏å√–À«à“ß

¢âÕ¡Ÿ≈ªÑÕπ‡¢â“ ·≈– º≈≈—æ∏å Õ¬à“ß‡À¡“– ¡·≈–À≈’°

‡≈’Ë¬ß°“√®¥®”¢âÕ¡Ÿ≈ (Overfitting2) ‚¥¬ Noise (η)

∑’Ë „™â¡’°“√·®°·®ß·∫∫ª°µ‘·≈– η∼ N(0,σ)

µ“√“ß∑’Ë 2 · ¥ß°“√ÕÕ°·∫∫°“√∑¥≈Õß‡æ◊ËÕÀ“

®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ ·≈–®”π«π¬Ÿπ‘µ´àÕπ∑’Ë

‡À¡“– ¡   ‚¥¬„π∫∑§«“¡π’È„™â√–¥—∫¢Õß Noise §ß∑’Ë

σ=10% ¢Õß§à“‡©≈’Ë¬¢Õß y
8
(t)

‚¥¬‚§√ß¢à“¬ª√– “∑‡∑’¬¡∑’Ë √â“ß¢÷Èπ¡’

‚§√ß √â“ß¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡ (Networks

Architectures) ¥—ßπ’È: Learning Rule: Ext DBD,

Activation Function = TanH ·≈–∑”°“√·ª√º—π

1 „π∫∑§«“¡π’È®–‰¡à‡ªî¥‡º¬™◊ËÕÀ√◊Õª√–‡¿∑¢Õßº≈‘µ¿—≥±å

2 Overfitting §◊Õ‡Àµÿ°“√≥å∑’Ë‚§√ß¢à“¬ª√– “∑‡∑’¬¡ ‡√’¬π√Ÿâ

¢âÕ¡Ÿ≈‰¥â¥’‡°‘π‰ª„π√–À«à“ß°√–∫«π°“√ Training ·µà∑”

¢âÕº‘¥æ≈“¥Õ¬à“ß¡“°„π√–À«à“ß°√–∫«π°“√ Test
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®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ µ—Èß·µà 50,000 ®π∂÷ß

500,000 ·≈–À“®”π«π√Õ∫∑’Ë‡À¡“– ¡ ‚¥¬„π

‚§√ß¢à“¬ª√– “∑‡∑’¬¡π’È®–∑”°“√∑¥≈Õß‡æ◊ËÕÀ“

®”π«π¬Ÿπ‘µ´àÕπ∑’Ë‡À¡“– ¡ ÷́Ëß®–∑”°“√∑¥≈Õß„™â

®”π«π¬Ÿπ‘µ´àÕπµ—Èß·µà 5, 10, 15 ·≈– 20 ¬Ÿπ‘µ

µ“¡≈”¥—∫ À“°®”π«π¬Ÿπ‘µ´àÕπ∑’Ë„™â„Àâ§à“§«“¡º‘¥

æ≈“¥ (Errors) ∑’Ë¬Õ¡√—∫‰¥â®÷ß∑”°“√‡≈◊Õ°®”π«π

¬Ÿπ‘µ´àÕπ ·≈–‚§√ß √â“ß¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡

™ÿ¥¥—ß°≈à“« ́ ÷Ëßº≈°“√∑¥≈Õß¥—ß· ¥ß„πµ“√“ß∑’Ë 3-5

µ“√“ß∑’Ë 2 °“√ÕÕ°·∫∫°“√∑¥≈Õß‡æ◊ËÕÀ“§à“

®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ·≈–®”π«π

¬Ÿπ‘µ´àÕπ

µ—«·ª√°“√∑¥≈Õß √–¥—∫

®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ 1) 50,000

2) 250,000

3) 500,000

®”π«π¬Ÿπ‘µ´àÕπ 1)  5

2)  10

3)  15

4)  20

µ“√“ß∑’Ë 3 º≈°“√∑¥≈Õß∑’Ë®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ

50,000 √Õ∫

®”π«π¬Ÿπ‘µ´àÕπ
MAPE (%)

‡√’¬π√Ÿâ ∑¥ Õ∫

5 2.30 9.70

10 1.97 11.63

15 2.02 9.40

20 1.27 9.56

µ“√“ß∑’Ë 4 º≈°“√∑¥≈Õß∑’Ë®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ

250,000 √Õ∫

®”π«π¬Ÿπ‘µ à́Õπ
MAPE (%)

‡√’¬π√Ÿâ ∑¥ Õ∫

5 1.36 13.16

10 0.76 13.27

15 0.97 10.71

20 0.74 9.70

µ“√“ß∑’Ë 5 º≈°“√∑¥≈Õß∑’Ë®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ

500,000 √Õ∫

®”π«π¬Ÿπ‘µ à́Õπ
MAPE (%)

‡√’¬π√Ÿâ ∑¥ Õ∫

5 0.97 13.74

10 0.50 13.87

15 0.68 11.77

20 0.45 10.81

®“°º≈°“√∑¥≈Õß¥—ß‰¥â· ¥ß„πµ“√“ß∑’Ë 3 -5

§à“§«“¡º‘¥æ≈“¥∑’Ë‡°‘¥¢÷Èπ§”π«≥„π√Ÿª¢Õß Mean

Absolute Percentage (MAPE) ´÷Ëß§”π«≥¥—ß ¡°“√

∑’Ë (1)

‚¥¬∑’Ë Pi = §à“º≈≈—æ∏å∑’Ë ‰¥â®“°°“√

æ¬“°√≥å¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡ ·≈– D
i
=

§à“‡ªÑ“À¡“¬®√‘ß∑’Ë‚§√ß¢à“¬ª√– “∑‡∑’¬¡µâÕß°“√

æ¬“°√≥å

º≈°“√∑¥≈Õß·≈–Õ¿‘ª√“¬

º≈°“√∑¥≈Õß· ¥ß„π √Ÿª∑’Ë 2 ·≈– 3

´÷Ëß√Ÿª∑’Ë 2 · ¥ßº≈°“√∑¥≈Õß®“°™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π

°“√‡√’¬π√Ÿâ ·≈–√Ÿª∑’Ë 3 · ¥ßº≈°“√∑¥≈Õß®“°
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™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫ ®“°º≈¥—ß°≈à“« —ß‡°µ

‰¥â«à“ ‡¡◊ËÕ®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ¡’§à “¡“°¢÷Èπ

§à“§«“¡º‘¥æ≈“¥¢Õß‚§√ß¢à“¬ª√– “∑‡∑’¬¡∑’Ë

®”π«π¬Ÿπ‘µ´àÕπ‡¥’¬«°—π¡’·π«‚πâ¡≈¥≈ß„π¢âÕ¡Ÿ≈

∑’Ë „™â „π°“√ ‡√’¬π√Ÿâ ¢Õß‚§√ß¢à “¬ª√– “∑‡∑’¬¡

·µà„π¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫¢Õß‚§√ß¢à“¬ª√– “∑

‡∑’¬¡‡¡◊ËÕ®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ¡’§à “¡“°¢÷Èπ

§à“§«“¡º‘¥æ≈“¥¢Õß ‚§√ß¢à“¬ª√– “∑‡∑’¬¡∑’Ë

®”π«π¬Ÿπ‘µ´àÕπ‡¥’¬«°—π¡’·π«‚πâ¡‡æ‘Ë¡¢÷Èπ ÷́Ëß™’È„Àâ

‡ÀÁπ«à“‚§√ß¢à“¬ª√– “∑‡∑’¬¡‡√’¬π√Ÿâ ¢âÕ¡Ÿ≈®“°

™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√‡√’¬π√Ÿâ‰¥â¥’‡°‘π‰ª®π‡°‘¥°“√

®¥®”¢âÕ¡Ÿ≈ ®“°√Ÿª∑’Ë 4 · ¥ßº≈°“√∑¥≈ÕßÀ“

®”π«π¬Ÿπ‘µ´àÕπ∑’Ë‡À¡“– ¡ ‡¡◊ËÕ¢âÕ¡Ÿ≈¡’°“√‡æ‘Ë¡

Noise  σ=10% ´÷Ëß¬Ÿπ‘µ´àÕπ∑’Ë‡À¡“– ¡ §◊Õ 15 ¬Ÿπ‘µ

‡·≈–„™â®”π«π√Õ∫„π°“√‡√’¬π√Ÿâ‡∑à“°—∫ 50,000 √Õ∫

·µà‡¡◊ËÕ‡ª√’¬∫‡∑’¬∫°—∫™ÿ¥¢âÕ¡Ÿ≈∑’Ë‰¡à¡’ Noise

æ∫«à“‰¡à¡’§«“¡·µ°µà“ß°—π Õ’°∑—Èß°“√‡æ‘Ë¡ Noise

‡¢â“‰ª„π¢âÕ¡Ÿ≈¬—ß∑”„Àâ§à“§«“¡º‘¥æ≈“¥∑’Ë‰¥â®“°

™ÿ¥¢âÕ¡Ÿ≈∑¥ Õ∫‡æ‘Ë¡¡“°°«à“™ÿ¥¢âÕ¡Ÿ≈‡¥‘¡∑’Ë‰¡à¡’°“√

‡æ‘Ë¡ Noise ‡≈Á°πâÕ¬ ®÷ß· ¥ß„Àâ∑√“∫«à“„π°“√

æ¬“°√≥å§à“º≈‘µ¿“æ°“√º≈‘µ¢Õß°√–∫«π°“√º≈‘µ

Œ“√å¥¥‘ °å‰¥√åøπ’È Noise ∑’Ë‡æ‘Ë¡‡¢â“‰ª„π™ÿ¥¢âÕ¡Ÿ≈

‰¡à “¡“√∂≈¥º≈°√–∑∫®“°°“√®¥®”¢âÕ¡Ÿ≈¢Õß

‚§√ß¢à“¬ª√– “∑‡∑’¬¡‰¥â ·µà§«√„™â«‘∏’Õ◊ËπÊ Õ¬à“ß‡™àπ

Cross Validation ¡“„™â√à«¡°—∫™ÿ¥¢âÕ¡Ÿ≈π’È ‡æ◊ËÕ

≈¥º≈°√–∑∫®“°°“√‡°‘¥°“√®¥®”¢âÕ¡Ÿ≈·≈–≈¥§à“

§«“¡º‘¥æ≈“¥∑’Ë‡°‘¥®“°°“√æ¬“°√≥å§à“º≈‘µ¿“æ

°“√º≈‘µ

√Ÿª∑’Ë 2 º≈°“√∑¥≈Õß¢Õß™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√‡√’¬π√Ÿâ

√Ÿª∑’Ë 3 º≈°“√∑¥≈Õß¢Õß™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫

√Ÿª∑’Ë 4 º≈°“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ  (®“°

™ÿ¥¢âÕ¡Ÿ≈∑’Ë„™â„π°“√∑¥ Õ∫)

∫∑ √ÿª

∫∑§«“¡π’È‰¥âπ”‡ πÕ°“√À“®”π«π  ¬Ÿπ‘µ

´àÕπ∑’Ë‡À¡“– ¡¢Õß°“√æ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ

¢Õß°√–∫«π°“√º≈‘µŒ“√å¥¥‘ °å ‰¥√åø‚¥¬„™â

‚§√ß¢à“¬ª√– “∑‡∑’¬¡  ´÷Ëßª√—∫§à“πÈ”Àπ—°‚¥¬

Backpropagation Algorithm „π∑’Ëπ’È ‚§√ß¢à“¬

ª√– “∑‡∑’¬¡∑’Ë √â“ß¢÷Èπ¡’¢âÕ¡Ÿ≈ªÑÕπ‡¢â“ ∑—ÈßÀ¡¥

8 µ—« ·≈–º≈≈—æ∏å 1 µ—«  ‚¥¬∑’Ë¢âÕ¡Ÿ≈ªÑÕπ‡¢â“ ∑—Èß

8 µ—« §◊Õ ®”π«π·≈–ª√– ‘∑∏‘¿“æ°“√º≈‘µ¢Õß∑—Èß

4  ∂“π’°“√º≈‘µ ·≈–‚§√ß¢à“¬ª√– “∑‡∑’¬¡¥—ß°≈à“«

®–∑”Àπâ“∑’Ëæ¬“°√≥åº≈‘µ¿“æ°“√º≈‘µ‡æ◊ËÕπ”‰ª„™â

„π°“√«“ß·ºπ°“√º≈‘µµàÕ‰ª πÕ°®“°π—Èπ∫∑§«“¡π’È

¬—ß‰¥âπ”‡ πÕ«‘∏’„π°“√ √â“ß‚§√ß¢à“¬ª√– “∑‡∑’¬¡

‚¥¬„™â«‘∏’ Noise Injection
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