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บทคดัย่อ 
การค้นหาแบบกระแสเชิงปรับตัวเป็นเทคนิคการหาค่าเหมาะที่สุดแบบอภิศึกษาส านึกเทคนิคห น่ึงที่ทรง
ประสทิธิภาพ ขัน้ตอนวิธีของการคน้หาแบบกระแสเชิงปรบัตวัไดร้ ับการพัฒนาขึ้นจากพฤติกรรมการไหลของ
กระแสไฟฟ้าในวงจรขา่ย บทความน้ีน าเสนอการประยกุต์การคน้หาแบบกระแสเชงิปรบัตวัเพื่อแกปั้ญหาการหาค่า
เหมาะที่สุดแบบมเีงื่อนไข โดยไดท้ าการทดสอบกบัปัญหาการหาคา่เหมาะที่สุดแบบมเีงื่อนไขมาตรฐานจ านวน 3 
ปัญหา จากนัน้ไดป้ระยุกต์การคน้หาแบบกระแสเชิงปรบัตวักบัปัญหาการหาค่าเหมาะที่สุดแบบมีเงื่อนไขทาง
วศิวกรรมจ านวน 2 ปัญหา ไดแ้ก่การออกแบบสปรงิ และการออกแบบท่อความดนั ผลการทดสอบจะเปรียบเทยีบ
กบัวิธกีารแบบดัง้เดมิที่มีประสิทธิภาพ จากผลการทดสอบพบว่าการค้นหาแบบกระแสเชิงปรับตัวสามารถให้
ค าตอบที่ดกีว่าวธิกีารแบบดัง้เดมิส าหรบัทุกปัญหา 
ค าหลกั: การคน้หาแบบกระแสเชงิปรบัตวั, การหาคา่เหมาะที่สดุแบบมเีงือ่นไข, อภศิกึษาส านึก 
 
Abstract 
The adaptive current search (ACS) is one of the most efficient metaheuristic optimization techniques. 
Algorithms of the ACS is developed from the behavior of electric current flown through electrical networks. 
This paper proposes the application of the ACS to solve constraint optimization problems. Performance of 
the ACS is evaluated against three standard benchmarking constraint problems. Then, the ACS is applied 
to solve two real-world constraint engineering problems, i.e. spring design and pressure vessel design. 
Results obtained by the ACS will be compared with those obtained by the conventional method. As results, 
it was found that the ACS can provide superior solutions to the conventional method for all problems.  
Keywords: Adaptive current search, Constraint optimization problem, Metaheuristics 
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1. บทน า 
 ก า ร หาค่ า เ หม า ะ ที่ สุ ด แบบ อภิ ศึ กษ า
ส า นึก  (meta-heuristic optimization)  ได้ร ับการ
ยอมรบัและถูกน าไปประยุกต์ใช้เพื่อแก้ปัญหาทาง
วิศวกรรมอย่างกว้างขวาง[1],[2] ในบริบทของการ
หาค่าเหมาะที่สดุแนวใหม ่อภ-ิศกึษาส านึกสามารถ
แบ่งตามลกัษณะการค้นหาได้ 2กลุ่มคืออภิศึกษา
ส า นึ ก แ บ บ อิ ง ผ ล เ ฉ ล ย เ ดี ย ว  ( single-
solution based metaheuristics) ซึ่งจะมคีุณสมบตัิ
ความเข้มข้น (intensification) ที่โดดเด่น และอภิ
ศึกษ า ส า นึ ก แบบอิ ง ป ร ะ ช าก ร  ( population-
based metaheuristics)  ซึ่ ง มีคุณ สม บัติ ค ว า ม
ห ล า ก ห ล า ย เ ข้ ม ข้ น  ( diversification) ที่ โ ด ด
เด่น [1],[2],[3] จากการส ารวจงานวิจยัที่เกี่ยวข้อง
พบว่าในกลุ่มของอภิศึกษาส านึกแบบอิงผลเฉลย
เ ดี ย ว  ก า ร ค้ น แ บ บ ก ร ะ แ ส เ ชิ ง
ปรับตัว  (adaptive current search: ACS)  นับว่ า
เป็นเทคนิคใหม่ซึ่งได้ร ับการน าเสนอในปีค.ศ.
2 01 4  [4],[5] ขั ้น ตอน วิธีข อ ง  ACS ได้ร ับ กา ร
พฒันาขึ้นจากพฤติกรรมการไหลของกระแสไฟฟ้า
ในวงจรขา่ยโดยอาศยัรายการหน่วยความจ าส าหรบั
จดจ าผลเฉลยในอดีต และกลไกการปรับรัศมกีาร
คน้หา (adaptive radius mechanism: AR) เพื่อเร่ง
ก ร ะ บ วนกา ร ค้น หาผ ล เฉ ลย  ท า ใ ห้  ACS มี
ป ร ะ สิ ท ธิ ภ า พ ใ น ก า ร ค้ น ห า ผ ล เ ฉ ล ย ว ง
กว้าง (global solution) มากยิ่งขึ้น ด้วยขัน้ตอนวิธี
ที่ไม่ซับซ้อน ท าให้ ACS ได้ร ับความสนใจและ
น าไปแก้ปัญหาทางวิศวกรรมอุตสาหการที่หลาย
หลาย อาทเิช่น การแกปั้ญหาการจดัการพลงังานใน
ส า ย ง า น ก า ร ป ร ะ ก อ บ  [4],[5] แ ล ะ ก า ร จั ด
การพลังงานอย่างเหมาะสมในปัญหาการจัด
เสน้ทางการขนสง่ [6] เป็นตน้ 
 บทความน้ีน าเสนอการประยุกต์ ACS เพื่อ
แก้ปัญหาการหาค่าเหมาะที่สุดแบบมเีงือ่นไขที่เป็น
ปัญหามาตรฐานจ านวน 3 ปัญหา จากนัน้ท าการ
ประยุกต์ ACS เพื่อแก้ปัญหาการหาค่าเหมาะที่สุด
แ บ บ มี เ งื่ อ น ไ ข ซึ่ ง เ ป็ น ปั ญ ห า จ ริ ง
จ านวน 2 ปัญหา คือการออกแบบสปริง และการ
ออกแบบท่อความดัน บทความน้ีประกอบด้วย

หวัข้อต่างๆ จ านวน 5 หวัข้อ ในหัวข้อที่  2 ของ
บทความจะน าเสนอขัน้ตอนวิธีของ ACS หัวข้อ
ที่ 3 น าเสนอปัญหาการหาค่าเหมาะที่สุดแบบมี
เงื่อนไขที่ใช้ในการทดสอบหวัข้อที่  4 น าเสนอผล
การทดสอบและการอภิปราย และหวัข้อที่ 5 เป็น
บทสรุป 
 
2. ขัน้ตอนวิธีของ ACS 

ก า ร ค้ น ห า แ บ บ ก ร ะ แ ส เ ชิ ง
ปรบัตวั หรือ ACS เป็นอภิ-ศึกษาส านึกแบบอิงผล
เฉลยเดียว  [4], [5] ที่มีข ัน้ตอนวิธีที่ เลียนแบบ
พฤติกรรมการไหลของกระแสไฟฟ้า ซึ่งมีลกัษณะ
คล้ายกับการค้นหาเฉพาะที่  (local search) แต่  
ACS จะมีการน าเอารายการหน่วยความจ ามาใช้
เพื่อจดจ าผลเฉลยในอดตี และใช้ประโยชน์จากผล
เฉลยดงักลา่วเพื่อก าหนดทศิทางการคน้หา ขัน้ตอน
วธิขีอง ACS มรีายละเอยีดดงัต่อไปน้ี 
ขั ้น ต อ น ท่ี  1  ก า ห น ด จ า น ว น ผ ล เ ฉ ล ย
เริ่มต้น (จ านวนเส้นทางการค้นหา),  รัศมีการ
ค้นหา R , ตัวนับ 1k ,หน่วยความจ าเส้นทาง
การคน้หา   และหน่วยความจ าผลเฉลยเฉพาะที่ 

  
ขัน้ตอนท่ี 2 สรา้งผลเฉลยเริม่ตน้ nxx ,,1 x

จากกระบวนการสุม่ภายในปรภิูมกิารคน้หา 
ขัน้ตอนท่ี 3  ประเมินผลเฉลย   ด้วยฟังก์ชัน
วตัถุประสงค์ (objective function) จากนัน้ท าการ

จั ด ล า ดั บ ผ ล เ ฉ ล ย  x    ที่ ซึ่ ง 

)()( nxfxf 1  แล้วเก็บ x   ที่ผ่านการ

จดัล าดบัแลว้ลงใน    
ขัน้ตอนท่ี 4 ให้ kxs   เป็นผลเฉลยเริ่มต้นที่
ได้รบัการคดัเลือกหลงัการจดัล าดบั (เส้นทางการ
คน้หา) 
ขัน้ตอนท่ี 5 สร้างเซตค่าขา้งเคยีง )(s  จากผล

เฉลย s ดว้ยกระบวนการสุ่มภายในรศัมกีารคน้หา 
R  ขัน้ตอนท่ี 6 ประเมนิค่าขา้งเคยีงในเซต )(s  
ด้วยฟังก์ชันวัตถุประสงค์ให้ )(ss    คือค่า
ขา้งเคยีงที่ดทีี่สดุภายในเซต 
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ขัน้ตอนท่ี 7 ถ้า )()( sfsf    ให้ยอมรับ s   

โดยปรบัค่า ss    ถ้าฟังก์ชนัวตัถุประสงค์ไม่ได้
รบัการปรบัปรุงอย่างมีนัยส าคญั ใหเ้รียกใช้กลไก
กา ร ปรับ รัศมีก า ร ค้น หา ( AR) โดยก าร ป รับ

10   ,RR  แล้วกลบัไปยงัขัน้ตอนที่ 5 
ไมเ่ช่นนัน้ แสดงว่าผลเฉลยเฉพาะที่ในเสน้ทางน้ีถูก
คน้พบ 
ขัน้ตอนท่ี 8 ตรวจสอบ TC (termination criteria)
ถ้า TC เป็นจริง ใหยุ้ติการคน้หา ไม่เช่นนัน้ใหเ้ก็บ 

s   ไว้ในเซต   แล้วท าการปรับค่า 1 kk  
และกลับไปยงัขัน้ตอนที่ 4 เพื่อท าการค้นหาใน
เสน้ทางถดัไป 
 ตวัอย่างการคน้หาของ ACS บนปริภูม ิ2 มติิ 
เมื่อก าหนดให้จ านวนเสน้ทางการค้นหาเท่ากับ 4 
เสน้ทางแสดงดงัรูปที่ 1 
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รูปที ่1 การคน้หาของ ACS บนปรภิูม ิ2 มติ ิ 
 
3. ปัญหาการหาค่าเหมาะท่ีสุดแบบมีเงื่อนไข 
 ปัญหาการหาค่าเหมาะที่สุดแบบมเีงื่อนไขที่
ใช้ในงานวิจยัน้ีแบ่งออกเป็น 2 กลุ่มด้วยกนั กลุ่ม
แรกคอืปัญหาการหาค่าเหมาะที่สดุแบบมเีงือ่นไขที่
เป็นปัญหามาตรฐานจ านวน 3 ปัญหา และกลุ่มที่
สองคอืปัญหาการหาค่าเหมาะที่สุดแบบมเีงื่อนไข
ซึ่งเป็นปัญหาจริงจ านวน 2 ปัญหา ดงัรายละเอียด
ต่อไปน้ี 
2.1 ปัญหามาตรฐาน 
 ปัญหาการหาค่าเหมาะที่สุดแบบมเีงื่อนไขที่
เป็นปัญหามาตรฐานจ านวน 3 ปัญหา ได้ร ับการ

คดัเลือกมาจากปัญหาที่ใช้อย่างแพร่หลาย และมี
จ านวนตวัแปรตดัสินใจ (decision variables) และ
จ า น วน เ งื่ อ น ไขที่ แ ต กต่ า ง กัน  [7],[8] โ ดยที่
ฟังก์ชนั Fcon1 จะมตีัวแปรตดัสินใจจ านวน 2 ตัว
แปร และมีเงื่อนไขจ านวน 2 เงื่อนไขดังแสดงใน
สมการที่  (1) ฟังก์ชัน Fcon2 มีตัวแปรตัดสินใจ
จ านวน 7 ตวัแปร และมเีงื่อนไขจ านวน 4 เงื่อนไข
ดงัแสดงในสมการที่  (2) และฟังก์ชัน Fcon3 มีตัว
แปรตัดสินใจจ านวน 8 ตัวแปร และมีเงื่อนไข
จ า น ว น  6  เ งื่ อ น ไ ข ดั ง แ ส ด ง ใ น ส ม ก า ร
ที่ (3) ตามล าดบั 
 

60,60

,084.4)5.2()(

,0)5.2()05.0(84.4)(

to,subject

)7()11()(

21

2
2

2
12

2
2

2
11

22
21

2
2

2
1









xx

xxxg

xxxg

xxxxf x
x

min :Fcon1

  

(1) 

)7,,1(,1010

,0115234)(

,08623196)(

,01037282)(

,05432127)(

to,subject

8104   

710)11(3                

)12(5)10()(

76
2
321

2
2

2
14

7
2
6

2
213

54
2
3212

5
2
43

4
2

2
11

7676

4
7

2
6

6
5

2
4

4
3

2
2

2
1

















ix

xxxxxxxxg

xxxxxg

xxxxxxg

xxxxxxg

xxxx

xxxxx

xxf

i

x
x

min:Fcon2

 (2) 
 

)8,,4(,100010

,10000,1000,10000100

,012500002500)(

,012501250)(

,0333.8333310033252.833)(

,0)(01.01)(

,0)(0025.01)(

,0)(0025.01)(

to,subject

)

321

553836

4425725

14614

583

4752

641

321



















ix

xxx

xxxxxxg

xxxxxxxg

xxxxxg

xxxg

xxxxg

xxxg

xxxf

i

(x
x

min:Fcon3

 (3) 



วารสารขา่ยงานวิศวกรรมอุตสาหการไทย (Thai Industrial Engineering Network Journal) 
 

 

  38 ปีที ่2 ฉบบัที ่1 มกราคม-มนีาคม 2559 

 
 

2.2 ปัญหาทางวิศวกรรม 
 ปัญหาการหาค่าเหมาะที่สุดแบบมเีงื่อนไขที่
เป็นปัญหาจริงทางวิศวกรรมจ านวน 2 ปัญหาไดแ้ก่
ปัญหาการออกแบบสปริง และปัญหาการออกแบบ
ท่อความดนั 
 ปัญหาการออกแบบสปริง (Fspring) ส าหรบั
รบัแรงดึงและแรงอัดพบ เป็นปัญหาที่ต้องการให้
สปริงใหม้ีน ้ าหนักเบาที่สุดที่สอดคลอ้งกับเงื่อนไข
ระยะการเบนน้อยที่สุด ความเคน้เฉือนสูงสุด และ
ขอ้จ ากดัดา้นรูปทรงเรขาคณิต เมือ่สปรงิที่พิจารณา
นั ้นสร้างขึ้นจากขดลวดดังรูปที่  2 และสมการ
ที่  (4)  [9],[10] ผลเฉลยหรือตัวแปรตัดสินใจคือ
เ ส้ น ผ่ า ศู น ย์ ก ล า ง ข อ ง ล ว ด  w  (ค ว า ม
หนา), เสน้ผ่าศูนย์กลางของขดลวด d  และความ
ยาว L  (จ านวนของขดลวดที่สมมลูกนั) 
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รูปที ่2 ปัญหา Fspring  
 
 ปั ญ ห า ก า ร อ อ ก แ บ บ ท่ อ ค ว า ม
ดนั (Fvessel) ในถงัแก๊สหรอืหมอ้ไอน ้า คอืปัญหาที่
ต้องการออกแบบท่อทรงกระบอกที่มีต้นทุนน้อย
ที่สุดที่สามารถท างานภายใต้ปริมาตรและความดนั
ที่ก าหนด ดงัรูปที่ 3 และสมการที่ (5) [9],[10] ตัว
แปรตดัสนิใจของการออกแบบไดแ้ก่ความหนาของ
หวัท่อ 1d , ความหนาของตวัท่อ 2d , รศัมภีายใน

ท่อ r  และความยาวของท่อ L  
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4. ผลการทดสอบและอภิปราย 
 ขัน้ตอนวธิขีอง ACS ไดร้บัการพฒันาขึน้ดว้ย 
MATLAB เ พื่ อ ป ร ะ ม ว ล ผ ล บ น เ ค รื่ อ ง
คอมพิวเตอร์  Intel Core2 Duo 2.0 GHz ส าหรับ
แ ก้ ปั ญ ห า ก า ร ห า ค่ า เ ห ม า ะ ที่ สุ ด แ บ บ มี
เ งื่ อ น ไ ข  เ ริ่ ม ต้ น จ า ก ก า ร ท ด ส อ บ เ พื่ อ ห า
ค่าพารามิเตอร์ของ ACS ที่เหมาะสมส าหรับทุก
ปัญหาที่ใช้ในงานวิจยัน้ี โดยท าการเปลี่ยนแปลง
จ า น ว น เ ส้ น ท า ง ก า ร ค้ น ห า  N = 3, 
5, 10, 20,  3 0 ,  จ า น ว น ค่ า ข้ า ง เ คี ย ง
n = 10, 20, 30, 40, 50, รั ศ มี ก า ร
คน้หา R = 10%, 20%,30%, 40%, 50% ของปรภิูมิ
ก า ร ค้ น ห า  จ า น ว น ก า ร ท า ซ ้ า ข อ ง แ ต่ ล ะ
เ ส้น ท า ง  Iter = 100, 200, 500, 1000, ก ล ไ ก
AR = 2, 3, 4, 5 states จากการทดสอบเบื้องต้น
พบว่าค่าพารามเิตอร์ของ ACS ที่เหมาะสมส าหรบั
ทุกปัญหาที่ใช้ในงานวิจยัน้ีคอื N = 10 (ก าหนดให้
เป็น TC), n = 40,R = 20% ของปริภูมิการค้นหา
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,  Iter = 200 และกลไกAR = 2 states ซึ่ ง ในการ
ทดสอบกบัทุกปัญหาต่อไปน้ี  จะใชค้่าพารามเิตอร์
ชุดดงักลา่วเพยีงชุดเดยีวเท่านัน้ 
 ผลการทดสอบ ACS เพื่อแก้ปัญหาการหาค่า
เหมาะที่สุดแบบมเีงื่อนไขจะไดร้บัการเปรยีบเทียบ
กบัผลที่ไดจ้ากวิธีการแบบดัง้เดมิ ซึ่งในงานวิจยัน้ี
เ ลื อ ก ใ ช้ ก า ห น ด ก า ร ไ ม่ เ ชิ ง เ ส้ น
(nonlinear programming)โดยใชค้ าส ัง่ fmincon ใน
ก ล่ อ ง เ ค รื่ อ ง มื อ ก า ร ห า ค่ า เ ห ม า ะ ที่ สุ ด
ข อ ง  MATLAB แ ล ะ ขั ้ น ต อ น วิ ธี เ ชิ ง
พันธุกรรม  (genetic algorithm: GA)  ซึ่ งเ ป็นอภิ
ศึกษาส านึกแบบอิงประชากรที่ได้ร ับความนิยม
อย่ า ง แพร่ ห ลาย  ซึ่ ง ใ น ง านวิจ ัย ได้ ใ ช้กล่อ ง
เครื่องมอื GA ของ MATLAB เช่นเดยีวกนั 
 ผลการทดสอบ ACS กับปัญหามาตรฐาน
จ า น ว น  3  ปัญห าแส ด งดัง ต า ร า งที่  1  ซึ่ ง
พบว่า ACS สามารถใหค้ าตอบที่ดกีว่าก าหนดการ
ไ ม่ เ ชิ ง เ ส้ น  แ ล ะ  GA ใ น ทุ ก ปั ญ ห า  แ ล ะ
เช่นเดียวกัน ผลการทดสอบ ACS กับปัญหาทาง
วิศวกรรมซึ่งเป็นปัญหาจริงจ านวน 2 ปัญหา ดัง
แสดงในตารางที่ 2 พบว่า ACS สามารถใหค้ าตอบ
ที่ดกีว่าก าหนดการไมเ่ชงิเสน้ และ GA ในทุกปัญหา 
5. สรปุ 
 บทความน้ีไดน้ าเสนอการประยกุต์การคน้หา
แบบกระแสเชงิปรบัตวั (ACS) ส าหรบัการแกปั้ญหา
การหาค่าเหมาะที่สุดแบบมีเงื่อนไข ACS นับเป็น
อภิศึกษาส า นึ กแบบอิ งผล เฉลยเดียวที่ ท ร ง
ประสทิธภิาพและมขีัน้ตอนวิธทีี่ไม่ซบัซ้อน โดยได้
ท า ก า ร ทดสอบ  ACS กับ ปั ญหาม า ต ร ฐ า น
จ านวน  3  ปัญหา  และ ปัญหาทางวิศวกร รม
จ านวน 2 ปัญหา ไดแ้ก่การออกแบบสปรงิ และการ
ออกแบบท่อความดนั ท าการเปรียบเทียบกบัผลที่
ได้จากก าหนดการไม่เชิงเส้นซึ่งเป็นวิธีการแบบ
ดัง้เดิม และ GAซึ่ งเป็นอภิศึกษาส านึกแบบอิง
ประชากร จากผลการทดสอบในทุกกรณีปัญหาที่ใช้
ในงานวิจยัน้ีพบว่า ACS สามารถใหค้ าตอบที่ดกีว่า
ก าหนดการไมเ่ชงิเสน้ และ GAตามล าดบั 
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ตารางที่ 1 ผลการทดสอบกบัปัญหามาตรฐาน 

Fcon1 

Standard Solutions x, 

Constraint Function 

and Objective  

function f(x) 

Optimal Solutions x*, 

Constraint Function 

and Objective  

function f*(x) 

Algorithms 

Nonlinear 

Programming 
GA ACS 

0 x1 6 x1 2.2467 2.2472 2.2468 

0 x2 6 x2 2.3822 2.3821 2.3818 

g1  0 g1 0.0001 0.0001 1.8310-18 

g2 0 g2 0.2222 0.2222 0.2222 

f(x) = 13.5908 f*(x) 13.5991 13.5974 13.5908 

Fcon2 

Standard Solutions x 

and Objective  

function f(x) 

Optimal Solutions x* 

and Objective  

function f*(x) 

Algorithms  

Nonlinear 

Programming 
GA ACS 

-10 x1 10 x1 2.3234 2.3305 2.3250 

-10 x2 10 x2 1.9512 1.9514 1.9500 

-10 x3 10 x3 -0.4484 -0.4778 -0.4914    

-10 x4 10 x4 4.3619 4.3657 4.3709 

-10 x5 10 x5 -0.631 -0.6244 -0.6239 

-10 x6 10 x6 1.0387 1.0380 1.0409 

-10 x7 10 x7 1.6055 1.5941 1.5934 

f(x) = 6.8064102 f*(x) 6.8086102 6.8069102 6.8064102 
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Fcon3 

Standard Solutions x 

and Objective  

function f(x) 

Optimal solutions x* 

and Objective  

function f*(x) 

Algorithms 

Nonlinear 

Programming 
GA ACS 

100 x1 10,000 x1 584.02 585.68 590.48 

1,000 x2 10,000 x2 1357.02 1358.34 1361.73 

1,000 x3 10,000 x3 5146.64 5145.17 5100.32 

10 x4 1,000 x4 192.01 191.16 182.89 

10 x5 1,000 x5 296.58 298.01 296.02 

10 x6 1,000 x6 213.88 212.35 217.07 

10 x7 1,000 x7 285.67 286.14 286.74 

10 x8 1,000 x8 392.12 394.95 396.01 

f(x) = 7.0525103 f*(x) 7.0583103 7.0564103 7.0525103 

 

ตารางที ่2 ผลการทดสอบกบัปัญหาทางวศิวกรรม 

Fspring 

Standard Solutions x, 

Constraint Function 

and Objective  

function f(x) 

Optimal Solutions x*, 

Constraint Function 

and Objective  

function f*(x) 

Algorithms 

Nonlinear 

Programming 
GA ACS 

0.05w2.0 w 0.05 0.0517 0.04999 

0.05d1.3 d 0.25 0.3568 0.25001 

2.0L15 L 9.9877 11.2871 9.98769 

f(x) = not-known f*(x) 0.0075 0.0127 0.0074 
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Fvessel 

Standard Solutions x 

and Objective  

function f(x) 

Optimal Solutions x* 

and Objective  

function f*(x) 

Algorithms  

Nonlinear 

Programming 
GA ACS 

0.0625d16.1875 d1 0.7782 0.8125 0.77818 

0.0625d26.1875 d2 0.3846 0.4375 0.38459 

10 r200 r 40.3196 42.0984 40.31958 

10 L200 L 200.00 176.6366 199.998 

f(x) = not-known f*(x) 5,885.33 6,059.71 5,884.45 
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