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	 Abstract─The purpose of this research was to 
develop a business intelligence system and make 
predictions with data mining of Lam Sam Kaeo 
Town Municipality. The process of development 
used Microsoft Visual Studio (SSDT) with SQL 
Server Integration Services (SSIS) to create a 
data warehouse, then using SQL Server Analysis 
Services (SSAS) to create cube and using SQL 
Server Reporting Services (SSRS) to create 
reports then publish to web browsers for local 
administration officers to make decisions.
	 The sample data used in this project covered 
local government taxpayers living in Lam Sam 
Kaeo Town Municipality in 2020: altogether about 
200 taxpayers. The analysis was based on the new 
land and building tax act 2019. RapidMiner Studio 
was used to create the analysis model to determine  
the factors that cause tax delays in Lam Sam 
Kaeo Town Municipality. A comparison of three  
classification algorithms showed similar accuracy:  
J48 Decision Tree has accuracy = 96%, Naïve Bayes 
has accuracy = 92%, Neural Network has accuracy  
= 96.50%, ANOVA test found no significant  
difference at 0.05 level is not different so the  
researcher chooses the Decision Tree method for 
this research.
	 The results are that the most influential factors  
causing overdue tax payments are ‘forget to pay’, 
‘lack of advertising’, and ‘lack of e-payment  
method.

	 Index	 Terms─Business Intelligence System, 
Data Warehouse, Decision Tree, Naïve Bayes,  
Neural Network

I. INTRODUCTION
	 The Thai government has recently approved a new 
tax on land and buildings, as described in the Land 
and Buildings Tax Act 2019 [1], and the Land and 
Buildings Tax Reduction Act 2020 [2]. 

	 There are three parts to this new law: a land 
and buildings tax, a signboard tax, and a corporate 
building tax [1].
	 Lam Sam Kaeo Town Municipality is looking 
for a business intelligence system to handle the 
administration of this tax, and this paper describes 
the system that was developed for them. Currently, 
the data about the land size, its ownership, and use 
are stored in a spreadsheet, which has to be manually 
sorted and updated with each change to the land title 
deed holder, change of address of the landowner, 
newly-surveyed land that has no appraisal value, etc., 
This system is inefficient and error-prone, resulting 
in much manual checking and delay [3].
	 Having studied the problem, the following 
solution approach was adopted: firstly, use SQL 
Server technology to store data, then use the SQL 
Server Integration Services (SSIS) to create, extract, 
transform and load information into the data warehouse 
[4]. This will combine the relevant information and 
automatically make the various tax calculations for 
the people covered by the new land tax. Next, the 
results will be extracted as a dimensional model data 
structure and separated into a dimension table and fact 
table to import into SQL Server Management Studio 
to become a data warehouse. Finally, the SQL Server 
Analysis Services (SSAS) will be used to create a 
model for analyzing the data of the dimension table 
and fact table, allowing the user to view details of 
multidimensional data [5]. 
	 In addition, a cube was developed to support 
forecasting and decision-making. With this, SQL 
Server Reporting Services (SSRS) can be used to 
create a dashboard for summarizing information and 
to automatically generate customizable reports for 
executives which can be viewed with a Web Browser 
[6].
	 The first step in the process was to create a data 
gathering spreadsheet about village land, including 
land data, land address, landowner, landowner 
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address, land utilization, date and time tax was paid, 
and the formula for calculating tax. All the data was 
sorted by village and was checked by government 
officers [7].
	 The second step was to use a dimensional model 
to structure the data, then to use the SQL Server 
Integration Services (SSIS) to create, extract, transform,  
and load information into the data warehouse. 
Dimension tables were created for land data,  
land address, landowner, landowner address,  
land utilization, and the date and time taxes were paid. 
A fact table was created for the formula to calculate 
tax [8]. 
	 It is important that the extract, transform and 
load (ETL) process be evaluated by the intended 
users until they are satisfied with the structure and 
knowledgeable enough to analyze the data and 
customize reports and create tables and charts for 
their management. A typical report might show 
which village pays the most tax, and how the land in 
a particular village is segmented by usage: residential, 
agricultural, commercial, or wasteland [9].
	 This information is essential to support local 
administration officers with operational insights and 
decision-making for overdue tax payments because 
the main income of local government is a local 
tax. And with this process, the information can be 
analyzed much more quickly and efficiently than the 
manual method [10]. 
	 At each stage, the government officers are required 
to verify that the information is accurate and can be 
used to make decisions.
	 Now the Lam Sam Kaeo Town Municipality 
didn’t create a data warehouse. The researcher has 
developed an organized, accurate, and complete 

business intelligence system to help collect land and 
building taxes [5]-[7]. It can be used to check who 
paid taxes on time, who paid late, and who is overdue 
with their payment. Analyzing historical data by data 
mining also allows the user to predict the factors 
that cause tax delays [15]-[17]. This was done by 
importing the data into RapidMiner Studio to create 
three types of forecasts, namely Decision Tree [11], 
Naïve Bayes [12], and Neural Network [13].

II. OBJECTIVE

	 1. To develop a business intelligence system to 
collect data of taxpayers with Visual Studio (SSDT) ​​
to build SQL Server Integration Services (SSIS) and 
then use SQL Server Analysis Services (SSAS) to 
create a cube. Additionally, use SQL Server Reporting 
Services (SSRS) to create reports [4]-[10].
	 2. To predict the factors of delayed tax payment in 
Lam Sam Kaeo Town Municipality using data mining 
techniques [17]-[25].

III. RELATED WORK

	 Develop business intelligence with SQL Server, 
which consists of a business intelligence process that 
can be described as follows: 
	 ●	 The data warehouse must be designed carefully 
by dividing it into dimension tables and fact tables 
with primary keys and foreign keys. In this case, 
the design consists of dimension tables (dates, land, 
land address, owner address, and utilization) and 
one fact table (land tax) with relevant constraints 
defined by primary keys and foreign keys. Then the 
raw spreadsheet data can be extracted in Table I and 
II. [4], [5], [7].

TABLE I 
DIMENSION TABLE (DIM DATE)
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TABLE II 
FACT TABLE (FACT_LAND_TAX) WITH LAND_NUM , ORDER_NUM, UTILIZATION_CODE, DATE_KEY 

AS FOREIGN K.EY

	 ●	 The next process is one of extracting, 
transforming, and loading (ETL) the spreadsheet 
data into the data warehouse using Microsoft Visual 
Studio (SSDT) and SQL Server Integration Services 
(SSIS). The dimension table will be imported first. The 
primary key and data type will be set appropriately 
before importing. The fact table will be imported last. 
To assure data integrity, we create foreign keys to 
associate with the primary key in each dimension 
table, then create an Entity Relationship Diagram 
(ER diagram) to check the database relationship. Each 
dimension table must have a primary key to point to 
the fact table, and the data that has been through this 
process is considered correct. It is stored in a data 
warehouse in Microsoft SQL Server Management 
Studio in Fig. 1 [4], [6], [7].
	 ●	 Using Microsoft Visual Studio (SSDT) to 
create SQL Server Analysis Services (SSAS), then 
create data source to retrieve data that we need 
from the data warehouse in Microsoft SQL Server 
Management Studio by selecting the database name 
and selecting all the required tables. This must include 
a dimension table and a fact table. Then create a data 
source view and select all the tables that we want 
to display in the ER diagram, then create a cube by 
assigning a table of quantitative numerical values that 
can be calculated as a fact table and the rest will be 
a dimension table by selecting the fields that need to 
be analyzed. When finished, test the deployed data to 
see if it passes. If not passed, the error must be found 
and corrected. If passed, it is considered to be set up 
correctly in Fig. 2 [5], [6].

	 ●	 Display, after the deployment is successful, go 
to tab browser to select the output as a spreadsheet, 
which is a symbol of the program Microsoft Excel. 
The display can select data in the columns of the 
dimension table and fact table as needed in order 
to be able to create a dashboard to summarize the 
selected information. Then the size, color, font, 
various graph styles, tables, and dashboard designs 
can be customized for the executive report Fig. 3 [6].
	 ● 	Report display, use Microsoft Visual Studio 
(SSDT) ​​to create SQL Server Report Services (SSRS) 
as a more complex report format. You can import data 
from the data warehouse to select only the attributes 
that you want to display. When deployed, the data 
will be imported into a web browser, which can be 
browsed using a web browser Fig. 4 [6]-[10].

IV. DEVELOPMENT OF BUSINESS INTELLIGENCE 
SYSTEM TECHNIQUE

A.	 Data Warehouse Design (Snow Flake Schema 
Dimension Model)

B.	 SQL Server Integration Services (SSIS)

	 Data imported into SQL Server Management 
Studio becomes a data warehouse with a snowflake 
schema dimension model. There is a processing list 
from spreadsheet to database in Fig. 1. 

•	Dim_Date import to be OLE DB Dim_date
•	Dim_Land import to be OLE DB Dim_Land
•	Dim_Land_Address import to be OLE DB 

Dim_Land_Address
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•	Dim_Owner import to be OLE DB Dim_Owner
•	Dim_Owner_Address import to be OLE DB 

Dim_Owner_Address

C.	 SQL Server Analysis Services (SSAS)

	 SSAS will bring Dimensional Table and Fact 
Table after verifying ETL process from SSIS into a 
data warehouse. Data were analyzed by using Cube. 

Tables were analyzed as follows: Dim_Date, Dim_
Land, Dim_Land_Address, Dim_Owner, Dim_
Owner_Address, Dim_Utilization, Fact_Land_Tax 
in Fig. 2.

Fig. 2. Relation model Snow flake schema.

•	Dim_Utilizations import to be OLE DB Dim_
Utilizations

•	Fact_Land_Tax import to be OLE DB Fact_
Land_Tax

Fig. 1. Use SQL Server Integration Services (SSIS) to extract, transform, and load (ETL) process by using Visual Studio (SSDT) ​​create SSIS 
using spreadsheet import into SQL Server Management Studio.
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Fig. 3. Cube browser has the following data attributes: SSN, Full_Name, Parcel_Num, Rai, Ngan, Wa, Value of Square Wa, Utilization describe, 
House tax 2019, Discount 90, Payment 90, Real_Tax_Pay.

D.	 SQL Server Report Services (SSRS)

	 SSRS report issuing report is to bring data from 
the data warehouse to produce a more complex table 

report by selecting the attribute to be exported and 
able to deploy to display on a web browser.

Fig. 4. Create a report on web browser.

V. PREDICTION DATA WITH DATA MINING 
TECHNIQUE

	 Analyze the factors of delayed tax payment 
with RapidMiner Studio consisting of the following 
techniques: 
1)	 Decision tree (J48) is a tool to help make strategic 

or operational decisions in a business, government 

agency, or other organization by using a decision 
tree. It resembles an upside-down tree. Where the 
very first note at the top will be the root of the tree 
called the Root Node, where each node will display 
attributes as a Branch, each branch will show the 
results in the test, and the Leaf Node will show the 
results of classification data in Fig. 5 [11].
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Fig. 5. Decision Tree

2)	 Naïve Bayes classification is a technique that uses 
probability theory according to Bayes’ Theorem 
as an algorithm for classifying data. It works by 
learning the problems that arise to create new 
classification conditions. There is a principle for 
calculating the probability of predicting results. 
It is a technique for solving a classification 
problem that can predict the outcome. By 
analyzing the relationship between two or more 
variables to create a probabilistic condition for 
each relationship. Suitable for the case of a 
large number of samples and each attribute is 
independent of the other. The probability of the 
data in Eq. (1) [12].

(1)
Naive Bay’s equation

Where P(h/D) is the probability distribution of the 
hypothesis, h using the data D. According to the 
theory,

•	P(h) is the previous probability of the  
hypothesis, h.

•	P(D) is the previous probability of the sample 
data set, D.

•	P(h|D) is the probability of h when known D.
•	P(D|h) is the probability of D when known h.

3)	 A Neural network is a structure for processing 
information that is similar to the neurons in the 
human brain. It consists of a basic processor called 
neural processing and occurs in a sub-processor 
called a node, which simulates the behavior of a 
cell-signaling between nodes connected in three 
layers: the input layer, the hidden layer, and the 
output layer in Fig. 6 [13], [14].

Fig. 6. Neural network

•	The input layer is numeric data. If it is qualitative  
data, the data must be converted to a quantitative 
format acceptable to the neural network.

•	The hidden layer is an intermediate step. They 
function like deep learning. Each layer can 
have as many neural nodes as possible, and the 
increase affects the performance.

•	The output layer model is the actual result of 
the learning process of the neural network [13].

TABLE III
ORGANIZE THE DATA IN A TABULAR FORM FOR EASY 

CALCULATIONS.
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Symbols used in the calculations
 	 Xĳ		 is the observation I in the procedure j 
			   when 	 i = 1, 2, 3, …, n
				    j = 1, 2, 3, …, k
 	 Tj		 is the sum of the observations in the 
			   procedure J.
​​ 	 T.		  is the sum of all observations. 
 	 T.		  is the number of data in the group J.
 	 N		  is the total number of data.

4)	 The variance between the groups (Sum of Square 
Between the Groups (SSB)) is the variance 
between the mean of the data of each group. It is 
calculated in Eq. (2) [13], [14].

(2)
(4.1)	Sum of Square Within the Groups (SSE) is 

the variance between data within the same 
group. It is calculated in Eq. (3) [12].

(3)
(4.2)	The total variance (Sum of Square Total: 

SST) is the total variance of all data from 
all populations in Eq. (4) [13], [14].

(4)
	 In this research, the researcher used Analysis of 
Variance (ANOVA) to compare the performance of 
the three forecasting models because ANOVA was 
able to compare two or more forecasting models. This 
makes it appropriate to compare the performance of 
the forecast model. The data to be analyzed for a 
variance must comply with the following prerequisites 
[13], [14].

● The samples were randomly drawn from the 
normal distribution. 

● The Population must independent of each other .
● The number of population variances must have 

the same amount.
(4.3) Accuracy is a measure of accuracy to 

compare forecast models to find a suitable 
model. Determination of work efficiency in 
Eq. (5) [13].

(5)
			   TP	 is positive correct prediction value.
			   TN 	 is negative correct prediction value.
			   FN 	 is a positive error prediction value.
			   FP 	 is negative faulty value.

(4.4) 	Precision is a measure of whether the forecast 
is true. The accuracy of the forecasting 
model can find the precision in Eq. (6) [13]. 

(6)
			   TP	 is a positive prediction value. 
			   FP	 is a negative prediction error value.

(4.5)	Recall is a measure of the forecast that is 
true. What is the ratio of all true values ​​of 
the forecast model? Remembrance can be 
found in Eq. (7) [13].

(7)
			   TP 	 is a positive prediction value. 
			   FP 	 is a positive prediction error value.

(4.6)	Tool 
			   In this research, the researcher used 
spreadsheet data to collect a survey for forecasting 
factors causing a delay in local tax payment. 
By extracting data from spreadsheet and using 
RapidMiner Studio as a tool to experiment with 
forecasting models each model could be compared 
[17]-[20].

VI. RESULTS

	 The results of the research can be summarized 
into three parts:
	 Part 1 Comparison of Decision Tree, Naïve Bayes, 
and Neural Network Analysis.
	 Selecting three forecast models to find Accuracy, 
Precision and Recall in each forecast model, which 
will consist of the following operations. Import Data 
is to retrieve data in spreadsheet format, prepared for 
use in forecasting with various forecasting models. 
Select attributes is the selection of attributes to be 
used as a class in forecasting, and Cross Validation is 
to test the performance of each forecast model which 
uses RapidMiner Studio as a forecasting tool.
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	 The process of creating a forecast model using a 
decision tree (J48) consists of operators as follows: 
first, forecasting with a Decision Tree forecast model, 
then the application of the created forecast model to 
make predictions. Finally, measure the performance 

of the forecasting model, for attributes such as 
Accuracy, Class Recall Accuracy, Class Precision 
accuracy, etc.
	 The forecasting process with the Decision Tree 
Forecasting Model is shown in the figure in Fig. 7.

Fig. 7. The core process of forecasting with various forecasting models.

Fig. 8. Forecasting process with decision tree forecasting model

	 After forecasting with the Decision Tree Forecasting Model, the results are as shown in Table IV. 

TABLE IV 
FORECAST RESULTS WITH DECISION TREE FORECASTING MODEL

Model Accuracy Class Recall
(True Yes)

Class Recall
(True No)

Class Precision
(Pred. Yes)

Class Precision
(Pred. No)

Decision Tree 96.00% 96.00% 96.00% 97.56% 93.51%

Decision Tree Forecasting Model Accuracy = 96.00% Accuracy of Tax Factor Forecasting True Variable Yes = 96.00% Accuracy of Tax 
Factor Forecast False Variable No = 96.00%

	 Forecasting modeling process using Naïve Bayes 
consists of the following operators: first is forecasting 
with the Naïve Bayes forecasting model, then the 
application of forecasting models. Finally, measure 
of the performance of the forecast model, such as the 

Accuracy, Class Recall accuracy, and the accuracy 
of the Class Precision class, etc.
	 Forecasting process with the Naïve Bayes 
forecasting model as shown in the figure in Fig. 9.

Fig. 9. Forecasting process with the Naïve Bayes forecasting model
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	 After forecasting with the Naïve Bayes forecasting model, the results were as shown in Table V

TABLE V
FORECAST RESULTS WITH THE NAÏVE BAYES FORECASTING MODEL

Model Accuracy Class Recall
(True Yes)

Class Recall
(True No)

Class Precision
(Pred. Yes)

Class Precision
(Pred. No)

Naïve bayes 92.00% 100.00% 78.67% 88.65% 100.00%

Naïve Bayes Forecast Model Accuracy = 92.00 % Tax Factor Forecast Accuracy True Variable Yes = 100.00 % Tax Factor Forecast Accuracy 
False Variable No = 78.67%

		  The process of building a forecast model using 
a neural network consists of the following operators: 
forecast with a neural network forecast model, apply 
the forecasting model that has been created, then use 
measure the performance of the forecast model, in 

terms of Accuracy, Class Recall class accuracy, the 
accuracy of the Class Precision class, etc.
	 Forecasting Process with Neural Network 
Forecasting Model in Fig. 10.

Fig. 10. The forecasting process with the Neural Network forecasting model.

	 After forecasting with the Neural Network forecasting model, the results are shown in Table VI.

TABLE VI
FORECAST RESULTS WITH NEURAL NETWORK FORECAST MODEL

Model Accuracy Class Recall
(True Yes)

Class Recall
(True No)

Class Precision
(Pred. Yes)

Class Precision
(Pred. No)

Neural Network 96.50% 96.00% 97.33% 98.36% 93.59%

Neural Network Forecasting Model Accuracy = 96.50% Accuracy of Tax Factor Forecast True Variable Yes = 96.00% Accuracy of Tax Factor 
Forecast False Variable No = 97.33%

	 Part 2 Compares the performance of Decision Tree, Naïve Bayes, and Neural Network forecasting models using 
ANOVA statistics in Fig. 11.

Fig. 11. Comparison of forecasting models with Rapid Miner Studio
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	 Comparison of all 3 forecast models by using ANOVA statistics. Comparison of forecast models results as 
shown in Table VII.

TABLE VII 
ANOVA FORECAST MODEL COMPARISON RESULTS

Source Square Sums DF Mean Square F Prob

Between 0.007 2 0.004 1.817 0.182

Residuals 0.053 27 0.002

Total 0.060 29

	 The comparison of forecast models with ANOVA 
statistics revealed that the Decision Tree, Naïve 
Bayes and Neural Network forecast models had F = 
1.817 and Prob = 0.182, which were not significantly 

different at the 0.05 level. The three forecasting 
methods were not significantly different. Therefore, 
any type of forecasting model can be used in research.

Fig. 12. Forecast results factors of delay payment with Decision Tree

	 From the forecasting of delayed local tax factors 
to Lam Sam Kaeo Town Municipality in 2020 with 
the Decision Tree forecasting model in Fig. 12. 

		  1)	IF Forget = “≤ 0.500” = “No” 
				    #No means: Forget to pay tax”.
		  2)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “> 0.500” = 
				    “Yes” 
				    #Yes means: lack of E-payment method.
		  3)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “≤ 0.500” 
				    AND No_Time_or_Too_far = 
				    “> 0.500” = “No” 
				    #No means: not worth the time and cost  
				    to travel to the local government  
				    organization. 

		  4)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “≤ 0.500” AND  
				    No_Time_or_Too_far = “≤ 0.500” AND  
				    Not_receive_Local_Tax_Letter =  
				    “≤ 0.500” = “No” 
				    #No means: not receive tax letter to  
				    inform tax from local government  
				    organization. 
		  5)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “≤ 0.500” AND  
				    No_Time_or_Too_far = “≤ 0.500” AND  
				    Not_receive_Local_Tax_Letter =  
				    “≤ 0.500” = “Yes”
				    #Yes means: receive tax letter to inform  
				    tax from local government organization.
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VII. CONCLUSION

	 The business intelligence system is a convenient 
way to collect data, calculate taxes, check tax 
payments, and make decisions about Land and 
Building taxes for Local Administration officers. The 
prototype developed in this project was given to five 
Local Administration officers to test. They found the 
program satisfied their needs and they could easily 
customize the reports to make them convenient.
	 A technique was used to predict the factors 
resulting in delayed tax payment: comparing the three 
forecasting models of Decision Tree, Naïve Bayes, 
and Neural Network, found no significant difference 
at 0.05 level (the ANOVA test found that F = 1.817 
and Prob = 0.182.) The researcher chose the Decision 
Tree forecasting model to use in forecasting factors 
of late local tax payments in 2020.
	 The ANOVA test identifies whether there is a 
significant difference between groups. It allows you 
to decide whether you can reject the null hypothesis 
that there is no difference between the groups, and 
accept the alternate hypothesis that the groups are 
different. 
	 It was found that the lack of electronic tax 
payment options (Lack of E-Payment) has the greatest 
impact, followed by forgetting to pay taxes (Forget) 
in second place. A solution approach is to add the 
payment status along with the payment due date and 
compare them. If the payment status is “NO” after 
the due date, that means the villager forgot. The 
delinquent villager can then be sent a reminder letter 
containing a QR code payment instruction to Lam 
Sam Kaeo Town Municipality bank account and ID 
Line to make payment easy and convenient. 
	 Business intelligence (BI) can help companies 
make better decisions by showing present and 
historical data within their taxpayer context. 
Analysts can leverage BI to provide performance and 
competitor benchmarks (another local government 
organization) to make the organization run smoother 
and more efficiently. Analysts can also more easily 
identify the problems to increase tax. With this 
knowledge, the local administrators will be able to 
solve the problem in the following year.

VIII. DISCUSSION

	 The research found the main factors that delayed 
local taxation to Lam Sam Kaeo Town Municipality 
in 2020. Three different forecasting models were 
compared using a sample of 200 local taxpayers 
in Lam Sam Kaeo Town municipality. The factors 
for delaying tax payment to Lam Sam Kaeo Town 
Municipality are discussed as follows:
	 From the forecast of factors causing the delay in 
local taxation to Lam Sam Kaeo Town Municipality 
it was found that 

•	Decision Tree analysis found that if the sample 
group forgot to pay the tax it would result in the 
most delay in tax payment.

•	 If the sample group has a problem with tax 
payment via electronic transaction system, i.e., 
Prompt Pay, it will result in the second most late 
tax payment.

•	 If the sample group has to pay the tax in person, 
and considers it not worth the time and cost 
to travel to the local government organization 
because the distance is far, this would result in 
delayed tax payment as well.

•	 If the sample does not receive a letter to inform 
them of the land and building tax, this will have 
the effect of delaying the payment of taxes. 

•	 If the sample received a letter to inform them 
of the land and building tax, then there will be 
no effect on the late tax payment.

	 From the analysis, the factors affecting the 
late payment of local taxes to Lam Sam Kaeo 
Town Municipality were found. The two major 
reasons resulting in late payment of local taxes 
to the municipality are a) that people forgot and  
b) people found it difficult or inconvenient to make 
the payments. 
	 Furthermore, according to the research comparing 
the efficiency and accuracy of the three forecast 
models, the Neural Network analysis model has an 
accuracy of 96.50%; the Decision Tree at 96.00%; and 
the Naïve Bayes model with an accuracy of 92.00% 
were not significantly different at level 0.05 therefore, 
any forecasting model can be used in forecasting. In 
this research, the researcher chose the Decision Tree 
forecasting Model to determine the factors affecting 
the late payment of local taxes to Lam Sam Kaeo 
Town Municipality because the decision tree model 
is a top-down tree-like structure that explains the 
decision-making rules for prediction.
	 At each step, a decision is made based on the 
attribute in question, and the result generates a branch 
of the tree. Using this divide and conquer approach, 
classification rules are generated. The rule is a path 
from the root node to an end node. An advantage of 
the Decision Tree is that the information gained can 
be used in feature selection as well [14]. That is why it 
is a widely popular and easy-to-understand algorithm. 

XI. SUGGESTIONS

	 1)	In the future this research should be a group 
analysis by village numbers. Adding a method 
for collecting data on surveys of the remaining 
uncompleted land areas to gain insights into the 
decisions of local administration officers.
	 2)	Since it is the first year that the Land and 
Buildings Tax Act 2019 has been applied, there is 
still a lack of payment systems through the transaction 
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system. Electronic is Prompt Pay and the address 
of the taxpayer changes as well. As a result, the 
tax is delayed. Therefore, Lam Sam Kaeo Town 
Municipality can apply the research results to solve 
the problem in the coming years.
	 3)	The results of the analysis can be used as a 
guideline for solving the problem of late tax payments 
to Lam Sam Kaeo Town municipality. For example, 
the development of a business intelligence system 
to collect complete and current data about land 
ownership and taxation, and generate reports about 
who pays taxes on time, late or forgets to pay taxes. 
This will save a lot of administration time, as well 
as reduce the need to create and store a lot of paper 
forms. This will result in more tax collection covering 
the entire municipality and reduce delays in tax 
payments.
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