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Abstract—With the development of technology,
there are more and more crowdfunding projects.
However, it is hard for a human to understand such
projects easily. Therefore, this study aims to provide
a better solution for extracting keywords from each
crowdfunding project so that everyone can quickly
understand the core of these projects. In this study,
we compared the performance of four keyword
extraction methods on crowdfunding projects.
The experimental results show that Bert performs
better in precision, recall, and f-measure than
NLTK, LIAAD, and Harvest algorithms. Moreover,
we compared four pre-training models based on
Bert and found that the distills-based-multilingual-
cased-vl model worked better than others with
74.0% in precision and 85.0% in F-measure.

In addition, we also created a corpus of 106,869
pairs of text and its keyword for keyword extraction
based on crowdfunding projects.

Index Terms—Crowdfunding Projects, Web-
data, Searching API, Keyword Extraction, Bert
Model

1. INTRODUCTION

Why extract keywords?

In the era of the information explosion, information
can be easily accessed on the internet, but humans
cannot easily understand most of them. We need to

'https://www.weiyangx.com/122711.html
*https://zhuanlan.zhihu.com/p/32325090
*https://medium.com/@daniel kupka
“https://www.amz123.com/thread-348221.htm
*https://www.kickstarter.com/help/stats

extract some information that we are interested in.
We can employ keyword extraction for such tasks.
The extraction of keywords can also be called text
label extraction. For example, “today’s roast pork is
really good”, the word in the text “roast pork™ can be
considered a keyword or a label of this sentence. This
keyword can express the meaning of the sentence
to a certain extent. For example, if the word “roast
pork” is used in a text classification task, it can imply
information with the category of “food”. There are
normally two groups of methods for such keyword
extraction: supervised and unsupervised methods. The
supervised approach can achieve high accuracy, but
the disadvantage is that it requires many labeled data
and high labor costs. Compared with the supervised
methods, the unsupervised methods have lower data
requirements. Therefore, the application of such a
method in the field of keyword extraction is more
popular. In this study, we compare some of the common
unsupervised keyword extraction algorithms, namely
NLTK, Harvest, LIAAD, and a supervised method,
namely Bert.

Why extract keywords from crowdfunding
projects?

We found the failure rate of crowdfunding projects
in 2015', 2017°, 2019°, 2020°, and 2021°, and we
compared the failure rate of 2015, 2017, 2019, and
2021, as shown in Fig.1. From Fig.1 we can see that
the failure rate of crowdfunding projects is high and
has been rising except 2021.
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Fig. 1. Failure rate of crowdfunding projects

There are two reasons for the decline in the failure
rate in 2021. Firstly, there were fewer crowdfunding
projects this year, as shown in Table I. Although
Kickstarter only displays all the data since its estab-
lishment in 2009, we can calculate that there were
only 73,068 projects published in 2021 and there
were 92518 projects published in 2020. There was a
21% reduction in the number of projects published.
Secondly, the failure rate in 2021 was updated on
December 2, 2021, missing a month. These two reasons
lead to the decline in the failure rate in 2021.

TABLE I
COMPARISON OF NUMBER OF PROJECTS PUBLISHED IN 2020
AND 2021

List 2009- - 2009- 2009 2020 2021

2019 2020 2021

Number
of projects 378000 470518 543586 92518 73068
published

Number of
successful 133724 175169 212713 41445 37544
projects

Since the high failure rate of crowdfunding projects,
so we wanted to use keyword extraction to understand
the main content of the project, which can be used
to determine the feasibility of the project further.
For example, the Fontus project claimed that it is a
self-filling water bottle, especially designed to fit your
bicycle. This water bottle will refill itself as you ride
on your bike. It can create 0.5 liters of water per hour
out of solar power and air. This device was designed
to capture the moisture content in the air, condense it
and store it as safe drinking water. The air stream you
generate while riding is used here in place of a fan to
pass large amounts of air into the chambers without
needing extra energy sources. If you look at how the
Fontus bottle advertises its ability to absorb water

from the air, it seems logical to the layman. The Fontus
bottle claims to be a small dehumidifier: it sucks
air into the bottle and condenses to trap moisture
when the air cools, using small solar panels to power
the process. We all know how dehumidifiers work,
so it seems simple enough. However, to produce 0.5
liters of water in 1 hour as Fontus claims, a 250-watt
solar panel with a surface area of 1.5 square meters is
required to operate at 100% efficiency! This is a huge,
rooftop-sized solar panel--definitely not the small
panel that Fontus is equipped with. It is less than
1/6 of the required panel size. Secondly, condensing
moisture from humidity into water requires 9000
BTU/gal, if the air is already at the dewpoint, 100%
humidity. 0.5 liters of water requires 1195 BTU to
condense. If this water bottle was the efficient of a
central air conditioner, this would use 92 watt-hrs
of electricity. But Peltier solid-state cooling is like
10th the efficiency of air conditioning systems, so
Fontus bottle needs about one kilowatt-hr. to make 0.5
liters of water in 100% humidity conditions. Although
Fontus is equipped with a 250-watt solar panel, it
would need four hours of work. This is a pretty huge
contrast to the 0.5 liters per hour. In summary, this water
bottle sounds logical but technically impossible.

Now, the product seems to have died, pitting many
investors. It is because we do not know enough to see
that Fonts does not have technical support to deliver
the product. If we get the “self-filling water bottle”
keyword extracted from the web data, we can quickly
know the project. If we get the “produce 0.5 liters of
water in 1 hour” keyword extracted from the web data,
we can use it to search for feasibility on the Internet.
Therefore, keyword extraction on crowdfunding
projects is very important, due to such keywords
might provide a better understanding of the project.

This is a relatively frontier research, we focus
on keyword extraction and contradiction detection
on crowdfunding projects. Most research on fake
information is focused on fake news from social
media, and research on fake crowdfunding projects
is limited. So we decided to explore this direction,
we thought that this innovative research will be more
popular on crowdfunding platforms. This study is
only the first step, the first step is the comparison of
keyword extraction on crowdfunding projects, and
the next step is the knowledge extraction to identify
possible fake projects.

II. RELATED STUDIES

There are many methods for extracting keywords,
roughly divided into the following three categories:
statistical-based methods, graph-based methods,
and semantic model-based methods. The statistical
methods which we will explain include Term-Frequency
(TF), Term Frequency-Inverse Document Frequency
(TFIDF), Natural Language Toolkit (NLTK) [1] and
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Yet Another Keyword Extractor (YAKE). Term-Frequency
(TF) is the simplest method, which calculates the
score by the frequency of words in the document.
The main problem with word frequency is that it does
not consider structural and semantic information and
cannot distinguish synonyms. TFIDF is a simple but
effective method proposed by Salton [2] in 1988,
and it calculates each term in a text by considering
two factors: one is the term’s word frequency in the
document, i.e., TF, and another is the Inverse Document
Frequency (IDF), which measures how many texts
contain the term. IDF is mainly used to penalize those
terms that appear in many texts, and these terms are
usually some irrelevant deactivation words, etc. The
whole core idea of TFIDF [3] is that the importance of
aterm in a document depends on the frequency of the
term in the document and the number of occurrences
in other documents. However, the TFIDF algorithm
also has obvious drawbacks. It is not comprehensive
enough to measure the importance of a word by
its frequency simply, and sometimes the important
words may not appear many times [4]. NLTK is a
well-known natural language processing library for
Python [5], which comes with classification, word
separation and other functions. In this study, we
combined RAKE and NLTK to form RAKE-NLTK,
it achieved 62.4% of F-measure based on the GMB
corpora [1]. If applied to crowdfunding project, the
results might be different. Harvest Text [6] is a library
that focuses on unsupervised (weak) methods and
can integrate domain knowledge (e.g., types, aliases)
for simple and efficient processing and analysis of a
domain-specific text. It has many features such as text
cleaning, new word discovery, sentiment analysis,
entity recognition linking, keyword extraction,
knowledge extraction, syntactic analysis, etc. David
Gotz et al. [7] presented an intelligent visual analytic
system called Harvest, which was designed to empower
everyday business users to derive insight from large
amounts of data. They found that there was a 75%
reduction in error rate on average. When a task was
performed using Many Eyes, it achieved 22% of error
rate; when a task was performed using HARVEST, it
achieved 5.6% of error rate. They attributed the sharp
drop in error rate to Harvest’s ability that can let users
easily explore data from different angles. Yet Another
Keyword Extractor (YAKE) is an unsupervised
keyword extraction algorithm[8]. It relies on statistical
features of text extracted from a single document to
select the most important keywords in the text. Ricardo
Campos et al. [9] proposed YAKE to extract keywords
from single documents, and compared it with
RAKE, TextRank, SingleRank and TFIDF. Based
on the Schutz2008 database, YAKE achieved 9.1% of
F-measure, TextRank achieved 8.2% of F-measure,
TFIDF achieved 4.3% of F-measure, SingleRank
achieved 3.7% of F-measure, RAKE achieved 0.6% of

F-measure. So, YAKE performed better. The core idea
of the statistical-based approach is to calculate the score
of each word or phrase in the text, and it is possible
that all words can be sorted with the scores, then
the top n words with the highest scores are obtained
as the keywords of the text [10]. The statistical
features include co-occurrence frequency, symmetric
conditional probability, modified association measure,
chi-square, mean distance, length similarity, and
word frequency. In medical or biological fields, many
information extraction systems and studies rely
on a certain corpus. Qu et al. [11] proposed a new
approach to address English medical OOV terms.
Unlike most existing methods for translating English
OOV terms into Chinese, their candidates are selected
by a machine learning system with the support of
different features, and the best candidate selection
results in the highest correct rate of 86.79% using
features such as lift, frequency, and distance together.
This suggests we may employ more features to find
a better keyword.

Secondly, the Graph-Based Approaches include
PageRank [12], TextRank, SingleRank, TopicRank,
and PositionRank. PageRank was first used to calculate
the importance of web pages, and TextRank is a
graph-based ranking algorithm for text [13]. The basic
idea is derived from Google’s Page Rank algorithm,
which automatically extracts many meaningful words
or phrases from a given text. The original text is split
into sentences. In each sentence, deactivated words
are filtered out, and only words of the specified lexical
nature are retained. It results in a collection of sentences
and a collection of words [14]. TopicRank treats topics
as clusters of similar key phrases [15], which are
ranked according to their importance in the document,
then top n most relevant topics are selected, and each
topic selects one most important key phrase to represent
the core keywords of the document.

Thirdly, Semantic Models include Linear
Discriminant Analysis (LDA) [16], Hidden Markov
Model (HMM) [17], Recurrent Neural Networks
(RNN), and Bidirectional Encoder Representations
from Transformers (Bert), etc. The keyword or phrase
extraction based on semantic models is generally
supervised learning. It treats keyword extraction as
an annotation task to determine whether the word
is a keyword or not; or after classifying the text, it
automatically learns the weight score of each word
in the text based on the attention layer, and extracts
keywords according to the score. These methods
are all supervised learning and require labeled data
for training the model. Zhang et al. [18] proposed
a 2-layer RNN model that treats keyword and key
phrase extraction as an annotation classification task to
determine whether each word is a keyword or a key
phrase. The first layer of the model is used for the
keyword recognition task, and the second layer is
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used for the key phrase recognition task. Fusion
weights the loss functions of two tasks as the final
loss function. The proposed RNN model achieved
80.97% of F-measure on automatically extracting
keyphrases from single tweets. BERT is a pre-trained
language model, and the full name is Bidirectional
Encoder Representations from Transformer.
It means that it is a bidirectional encoder representation
based on Transformer [19]. As the name suggests,
Bert uses the Transformer. It can take the
word that precedes and follows it into account
while processing a word to get its meaning
in the context. We know that Transformer’s
attention mechanism has a good effect on feature
extraction of words in context. Overall, the Bert model
uses the popular feature extractor Transformer and
implements a bi-directional language model, giving
it good performance. Yili Qian et al. [20] proposed a
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text keyword extraction method based on Bert, and
compared it with TFIDF, TextRank, and LDA. Based
on 300 scientific papers downloaded from Wanfang
database, TFIDF achieved 36.4% of F-measure,
TextRank achieved 40.7% of F-measure, LDA
achieved 42.0% of F-measure, a keyword extraction
algorithm based on Bert and multi class feature fusion
achieved 43.6% of F-measure. The results show that
the combination algorithm based on Bert is better than
the single extraction algorithm. However, there is still
room for improvement. For example, Bert uses the
original Transformer. Although it is powerful, now
there are some more powerful and improved versions;
another place leftto be improved is the Mask mechanism
of Bert, which can be used to train the Bidirectional
language model, but this will lead to inconsistency
between pre-training and fine-tuning on downstream
tasks.

Use Internet to
retrieve snippets

Take the project name
and its category as input

. |Judge correctness
or not

4

Keyword extraction

Fig. 2. The overall flow chart of the study

title
...Space Industries |
» Tobertsspaceindustr Follow the
ies. com/ development of Star
C...

input url

“Star Citizen

starcitizen. mmmos. ¢ Star

om/

Home Page :
Citizen

BE| Star Citizen —
EfRaRAIEE

starcitizen. howar3l
. com/s

star citizen — BE#
3

fanyi. baidu. com
%=

EFfri R Star Citizen
(B

Star Citizen
FEFrAFKStar CitizenP

=R E
starcitizen. jeuxonl
ine. info/

www. yxbao. com/game

558. .. html STRE T #_E PR FRStar

starcitizen. wikia. ¢ Star Citizen Wiki |

om/ Fandom

PN AO{ATVP {7 A REFRE <
Epra K> (Star

www.kickstarter. com|Star Citizen by Cloud

/projectsfc. .. Imperium Games

Fig. 3. Example of snippet retrieval
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Roberts Space Industries is the official go—to website for
all news about Star Citizen and Sguadron 42. It also hosts
the online store for game items...

EFUILFmE AR EIFE, EaE BiFtm

Star Citizen 1s a space trading and combat sim. It will run
on windows and linux. It was 100% crowd funded on
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the focus had shifted to
the film star, to
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III. OUR APPROACH

In this section, we describe our approach, and
it has two major steps: information retrieval and
keyword extraction, as shown in Fig. 2. Next, we
introduce the information retrieval and the keyword
extraction.

A. Information Retrieval

We found a list of the highest-funded crowdfunding
projects on Wikipedia'. With the data from Wikipedia,
we used the Internet to retrieve information. The first
step is snippet retrieval of the project. We separated
the retrieved snippet into three different fields in the
database: URL, title, and summary. Moreover, input
is the project’s name, as shown in Fig. 3.

The name of the crowdfunding projects may be
ambiguous, thus the retrieved information may not
be related to the project. For example, we search for
the “EOS” project, and there may be a person or a
song called “EOS”. Therefore, we need to find an
efficient way for making our query text less ambiguous.
There are four ways of constructing the query text:
searching the name of the project, searching the name
of the project and its category, searching the name
of the project and its crowdfunding platform, and
searching the name of the project plus category plus
crowdfunding platform, as shown in Table 1I. We
compare A to the name of the project, B to the category
of the project, C to the crowdfunding platform of
the project.

TABLE II
FOUR DIFFERENT SEARCH METHODS

Search Method Instance
“name+category”  “Star Citizen+H FIizk” “A+B”

Shortening

“name” “Star Citizen” “A”
“name-+category+  “Star Citizen+Hl T-JiF 4%
gory : “A+B4CY
platform” +Kickstarter”
“Star
“name-+platform” “A+C”

Citizen+Kickstarter”

Note: A= name of the project itself, B=category of the project,
C = crowdfunding platform of the project

We conducted a test to find out which search
method is better. We searched the first 20 projects of
the list of highest-funded crowdfunding projects on
Wikipedia. Each project intercepted ten snippets, 20
projects intercepted 200 snippets. The feedback snippets
of each search method are different, So we got 8§00
different snippets in total. We used 800 snippets to
compare the effective ratios in these four search
methods. We judged the correctness of each snippet.
When the input is “A”, the number of correct snippets
is 143, the effective ratio is 71.5%; And when the

"https://en.wikipedia.org/wiki/List_of highest-funded crowdfunding

projects (last accessed on 1 October 2021)

input is “A+B”, the number of correct snippets is 180,
the effective ratio is 90%; When the input is “A+C”,
the number of correct snippets is 115, the effective
ratio is 57.5%; And when the input is “A+B+C”, the
number of correct snippets is 129, the effective ratio
is 64.5%. By calculating 800 snippets, we found that
searching the name of the project and its category
to retrieve snippets is the most efficient and least
intrusive way of constructing the query text.
The effective ratio is arranged from high to low, as
shown in Table III.

TABLE III
EFFECTIVE RATIOS OF DIFFERENT INPUT
OF SNIPPET RETRIEVAL

Input Nun;ll)lei;;): t\;alid Effective Ratio
“A+B” 180 90%
“A” 143 71.5%
“A+B+C” 129 64.5%
“A+C” 115 57.5%

In summary, this study selected the input “A+B” for
Internet snippet retrieval. We set up a programmable
search engine by calling the API. We changed the
region, language, and website in the basic setting of
the programmable search engine. The region is set to
all regions, which returns more contents; the language
is set to simplified Chinese, because this study is more
concerned with extracting Chinese characters. The
websites to be searched are shown in Table IV. These
ten websites often appeared when we searched project
information manually.

TABLE IV
LIST OF WEBSITES

Number Website

1 http://www.doc88.com
sogou.com

weibo.com
www.zhihu
www.bing.com
www.csdn.net
www.sohu.com

https://zol.com.cn

O 0 N N U B~ W

www.baidu.com

—
(=]

www.google.com

Then we used MySQL to create a database and
created a table containing ID, Keyword, URL, Title,
Summary. Next, we employed Google Search
API to retrieve information automatically, and such
information was saved into the database.
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B. Keyword Extraction

We reviewed papers to find seven best keyword
extraction methods. Of these seven methods, only
four perform well in Chinese. These four methods
are NLTK, LIAAD, Harvest, and Bert. Among these
four methods, there is only one supervised method
called Bert. So we make up for this shortcoming by
comparing four models based on Bert.

TABLE V

INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY, Vol. 6, No. 2 July-December 2022

Firstly, we compared NLTK, LIAAD, Harvest,
and Bert using three different types of documents.
Although we limited the language to simplified
Chinese, there were still English results. “testen” is
a pure English document; “testch” is a pure Chinese
document; the “test” document is half Chinese and
half English. The results show that the Bert model is
better, and the selected candidates are closer to the
document’s meaning, as shown in Table V.

DIFFERENT METHODS FOR EXTRACTING KEYWORDS

Testen

Testch

Test

The iBackPack has the capability to hold
all of your electronics. There is an optional
built-in WiFi connection and batteries

LI, BIZRI0 2, IRFIFRZR e
BZA, S A B RO R A, 5
A FE SR, A T4 B G % i I

sz Stellaris PC ik, Stellaris
Infinite Legacy #4it /fEsxki 4x Hitis
A F AT ELAR AN VAR 1 5 ] P9 72 98 R PR e

Original galore. It includes a 20,000 mAh primary,  ¥i[X. S A2 ARZEZEREH— MR 4, & Stellaris PC iz 5440, Stellaris
text 8,000 mAh secondary, and a halfa dozen  #fRSAT NI, DGR BGR FAERTHIME Infinite Legacy f&—#mrfl 2 % 4 #Bisfs
other batteries that ensure your electronics &, SR FFCELERENFAZERADGE  mr 2 nr dx BUEREK, B Sl 24
are constantly charged. FFEZE. S MEH S P SEAE TR L B T K
(7R 8T 50 TR ZER -
000 mah secondary’, ke ORIRIFRZR ‘stellaris infinite legacy f&—#alfit 2
000 mah primary’, LR ) R, Z 4 AITEMEAN 2 N Ax BURRERR,
‘wifi connection’, SRR A E R ‘stellaris infinite legacy #ft /#E= XK
NLTK ‘optional built’, Rt E S, Ax AR,
‘constantly charged’ hR FETTRZBEN stellaris pe YRR,
“ifi stellaris pe ik 5 A,
lféﬁﬁl‘i%'}d)ﬂﬂ%ﬁ%f@ﬁ%ﬂkq—‘%ﬁﬁmj
U t / LRIMR, QGRS FZRE, Wk, ML, B, Bus, AMER
arves G, X SEFIZBPEH stellaris’,
‘dozen’, SRt rp E S, L TRT BRI S ARG J45 7 T - 13 43¢ T
‘electronics’, A SR AL o
‘batteries’, RIS AV LA (A E NIV S AR E B N BRI AR
Bert 207, TR, IR,
‘wifi’ TR AR B B — AN, ‘legacy FEft THENNY 4x B,
USRI E A AT R A ‘legacy @Mt 2 & 4 LLEMEHN
2 NI Ax LA R
‘the’, EOME, BIFRGE DM, PR ERY  stellaris’,
‘your’, e, - MAEEE YA, infinite’,
‘electronics’, A E S0, AT A BRI T % ‘legacy’,
LIAAD ‘ibackpack’, il X AR AR B I — A BRI,
‘has’ e MARSAT AN, BORIR DGR AR MR, FLAa ] SRR ek

FitJ i, WOGR AR R 536 i o
WO R SRR D (REE. i

PR FETTE K,

G, 5 TRARRIFZE

However, individual cases do not represent the
whole, and we will use more data to determine
whether the Bert model is the most suitable method
for this study. Next, we will explain to you the four
methods we compared.

1) NLTK

NLTK is a natural language processing library
for Python. A virtual example is shown in Table V1.

TABLE VI
A VIRTUAL EXAMPLE OF NLTK

Original Selhf, iR R e, TREARZE e ez
text i, JEEE A [ S R AL
C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14
Input C15C16C17C18C19C20P3C21C22C23C24C25C26
C27C28C29C30C31C32C33C34
C21C22C23C24C25C26C27C28C29C30C31C32
Output C33C34,
C4C5C6C7C8C9C10
Bt A [ ST R B
Answer o
R 2246 5 5 1 i

Indexed in the Thai-Journal Citation Index (TCI 2)



INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY, Vol. 6, No. 2 July-December 2022 7

2) LIAAD
Yake is a lightweight unsupervised automatic
keyword extraction method mentioned. A virtual
example is shown in Table VII.

TABLE VII
A VIRTUAL EXAMPLE OF LIAAD

Original S, EVRMEISME, AERRL DMk

Text i, JEEE— A B A R AL
C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14
Input C15C16C17C18C19C20P3C21C22C23C24C25C26

C27C28C29C30C31C32C33C34

C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14
Output C15C16C17C18C19C20P3C21C22C23C24C25C26
C27C28C29C30C31C32C33C34

SO, MRMELDME, FHKRREDMEE

Answer

3) Harvest
HarvestText has many features such as keyword
extraction, knowledge extraction, etc. In this study,
we used it to obtain keywords in the text based on
algorithms such as Textrank, tfidf, efc., using JIEBA
for word separation and TFIDF for extraction. A virtual
example is shown in Table VIIIL.

TABLE VIII
A VIRTUAL EXAMPLE OF HARVEST

Original S, BRI SM, AERRL D MkE

Text i, JEER— A B HE A R AL

C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14

Input C15C16C17C18C19C20P3C21C22C23C24C25C26
(C27C28C29C30C31C32C33C34
C1C2C3,

Output C14C15C16C17

A P

nswer _

ZIL A

4) Bert
BERT isapre-trained language model mentioned.
In this study, we used it for keyword extraction.
A virtual example is shown in Table IX.

TABLE IX
A VIRTUAL EXAMPLE OF BERT

Original &5, BIZRA6 2T A, IRfIFRZ ST fekze i,

Text SR L A SO R A
C1C2C3P1C4Cs5C6C7C8C9C10P2C11CI12
Input C13C14C15C16C17C18C19C20P3C21C22C23C24

C25C26C27C28C29C30C31C32C33C34
C21C22C23C24C25C26C27C28C29C30C31C32

Output C33C34,

Ci1C2C3

Je Bt A [E S R B
Answer B

P i

Secondly, we compared four pre-trained models
based on Bert for keyword extraction. Assuming
that the most similar candidate to the document is a
good keyword/keyphrase representing the document,
converting the document and the candidate into a
vector, we used the cosine similarity between the
vectors to calculate the similarity between the
candidate and the document. The top five most similar
candidates of the document are used as the resultant
keywords, as shown in the Table X. M1=quora-
distilbert-multilingual, M2=distilbert-base-nli-
mean-tokens, M3=distiluse-base-multilingual-
cased-v1, M4=distiluse-base-multilingual-cased-v2.
After comparison, we found that the M2 worked
better, showing excellent performance in the similarity
task. We applied the comparison to the large-scale
data in an attempt to draw a conclusion that was not
individual cases. We searched all 120 projects to
generate 5340 snippets. For these 5340 snippets, we
used four models based on Bert to generate 64,044
keywords, such information was saved into the
database, as shown in Fig. 4. These 64,044 keywords
are the large-scale data for further research.

TABLE X
KEYWORD EXTRACTION UNDER DIFFERENT MODELS BASED ON BERT
Model Top 5 Characteristic
CROAE
WIS TS (A

Human results

S AR

A E RO R AL

R IR A SRR Y

AR

B e A

I Efif e v ACEE ZR B 2R A — AR

M1 TEREFZER
CHARSAT AR

Use parallel data in
more than 50 languages
and fine-tune

B ER AR IS S SV IE YN e

AP E AR,
A RO R AL
M2 RS DR B AT ZR OIS R RE

STSb performance:

IR PSSR R 85.16

USRI A A A B
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TABLE X

KEYWORD EXTRACTION UNDER DIFFERENT MODELS BASED ON BERT (CoN.)

Model Top 5 Characteristic
WL ST e (.
IR,
M3 TR REI R Support 15 languages
ERGBILME

IR A SRR A e

S AR

FRBCR TR RS

Support more than 50

M4 NG SR T 6= (A laneuages

RIS S ARE & L YEVE A TYSE S S guag

R fif R AREE SRR I — A
input summarylD summary kw1 kw2 kw3 kw4
Star Citizen + ('You can download and play Star Citizen .
o Alpha 3. EFEL download alpha alpha
Star Citizen + ('You can download and play Star Citizen SOVTEEITRT AT SOTEHTERTRAS AXTREEATSEE AEInEEATESES
EE T Alpha 3... ITEAENEE =mAEaEE = =
Star Citizen + 7 ('You can download and play Star Citizen download facebook SNTEMTRTRATE SLATEMTRTRERAS
EETihTRE Alpha 3... TTARNESE TTFEENES
Star Citizen + 2 ('RSI's Spectrum is our integrated . ek - :
T s e rs integration community community
Star Citizen + 5 (RSI's Spectrum is our integrated ach - i - -
BT EEIUAY S B game interaction integrate integrate;
Star Citizen + 3 (RSI's Spectrum is our integrated et forums icteoaetion T
EETE community and p... sk 2 AESgr=I0 IEERg T
Star Citizen + (EBFibFL. Satisfactory. BFHHE. i ™atEE R, e A 5
i 3 T, ION, AT .. BV BAMAHERET EAMAMEETET BT
Star Citizen + (EBFF5%. Satisfactory. BB, == A3EE AR TSR T
e 3 T, IGN. LA TTaAE.. 4530820 AHETUEGHEEANT AHTRAGHEENST  war
Star Citizen + (EBFbFE. Satisfactory. BTFHEE. i MadEE A TS 5 e 3 —
T 3 FEET. IGN. ST AR, ARTERINAANT 4530520 BTG TR eR AN
Star Citizen + ( (22K (552 Star Citizen) 2EETE 7 s Sy =y
BT i Microsoft Windows#Lin... =TE LR =i =TaE
Star Citizen + a C (EFRLAERY (B52: Star Citizen) £2EEE windowsHllinux 2745k EFARE—Tmmorpg  windowsHllinuxZ2FTESK EfFEE—Tmmorpg
BT Microsoft Windows#Lin... TERIE T B SEHETR B
Star Citizen + 4 ( {EFAREY (B3 Star Citizen) 2EBEE EFAEE—Tmmorpg  windowsHllinux2FFH5R EFAREE—mmorpg  windowsHlinux2FFEIA
EEFTR Microsoft WindowsHILin... bi:533 SIERIETF R p2vd SEHIETF R

Fig. 4. Example of different keywords extracted by four models based on Bert in database

IV. RESULTS AND DISCUSSION

In this section, as shown in Fig.5, we describe
the results of information retrieval and keyword
extraction.

Input Information retrival Keyword extraction Correctness

NLTK

Llst' ﬁ 1 v |, 1349 keywords

l ‘15915 keywords L ==

Retain Kickstarter and LIAAD - I
Indiegogo platforms — Yo |, 1984keywords
| Uselnternetto ————

15626 keywords e

LstA | Harvest
T - _,l 1533 keywords
lnzaA keywords —-_
5340 —
Take the project name summaries

and its category as input -_— Bert-M1
o, omn keywordsJ

[15011 keywordsJ ‘

retrieve snippets

Bert-M2 ‘
__,\L 1670 keywords.

16011 keywords. —
I

Bert-M3

1] 2676 keywords

16011 keywords| L _—
L ==

Bert-M4

— ;4,\\ 2475 keywords
16011 keywords. —
L —

Fig. 5. The overall flow chart of the project with results

A. Data Source

This study used two datasets: List A, List A’. List A
is the original dataset on Wikipedia, which is a list of
the highest-funded crowdfunding projects (including
those that failed to receive funding), and List A’ is
a list of projects from A with only Kickstarter and
IndieGoGo platforms retained. In this study, we focus
on the keyword extraction of the 5340 summaries
retrieved from 120 projects in List A’ to select a better
method and model.

For these 5340 snippets, we used NLTK, LIAAD,
and Harvest to generate 42,825 keywords, and used
four models based on Bert to generate another set
of 64,044 keywords. We hired five master students
to help us mark the correctness of these keywords.
Finally, we created a corpus to storage those tagged
106,869 pairs of text and its keyword for keyword
extraction based on crowdfunding projects.

B. Method Comparison

After the keyword extraction, the next step is
evaluation. The project-related keywords will be
selected from all the keywords extracted. Different
methods resulted in 58836 keywords. We artificially
marked correctness to derive the precision, recall,
and F-measure of each method in the field of
crowdfunding projects.
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TABLE XI
TOTAL NUMBER OF KEYWORDS IN DIFFERENT METHODS
Method Total Number of Correctness
Keywords
NLTK 15915 1349
LIAAD 15626 1984
Harvest 11284 1533
Bert 16011 2676

There are 120 projects. Each project retrieves 100
summaries, sometimes less than 100, and ends up
with 5340. We took 5340 summaries as input, and
set the number of keywords extracted to 3 for each
method. Thus, NLTK got 15915 keywords, LIAAD
got 15626 keywords, Harvest got 11284 keywords,
and Bert got 16011 keywords. As shown in Table XI,
Harvest extracts the least keywords because it is based
on the jieba-tfidf algorithm for keyword extraction,
while JIEBA is only applicable to only Chinese word
separation', so the difference between the Harvest and
other methods is as high as four thousand, but the
content of this study focuses on Chinese content, so
we only consider the precision rate, recall rate, and
F-measure.

As shown in Table XII, the results show that
the Bert model works better because the selected
candidates are closer to the document’s meaning.

TABLE XII
COMPARISON OF DIFFERENT METHODS

Method Total Number  Effective Precision Recall F-measure
of Keywords  number

NLTK 15915 1349 8.5% 1 15.6%
LIAAD 15626 1984 12.7% 1 22.5%
Harvest 11284 1533 13.6% 1 23.9%
Bert(V1) 16011 2676 16.7% 1 28.6%

From Fig. 6 we can see that NLTK has the
lowest F-measure, only 15.6%. Bert has the highest
F-measure, with 28.6%. It is better than the other three
methods, the most important reason is that only Bert
can obtain the bidirectional feature representation
of the context among these four keyword extraction
methods. So, Bert is the most suitable method for
extracting keywords on crowdfunding projects.

'https://github.com/fxsjy/jieba (last accessed on 1 October 2021)

Comparision of Different Methods

40.00%

30.00%

20.00% 15.60% e
o 12.70%

10.00% 8-5“’5

0.00%

NLTK LIAAD HarvestBert(v1)

Fig. 6. Comparison of different methods

C. Model Comparison

Next, the comparison of different models
based on Bert is shown in Table XIII. Different
models resulted in 64044 keywords, we marked
the correctness of keywords and calculated the
F-measure of each model, as shown in Table XIII. M 1=
quora-distilbert-multilingual, M2=distilbert-base-
nli-mean-tokens, M3=distiluse-base-multilingual-
cased-v1, M4=distiluse-base-multilingual-cased-v2.
And “0” means incorrect, “1” means correct. From
Table XIII, we can see that M3 works better.

TABLE XIII
COMPARISON OF DIFFERENT MODELS WITH 64044 KEYWORDS

Total Number

of Keywords 1 0 Precision Recall F-Measure
M1 16011 2274 13737 14.2% 1 24.9%
M2 16011 1670 14341 10.4% 1 18.8%
M3 16011 2676 13335 16.7% 1 28.6%
M4 16011 2475 13536 15.5% 1 26.8%

From Fig.7 we can see that M3 has the highest
F-measure of 28.6%. While M2 only has 18.8% of
F-measure. Although an example shows that M2
performs better, but large-scale data shows that M3
performs well.
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Comparision of Different Methods
35.0%

0 28.6%
30.0% 26.8%

24.9%
25.0%
20.0% 18.8%
16.7%
[ el i
. (] %
. 10.4% jjz i ::
10.0% -Z-ZE ;.:.E ::_:_
5.0% {1 - ﬁ'ﬁ'
0.0% B . = .: . i

i precision #® F-measure

Fig. 7. Comparison of different models

In order to find out the effect of data size, we
divided the number of snippets feedback into four
sub-sets: TOP25, TOP50, TOP75 and TOP100. We
compared the performance of Bert-M1, Bert-M2,
Bert-M3 and Bert-M4 under these four sub-sets.
When only the first 25 snippets were taken for each
project, M3 achieved the highest F-measure of 30.0%;
When the first 50 snippets were taken for each project,
M3 achieved the highest F-measure of 30.1%; When
the first 75 snippets were taken for each project, M3
achieved the highest F-measure of 29.1%; When the
first 100 snippets were taken for each project, M3
achieved the highest F-measure of 28.6%. We found
that the performance of M3 is always the best model
regardless of the size of the data, as shown in Table
XIV.

TABLE XIV

COMPARISON OF DIFFERENT METHODS ON
DIFFERENT SIZES OF DATA

Method TOP N TOP25 TOPS0 TOP75  TOP100

True 881 1293 1340 1349
Total 8449 13625 15348 15915
NLTK  Precision 10.4% 9.5% 8.7% 8.5%
Recall 65.3% 95.8% 99.3% 100%
F-score 18.0% 17.3% 16.1% 15.6%
True 1283 1877 1974 1984
Total 8382 13395 15062 15626
LIAAD Precision 15.3% 14.0% 13.1% 12.7%
Recall 64.7% 94.6% 99.5% 100%
F-score 24.8% 24.4% 23.2% 22.5%

Method TOPN TOP25 TOPS0 TOP75  TOP100

True 967 1443 1523 1533
Total 6401 10125 11070 11284
Harvest Precision 15.1% 14.3% 13.8% 13.6%
Recall 63.1% 94.1% 99.3% 100%
F-score 24.4% 24.8% 24.2% 23.9%
True 1461 2121 2251 2274
Total 8500 13717 15444 16011
Bert-M1 Precision 17.2% 15.5% 14.6% 14.2%
Recall 64.2% 93.3% 99.0% 100%
F-score 27.1% 26.6% 25.4% 24.9%
True 1076 1551 1649 1670
Total 8500 13717 15444 16011
Bert-M2  Precision 12.7% 11.3% 10.7% 10.4%
Recall 64.4% 92.9% 98.7% 100%
F-score 21.2% 20.1% 19.3% 18.8%
True 1674 2465 2634 2676
Total 8500 13717 15444 16011
Bert-M3  Precision 19.7% 18.0% 17.1% 16.7%
Recall 62.6% 92.1% 98.4% 100%
F-score 30.0% 30.1% 29.1% 28.6%
True 1550 2277 2439 2475
Total 8500 13717 15444 16011
Bert-M4 Precision 18.2% 16.6% 15.8% 15.5%
Recall 62.6% 92.0% 98.5% 100%
F-score 28.2% 28.1% 27.2% 26.8%

We also compared the performance of NLTK,
LIAAD and Harvest under these four sub-sets, as
shown in Table XIV. From the data point of view,
the smaller the TOPN, the smaller the recall rate.
However, as TOPN becomes larger, the accuracy
rate will also decrease under normal circumstances.
So the performance can be judged by the F-measure
in combination. We found TOP25 always had the
highest F-measure, because the noise was minimal
at this time. We can think that the higher the ranking
of the snippets retrieved on the Internet, the more
relevant the snippet and the project, and the higher
the correct keyword extraction rate. But there are
two exceptions: when the method is Bert-M3, TOP50
has the highest F-measure of 30.1%; and when the
method is Harvest, TOP50 has the highest F-measure
of 24.8%. These two methods have better anti-noise
performance, because they change little with the
change of TOPN.

In summary, the experimental results show that the
M3 model performs best When the first 50 snippets
are taken for each project.
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In addition, in order to show that when the first
50 snippets are taken for each project, Bert’s M3
model is the most suitable method for this study, we
compared the keywords extracted by Bert with the
keywords extracted by human. We computed the ratio
of the edit distance to the length of max (stringl,
string 2). 0 means that the sequences are identical,
while 1.0 means that they have nothing in common.
When the ratio of the edit distance is between 0-0.6,
we think that the keywords extracted by Bert are
true. We used the keywords extracted manually as
the ground truth, and found that F-measure was as
high as 74.0%, F-measure was as high as 85.0%. The
details are shown in Table XV.
TABLE XV

COMPARISON OF KEYWORDS EXTRACTED BY
MACHINE AND HUMAN

Human M3-Edit .
Results Distance Precision Recall F-Measure
3192 2465 1823 74.0% 100% 85.0%

V. CONCLUSION AND FUTURE WORK

In this research, we proposed Bert to extract
keywords from crowdfunding projects, and compared
it with NLTK, LIAAD and Harvest, Bert performed
best. Compared with the four models based on
Bert, M3 performed best. Based on 106,869 pairs
of keywords, Bert’s M3 model is the best keyword
extraction method for crowdfunding projects. And
when retrieving TOP50 snippets, M3 performed better,
it achieved 85.0% of F-measure. Keyword extraction
is widely used in the field of NLP. If we can accurately
describe the document with a few simple keywords,
we can understand whether an article is what we need
by just looking at a few keywords, which will greatly
improve our information acquisition efficiency.

In the future, we plan to study the effect of mixing
these Bert models on the keyword extraction of
crowdfunding projects. Because the five candidates
selected by M3 are not all optimal in TABLE IX: it
does not propose the word “Zf— 4t A [E H FList =7,
while M2 does. So, we may consider a mixture of
several models. For example, we may use the M3
to select the first two candidates and use the M2 to
select the first three candidates, so that the combined
five candidates will be more similar to the text than
the candidates selected by a single model. We think
selecting candidates by a mixture of different models
will be more similar to the keywords that were
selected by human.
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