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Abstract—Pedestrian Information Search
(PIS) has gained attention for its wide range of
practical applications. The main objective of
PIS is to find a matching object in a set of scene
images or videos. Early work on PIS focused on
image-based search. With the advent of deep
neural networks, PIS can be freed from the
limitations of the search source. Therefore,
a systematic study of PIS is necessary. In this
paper, we review the research results of PIS based
on different modalities in terms of the origin of
the PIS task, the development history of PIS, and
the methods of training and evaluation of PIS
models. We selected the better-performing
models for experiments. We summarize and
comparatively evaluate the experimental results.
Finally, we discuss some of the present problems
of PIS and some meaningful future research
directions.

Index Terms—Pedestrian Information Search,
Pedestrian Detection, Pedestrian Re-Identifica-
tion, Deep Learning, Neural Network Models

1. INTRODUCTION

Pedestrian Information Search (PIS) is an important
and challenging task in computer vision, especially
in human-targeted tasks. PIS aims to achieve an
effective search for target pedestrian information in
a variety of search scenarios. PIS has great potential
for application in real-world search scenarios of
surveillance videos. Therefore, this paper presents
a comprehensive survey of work related to PIS.

PIS is an end-to-end technique for Pedestrian
Detection (PD) [1] and Pedestrian Re-Identification
(PRel) [2] in panoramic images. PIS needs to
accurately derive the coordinate position information
and identity information of pedestrians in the image.
Considering the actual pedestrian information
retrieval function, the PIS can be divided into the joint
execution of PD and PRel tasks.

Since 2004, PD has received extensive attention
and research [3]. PD, as a kind of target detection,
mainly extracts features by manually designed feature

extraction methods [4]. For example, the study in
[5] achieved PD by designing a unified framework
approach. However, the research of Enzweiler and
Gavrila [6] showed that the accuracy of manual feature
extraction is not high. Meanwhile, the emergence
of deep neural networks has brought anew development
direction for PD technology. Liu and Stathaki used
CNN networks to complete the detection task in their
research [7]. The research results of Zhai et al. [8]
show that deep neural networks can greatly improve
accuracy.

PRel was proposed for this task as early as 1996
[9]. However, PRel gained widespread attention
after being reintroduced in 2006 at the CVPR
(International Conference on Computer Vision
and Pattern Recognition). PRel is a technique for
determining the presence or absence of specific target
pedestrian information in an image or a video
sequence [10]. PRel has been reintroduced for two
main reasons: 1) the lack of acquisition of pedestrian
information in the research conducted at that time [11]
and 2 the deep neural networks have been applied
so that higher-level features can be acquired [12].
PRel can acquire more and deeper pedestrian
information. In PD systems, pedestrian sample
information is always ignored. Therefore, better
accuracy and efficiency can be achieved by linking
PD and PRel tasks [13]. Researchers have indicated
that the combination of PD and PRel techniques
can indeed enhance the performance of pedestrian
information retrieval [14]. Unlike PD and PRel, the
main challenge of PIS is to query the gap between
people. PIS needs to deal with extra details. PIS
can be categorized into Image-based Pedestrian
Information Search (IPIS) and Natural Language-
based Pedestrian Information Search (NLPIS)
according to the search source.

Image-based Pedestrian Information Search
(IPIS) is performed using the detection image as the
search source. IPIS benefits from the fact that there
is the source for conducting the search is explicit.
In the study of Sun et al. [15], they successfully
implemented pedestrian information retrieval using
images by training a CNN model. However, IPIS
suffers from the limitation of search sources [15]. IPIS
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cannot be applied in many scenarios. When the search
source image is not available, free-form natural
language-based character search is very convenient
[16].

NLPIS is another major PIS category that uses
free-form natural language as a search query. NLPIS
is more challenging than the IPIS problem. In practice,
the effects of factors such as morphology, occlusion,
resolution, and background responsibility can make
the PIS task more challenging [17]. Therefore, NLPIS
requires that discriminative features need to be
learned first before text character matching.

The feature extraction methods of NLPIS are
mainly divided into manual feature-based methods
and deep feature-based methods. For handcrafted
feature-based pedestrian information retrieval
methods, a common approach will use handcrafted
features such as Histogram of Oriented Gradients
(HOG), Local Binary Patterns (LBP), and Color
Histograms [ 18] to obtain information such as shapes,
colors, and textures. Hand-designed features are
usually interpretable and understandable because they
are constructed based on domain expertise. However,
hand-designed features are relatively sensitive to
changes and deformations in the data and may be
less adaptable to changes in lighting, viewing angle,
and background. For deep feature-based approaches,
use deep learning models to learn higher-level feature
representations from images. The deep features can
be selected from the deep learning models suitable
for pedestrian information retrieval. Deep features
are acquired with more freedom compared to manual
features [19]. Deep neural networks commonly used
for deep features are Convolutional Neural Networks
(CNN), Recurrent Neural Networks (RNN) [20], etc.
The application of deep neural networks also foresees
the need for data preprocessing and training of deep
neural network models. The pre-processing workload
for deep feature extraction is relatively high.

While manual feature-based methods are still
effective in some scenarios [21], manual feature-based
pedestrian information retrieval methods do not
perform well when dealing with complex scenarios
and highly variable conditions [22]. Manually
designed features cannot capture all the variations and
information in the data. Deep learning models can
automatically learn the features in the data to better
adapt to different scenes and changes. The rise of
deep learning methods in recent years has gradually
replaced some of the manual feature-based methods.
The advantages of deep learning methods are more
significant when dealing with large-scale and complex
datasets [23]. Overall, deep feature-based PIS methods
have achieved significant results in many applications
[24].

NLPIS will also involve the matching relationship
between two modalities of information, text and

image. In the early stage of research on PIS, PIS
used unimodal learning. Single modality learning in
PIS refers to the process in which the model learns
information from image perception modalities only
[25]. Single-modality learning is relatively simpler
and intuitive because the model only has to process
data from one perceptual modality. Therefore, single
modality learning is computationally efficient and has
arelatively single task. With the improvement of PIS
requirements, PIS is no longer a simple determination
of whether there is a human or not. Therefore, the
necessity of cross-modal pedestrian information
retrieval has been emphasized in more studies [26].

Cross-modal refers to the process of information
interaction or learning between different perceptual
modalities. The cross-modal approach allows the
system to acquire rich information from different
perceptual modalities, which helps to improve the
comprehension and representation of the input data
by the system. Cross-modal learning helps to improve
the generalization ability of pedestrian information
retrieval models as it can learn more abstract and
generic representations from multiple modalities,
rather than just representations specific to one
modality. Overall, unimodal learning may not be able
to handle the complex relationships of multimodal
information in real-world applications involving
multimodal inputs, thus limiting its use in these
scenarios. Single-modality learning is suitable
for specific tasks and data contexts but has some
limitations in processing multimodal information
and improving generalization [27]. With the research
and development of multimodal learning, more and
more approaches are exploring how to effectively use
information from different modalities to improve
system performance.

Some relevant datasets and evaluation metrics are
also investigated. Common quantitative evaluation
metrics in the field of pedestrian information search:
Precision, recall, F1 score, rank-k accuracy, and Mean
Average Precision (MAP) score. Meanwhile, we
selected the latest PIS research projects for replication
[28]. We will use rank-k accuracy and mAP to evaluate
the existing models.

II. RELATED STUDIES

In this section, we introduced the tasks associated
with the PIS task.

A. Pedestrian Detection

Pedestrian Detection (PD) is the detection of
traveling people in the input image. PD needs to
locate the position of pedestrians. The application
scenarios of PD are extremely wide, including but
not limited to pedestrian retrieval in surveillance and
automated driving. The main step in the study of PD
as a target detection task is to select the region by
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traversing. Feature extraction is performed during PD
with manually designed feature extraction methods.
Finally, PD can be achieved by classifying the
extracted features. Cao et al. [29] proposed a detection
framework that relies on handcrafted features and
linear classifiers to achieve PD. Following the 2004
PD, the detectors were improved based on the research
of Ribeiro et al. [30], and ICF, ACF, LDCF, and SCF
were proposed [31].

However, the development of pedestrian detection
methods has also taken a turn for the worse with the
emergence of deep neural networks. The emergence
of deep neural networks has brought a new direction
to pedestrian detection techniques. Researchers have
combined artificial features with stronger classifiers.
Ribeiro et al. [30] used SCF as a detector combined
with a deep neural network as a classifier for the
detection task. Experiments have shown that access
to deep neural networks has improved the accuracy
of pedestrian retrieval substantially. Byeon and Kwak
[31]used an ACF detector and trained an R-CNN-type
neural network to generate pedestrian candidates. The
study of Sheng et al. [32] implements the subdivision
of pedestrian detection into pedestrian attributes
and scene attributes [33]. Combine filtered channel
features with CNN networks, following the traditional
idea of manually designing a feature convolution
kernel [34]. Propose an algorithm for learning
complexity-aware cascades by seamlessly integrating
manual and CNN features into a unified detector. Ma
and Gao [35] use LDCF detectors and CNN models
to construct part pools for local detection to deal with
occlusion problems. Cai et al. [34] achieve the best
trade-off between accuracy and speed. Meanwhile,
[36] shows that deep neural networks can automatically
learn high-level features of the target object without
relying on manually designed feature extraction
methods. Deep neural networks can extract robust
features that are independent of the environment,
increasing the robustness of detection.

In the early stage of pedestrian detection,
researchers use R-CNN to generate candidate
suggestions first, and then apply classification
and regression algorithms to filter the candidate
suggestions [37]. Based on R-CNN, Fast R-CNN,
proposed by Zhang et al. [38] achieves further
improvement in detection time and performance.

B. Pedestrian Re-Identification

Pedestrian Re-Identification (PRI) is also known
as Pedestrian Re-Identification. PRI is a technique
for determining the presence or absence of a target
pedestrian in an image or video sequence [10]. The
current research direction of the PRI technique can
be roughly divided into feature extraction and metric
learning.

In terms of feature extraction, most of the PRI
research uses a combination of manual features and

deep features. PRI researchers will first extract
distinguishable features using manually designed
feature extraction, and then learn higher-level
features through deep learning neural networks. More
PRIs innovate in structure to improve performance.
For example, [39] designed two new convolutional
layers to obtain the relationship between pairs of
pedestrian images whose inputs have been aligned and
cropped. Chen et al. [40] designed four convolutional
layers and 2 fully connected layers to extract feature
information from pedestrian images. In metric
learning, PRI solves the problem of PRI by learning
a distance metric [41]. Proposed KISSME, which
uses likelihood ratios to determine similarity using
statistical inference, proposed the null space to solve
the problem of small sample sizes encountered in
metric learning [42].

Traditional deep learning methods mainly use
pairwise or ternary distance loss functions to supervise
the training process [43], [39] input a pair of cropped
pedestrian images into the network. Utilized ternary
samples and managed to make the feature distances
between pedestrian samples of the same identity as
close as possible. Another approach is to consider
the PRI problem as a multiclassification problem.
Similarly, as the number of categories increases, using
the Softmax loss function for PRI makes the process
very slow or even fails to converge [44].

From the development history of PRI, we can find
that after 2014, deep learning-based PRI task models
have gradually gained the favor of most researchers.
However, due to the size and singularity of the
dataset, deep learning has not achieved as much
success in PRI as other computer vision techniques.
There is still much space for improving the
performance and scene applicability of PRI tasks.

C. Pedestrian Information Search

Pedestrian Information Retrieval (PIS) is an
end-to-end technique for detecting and recognizing
pedestrians in panoramic images. PIS outputs
information about the coordinates of the position
of pedestrians in the image, as well as information
about their identity. In terms of actual functionality,
PIS can be considered as a joint task of PD and PRI.
However, simply connecting the two tasks together
cannot obtain good accuracy and efficiency.

Xu et al. [45] achieved PIS by modeling the
common and unique characteristics of pedestrians
through a sliding window search strategy. However,
their research results show that simply connecting
the two tasks cannot achieve good accuracy and
efficiency. Proposed an end-to-end single CNN PIS
framework [46]. Xiao ef al. achieved simultancous
processing of two tasks in a single CNN. Meanwhile,
proposed an Online Instance Matching (OIM) loss
function to effectively improve the performance of
neural networks. Investigated the overall impact of
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the performance of the pedestrian detection component
in the pedestrian search task. Used a two-stage strategy
to implement PIS with a pedestrian detection network
cascaded with a pedestrian re-identification network
[46],[47]. Liuet al. [48] used arecurrent neural network
to correct the pedestrian position in the panoramic
image step by step and match the pedestrians.
In traditional PIS studies, the dataset only contains
manually cropped pedestrian frames. Contributed
anew large-scale dataset, PRW, for pedestrian search.
These works are aimed at making PIS applicable in
integrated scenarios. These works aim to incorporate
PD and PRI into a complete framework to reduce the
mutual influence of the errors of the two otherwise
independent networks [49].

The proposed PIS has made its application
scenarios to become more leading with higher market
requirements for PIS. PIS in severe non-aligned
scenarios is a typical scenario. The focus of severe
non-aligned scenarios is to utilize multiple features
of the pedestrian images to achieve a reliable search
of target pedestrians. Specifically, the facial features
of the target will first be used to expand the target
pedestrian samples to indirectly search for target
pedestrians with large differences in body shape and
appearance in the image. Then, the search results
will be used to reverse search the sample with face
information, and the similarity between the face
features of the sample and the target face features will
be used to filter the search results to obtain the final
search results. The non-aligned scenario is closer to
the actual application scenario, and the research is
very significant. For example, in the study of Zheng,
Gong, and Xiang, they proposed a Probabilistic
Relative Distance Comparison (PRDC) model to
reduce the distance between true matches and false
matches [50]. Used the Deformable Part Model
(DPM) to generate the Market-1501 dataset. Zheng
et al. proposed a BoW descriptor method to try to
bridge the gap between image searches [51]. Sun et al.
proposed a Part-based Convolutional Baseline (PCB)

to learn the features noted by parts. The PCB uses
a simple uniform partitioning method to assemble
some of the informative features into convolutional
descriptors. However, their research requires images
that have been used as a search source. It also makes
PIS limited in many scenarios. Therefore, free natural
language-based PIS is being seen in more and more
studies [52].

Lietal. [16] proposed a recurrent neural network
(GNA-RNN) with a gated neural attention mechanism
using a recurrent neural network structure to solve the
problem of affinity between textual descriptions and
images of people. Krizhevsky et al. [53]used 1.3 million
high-resolution images from the LSVRC-2010
ImageNet training set to train a large deep convolutional
neural network to implement image-based PIS [54].
Modified the pre-trained BERT network by introducing
Sentence-BERT (SBERT). BERT is a well-trained net-
work for NLP [55], [56]. Reimers et al implemented
text-based PIS by using concatenated and ternary
network structures. However, the effect of unimodal
PIS is limited. Then, a cross-modality-based feature
extraction approach was verified to enhance the
performance of PIS [57]. Multiple feature extraction
requires multiple types of information to be
concentrated in a single system [28]. Proposed an
end-to-end learning framework, TIPCB. Using
a multi-stage cross-modal matching approach, visual
and textual representations are matched at multiple
levels. Zhang et al. [58] proposed two losses,
Cross-Modal Projection Matching (CMPM) and
Cross-Modal Projection Classification (CMPC),
which achieve image-text cross-modal feature
extraction [57]. Proposed an end-to-end Simple and
Robust Correlation Filtering (SRCF) framework to
extract key information and adaptively align local
features without the need for auxiliary tools.
In summary, multimodal-based PIS performs better
than unimodal PIS. A schematic of a typical
cross-modal PIS model is shown in Fig. 1.
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Fig. 1. A typical deep neural network model for cross-modal pedestrian information retrieval

Meanwhile, the research of Ye et al. [57] shows
that a suitable sample set can effectively improve the
performance of PIS. Existing PIS large-scale image
datasets that are heavily used are the MS COCO
dataset, the ImageNet dataset, and the CUHK-PEDES
dataset. The MS COCO dataset was first created and
released by Microsoft Research in September 2014.
MS COCO, as a large-scale image dataset designed
for the task of computer vision, has become one of the
most important benchmarks in the field of computer
vision. One of the important benchmarks in the field
of computer vision. The data in the MS COCO dataset
is rich and diverse. The richness and diversity of MS
COCO make it an ideal data source for computer
vision tasks. At the same time, the MS COCO dataset
has gone through several updates to meet the evolving
needs of computer vision research. The MS COCO
dataset has been progressively added with more
images, detailed annotations, and support for different
tasks. The MS COCO dataset updating process not
only increases the size of the dataset, but also improves
the coverage of the dataset in terms of complex
scenarios and a wide variety of objects. The MS
COCO data offers researchers have more challenging
and varied data sources for computer vision tasks.
researchers with more challenging and practically
relevant data support [59].

The ImageNet dataset is a large-scale image
database created by Stanford University [60]. The
ImageNet dataset is designed to facilitate research in
the field of computer vision. The ImageNet dataset
contains more than 14 million images. The images
inthe ImageNet dataset cover more than 20,000 different
categories of objects. The categories of the ImageNet
dataset cover a wide variety of objects, ranging from
animals and plants to everyday objects. The image
annotation of the ImageNet dataset is the addition
of relevant labels and annotations to each image.
The categories of the ImageNet dataset cover a wide
range of objects, from animals and plants to everyday
objects. The image annotation of the ImageNet
dataset is the addition of relevant labels and
comments to each image. The labels of the ImageNet
dataset describe the main objects or scenes that appear
in the image. The comprehensiveness and the wide
range of applications of the ImageNet dataset have
made it an important part of the image classification
task.

The CUHK-PEDES dataset was created and
released by the Research Institute of the Chinese
University of Hong Kong [16]. The CUHK-PEDES
dataset is a rich pedestrian dataset with annotations.
The CUHK-PEDES dataset is the first dataset created
specifically for PIS. The CUHK-PEDES dataset
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aggregates images from five existing pedestrian
re-identification datasets, including CUHKO3,
Market-1501, SSM, VIPER, and CUHKO01, resulting in
a large dataset of 40,206 images containing more than
13,003 individuals. Each image in the CUHK-PEDES
dataset has been carefully annotated by staff [16].
CUHK-PEDES uses two textual descriptions to
provide exhaustive details on the appearance,
movements, and poses of the characters. The textual
descriptions are rich in information, making
the dataset more challenging and complex for
practical applications [61]. Overall, all the above
datasets play an important role in computer vision
research. Different datasets provide rich and
extensive data resources for model training and
evaluation for image classification, target detection,
and other related tasks.

The PIS research process is shown in Fig. 2.
All the experiments were conducted based on this
training-validation-testing division, which helps the
researcher to compare and evaluate in a standard

( Pedestrian Information Search )

A 4

Dataset: CUHK-PEDES

A4
Split Dataset into

experimental setup. For performance evaluation,
the researcher uses different metrics to evaluate the
performance of the PIS task. The PIS task acts as a
retrieval task. For a given target pedestrian image,
after comparing it with the features of the samples
in the candidate set, the similarity between the query
pedestrian image and all the samples in the candidate
set is calculated, and finally, all the candidate targets
are sorted according to the similarity from highest to
lowest. When the similarity between the query image
and the matching image is higher, it means that the
performance of the pedestrian search model is better.
In the field of PIS, the commonly used quantitative
evaluation metrics are Rank-K accuracy [62] and
mean Average Precision (mAP) score [63]. In our
study, we used Top1, Top5, and Top 10 in the training
model to evaluate the performance of the model. mAP
is the average of the mean accuracy of all samples in
the query set. This division provides researchers with
a balanced and diverse dataset for model training and
performance evaluation.
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Fig. 2. Training process of a deep neural network model for cross-modal pedestrian information retrieval

III. COMPARING MODEI METHODS

In this section, we have selected different models
and datasets for the training of PIS models. For the
PIS task, the main choices are the selection of the
PIS model and the selection of the training dataset.
For model selection, we chose the cross-modal
pedestrian information retrieval model, the Res50Bert
model. Res50Bert model is a combination of ResNet50

and bert-base-uncased. Res50Bert model will train
both natural language feature information and image
feature information to improve the performance of
PIS. Meanwhile, the performance of the Res50Bert
model is better than the performance of other models
in existing PIS research [28]. Therefore, we choose
the Res50Bert model as the basic model for our
validation. For dataset selection, we chose the
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CUHK-PEDES dataset as the dataset designed for
the PD task. The detailed description of pedestrians in
the CUHK-PEDES dataset helps the model to better
understand the semantic information in the images,
which in turn improves its performance in real
scenarios. The CUHK-PEDES dataset is divided
into three non-overlapping subsets, which are used
for training, validation, and testing, ensuring that
individuals with the same identity do not appear in
different sets. In addition, for performance evaluation,
we adopted top-k accuracy as the primary metric for
the person retrieval task. At the same time, we also
calculated the mAP to analyze the overall performance
of the model. Meanwhile, the study of Suo et al. [64]
shows that the CUHK-PEDES dataset has better PIS

performance. Therefore, we choose the CUHK-PEDES
dataset as the training dataset.

In the process of studying the PIS task, we found
that among the image neural network models, the
performance of the EfficientNet neural network is
improved in both efficiency and accuracy compared
to the ResNet neural network model. Meanwhile, in
the process of understanding text models, we also
found several text models applicable to pedestrian
information retrieval: paraphrase-multilingual-MiniLM
-L12-v2 [65], distiluse-base-multilingual-cased-v2
[66], bert-base-nli-mean-tokens [67], all-mpnet-
base-v2 [68], MiniLM-L12-H384-uncased [69].
Thus, we trained the base model and its different
combinations as shown in Table I.

TABLE I
CROSS-MODAL PIS MODEL TRAINING RESULTS
Pedestrian
Information Image Model Text Model Rank1 Rank$s Rank10 mAP
Retrieval Model
Res50Bert ResNet50 best-base-uncased 0.595992  0.800582 0.867647 0.507627
ResSOPMML12V2  ResNet50 paraphrase-multilingual-MiniL M-L 12-v2 0.577085  0.789754  0.860698  0.493230
Res50DBMCV2 ResNet50 distiluse-base-multilingual-cased-v2 0.584034  0.792178 0.863445 0.497706
ResSOBBNMT ResNet50 bert-base-nli-mean-tokens 0.573368  0.791370  0.864092  0.490792
ResSOAMBV2 ResNet50 all-mpnet-base-v2 0.588235  0.789916 0.868778  0.500985
Res50MLH384U ResNet50 MiniL M-L 12-H384-uncased 0.578539  0.786316 0.837750  0.497329
EB1Bert EfficientNet Bl  best-base-uncased 0.605992  0.805582 0.869647 0.509627
EBIPMMLI12V2 EfficientNet Bl  paraphrase-multilingual-MiniL M-L 12-v2 0.314156  0.554299 0.665482 0.264532
EBIDBMCV2 EfficientNet Bl distiluse-base-multilingual-cased-v2 0.526503  0.754848 0.840175 0.450074
EBIBBNMT EfficientNet Bl  bert-base-nli-mean-tokens 0.499199  0.742400 0.826811  0.425028
EBI AMBV2 EfficientNet Bl  all-mpnet-beste-v2 0.577085  0.789754 0.860698 0.493230
EBIMLH384U EfficientNet Bl ~ MiniL M-L 12-H384-uncased 0.080478  0.214447 0.316742 0.076245

From Table I, we found that the basic model
reaches about 60%. The experimental results indicate
that both different text models and image models
affect the performance of the PIS model. At the same
time, the experimental results also illustrate that there
is a possibility that the combination of different
text models and image models can enhance the
performance of PIS.

IV. CONCLUSION AND FUTURE WORK

Our study focuses on a systematic review of
pedestrian information retrieval. Firstly, we introduce
the pedestrian search task and the pedestrian
re-identification task. After the introduction of
pedestrian search and pedestrian re-identification
focus is on the pedestrian information retrieval task,
which is a combination of the two tasks. In this paper,
we focus on the feature extraction method, modality,
and dataset of PIS. We summarize the performance
of unimodal and multimodal pedestrian information
retrieval tasks. Existing research shows that
multimodality is fully capable of implementing

free-form natural language-based PIS. The imple-
mentation of natural language-based pedestrian
information retrieval also heralds the possibility of
a higher degree of freedom in human-computer
interaction. Meanwhile, we validate the current best-
performing model using experimental replication.
The experimental results show that although the PIS
performance has been improved, the accuracy still
cannot reach a high level. Therefore, natural language-
based PIS still deserves more time and effort.

Atthe same time, the existing studies are incomplete.
First of all, the existing studies have been conducted in
English. There is a lack of research on other languages.
Other languages, such as Chinese, which has a large
number of speakers in the world, and Thai and
Japanese, which are widely spoken, are also small
languages that are worth studying. Correspondingly,
the existing datasets are all labeled and annotated in
English. There are differences in the way languages
are expressed and used in practice. It is also
meaningful to establish exclusive pedestrian
information retrieval datasets for different languages.
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Secondly, existing research is realized by strong
research teams and companies. The implementation
of low-performance hardware to train high-
performance models can be an important research
direction in the future. We can consider how we can
utilize the extreme performance of computers. This

will make Al reachable.
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