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	 Abstract—Object detection, as one of the 
three main tasks of computer vision, is of great 
importance for the development of artificial 
intelligence in the future. The rapid advancement 
of convolutional neural networks (CNNs) and 
deep learning have provided a broader arena for 
object detection. From traditional methods to 
state-of-the-art algorithms, numerous innovative 
technologies and methods have been proposed. 
This paper reviews the one-stage and two-stage 
object detection algorithms and compares their 
advantages and shortcomings from various 
aspects. Some applications in real life, such as 
self-driving, weeding robots, and face recognition 
are illustrated in this paper. Finally, current issues 
and future studies direction prospect.

	 Index Terms—Object Detection, Deep 
Learning, Computer Vision 

I. INTRODUCTION

	 Object detection technology is a fundamental 
part of computer vision research and essential for 
the development of artificial intelligence. The core 
task is to process the image data, using various 
feature extraction and classification algorithms to 
obtain useful semantic and positional information, 
and ultimately to figure out the useful features in 
the image quickly, accurately, and reliably. But, the 
process of capturing images is inevitably affected 
by angle, light, equipment, and shading, which can 
cause distortion and noise results. To overcome and 
solve such problems, a great number of researchers 
have explored and proposed different algorithms from 
various aspects.
	 The basic process of a traditional algorithm 
consists mainly of region proposal selector, feature 
extraction, and classifier. Analysis of images that 
are stored in a computer, since images can be 
viewed mathematically as a data set with one or 

more matrices. The selector uses sliding windows of 
different sizes to slide sequentially from left to right 
and top to bottom on the image to find the region 
proposal. Then, feature extraction is performed 
on the region proposal. In traditional algorithms, 
Scale Invariant Feature Transform (SIFT) [1] and 
Histogram of Oriented Gradient (HOG) [2] are 
commonly used for feature extraction. The role of 
classifiers is to classify and identify the extracted 
features to achieve the purpose of object detection, 
and typical classifiers commonly used are Support 
Vector Machines (SVM) [3] and Deformable Part 
Model (DPM) [4].
	 Most state-of-the-art algorithms are based on 
convolutional neural networks (CNNs) and deep 
learning. The rapid development of CNNs and the 
Graphics Processing Units (GPU) have opened up 
new research directions for object detection. The 
ImageNet Large Scale Visual Recognition Challenge 
(ILSVRC) is one of the most popular and prestigious 
academic competitions in the field of machine vision 
in recent years. AlexNet [5] won the 2012 ILSVRC 
champion and was a milestone in computer vision 
for CNNs. Various structures were subsequently 
introduced, such as VGG [6], GoogLeNet [7], SPPnet 
[8], ResNet [9]. For different network structures, 
object detection algorithms can be divided into 
two categories, one is two-stage algorithms based 
on region proposals, such as R-CNN [10], Fast 
R-CNN [11], and Faster R-CNN [12]. The other is a 
regression-based end-to-end one-stage algorithm. The 
YOLO [13] and SSD [14] algorithms have performed 
very well. Both have their advantages and drawbacks. 
The one-stage algorithm is faster than the two-stage 
and has a higher Frames Per Second (FPS) in video 
detection, which can be applied to real-life situations, 
such as a self-driving car. The two-stage algorithm, on 
the other hand, is slower but has higher accuracy. So, 
it can be applied to situations where high accuracy is 
required. 
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II. ASSESSMENT MEASURES AND DATASETS

	 Popular measures used to evaluate object 
detection algorithms are Precision (P), Recall (R), 
F1 score, Average Precision (AP), Mean Average 
Precision (mAP), FPS, and the amount of parameters 
in the network. To better explain the above measures, 
we need to introduce the concept of Intersection 
over Union (IoU). IoU is a ratio of the area where 
the prediction box intersects the real box and the 
area where the two are combined, it reflects the 
deviation of the prediction result from the truth, the 
value is between 0 and 1, the closer to 1 the better 
the result. Thus, at a certain threshold level we 
can calculate the values of TP (True Positive), TN 
(True Negative), FP (False Positive) and FN (False 
Negative) according to the confusion matrix. The P 
shows the accuracy of detection, while the R shows 
the proportion of detected objects to the total number 
of true objects. The F1 is the summed average of the 
P and R. The values obtained at a specified threshold 
are rather lopsided in multiple classification tasks, 
so we calculate the corresponding P and R values of 
different thresholds and then plot the Precision-Recall 
curve (P-R curve). The area enclosed by the P-R 
curve with x and y axes is AP, which ranges from 0 
to 1. The larger the AP, the better the model. Some 
models will predict several categories, and mAP is 
the value obtained by summing all AP values and then 
averaging.
	 Most algorithms use the principle of gradient 
descent to optimize the loss function and find optimal 
weight value. In order to optimize the result in the 
right direction, we need to feed our network with true 
results during the training process, this is supervised 
learning. Datasets play a crucial role in this kind 
of process. Popular data sets include VOC2007, 
VOC2012, Microsoft COCO [15], ImageNet [16] and 
Open Image Challenge Object Detection (OICOD). 
The VOC dataset was introduced in the PASCAL 
VOC Competition, the most important versions are 
VOC2007 and VOC2012, and they are the most 
widely used in the field of object detection. They 
split all images into three parts, the training set, the 
validation set, and the test set. As shown in Table I,  
VOC2007 and VOC2012 both consist of a large 
number of images. Each image has its corresponding 
xml file, which records the location and category 
information of those objects within an image.

TABLE I
COMPARISON OF VOC2007 AND VOC2012 DATASETS

List
Train Validation Test

Image Object Image Object Image Object

VOC2007 2501 6301 2510 6307 4952 12032

VOC2012 5717 13609 5823 13841 11540 27450

Total 8218 19910 8333 20148 16492 39482

III. TWO-STAGE ALGORITHMS

A.	 R-CNN Model

	 Regions with CNN features (R-CNN) is one of the 
classical algorithms for two-stage object detection.  
The reason why it is called a two-stage algorithm is 
that in the object detection process, firstly, through 
some approaches, such as Selective Search [17], 
Multi-scale combinatorial grouping [18], or Edge 
Boxes method [19] to extract region proposal and 
then regression prediction is performed on the 
region proposal to obtain the predicted object, the 
whole detection consists of two stages. Compared to 
traditional object detection methods, R-CNN [10], 
proposed by Girshick in 2014, is the first to use CNNs 
to feature extraction of suggested region proposals.
	 This method achieves 58.5% mAP on the 
VOC2007 dataset, an improvement of 24.2% 
compared to DPMv5. However, R-CNN also faces 
many problems, the search method used is very 
time-consuming, which is one of the reasons why 
the whole network is not very time-efficient. Multiple 
models in the network have to be trained separately, 
which not only requires a lot of space to store those 
models but also increases training time. To solve the 
problem of inconsistent region proposal size, R-CNN 
directly changes the size of the input feature map, 
which inevitably loses some data from the original 
image.

B.	 Fast R-CNN Model

	 In 2015, the introduction of Fast R-CNN [11] 
improved the network structure of R-CNN and 
combined with SPPnet to propose a region of 
interest (RoI) pooling layer. This approach avoids the 
problem of repeated training of multiple suggestion 
boxes in R-CNN, and after RoI pooling, the problem 
of the inconsistent size of the fully connected layer 
that is obtained by Singular Value Decomposition 
(SVD) can be solved. The backbone network uses 
VGG-16 which has a deeper layer network. Testing 
on the VOC2007 dataset obtained mAP of 70%, 
while R-CNN and SPPnet were 66% and 63.1% 
respectively. The training time was also reduced 
from 84 hours in R-CNN to 9.5 hours, which is about 
9 times faster than R-CNN. The whole detection 
process of Fast R-CNN still suffers some weaknesses.
1)	 Using selective search methods to generate a 

large number of suggested regions proposal, 
resulting in a long training and prediction time, 
which has not yet achieved the purpose of real- 
time detection.

2)	 Multiple fully connected layers are used at end 
of the network and are calculated separately, 
the weights are not shared, which increases the 
number of parameters.
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C.	 Faster R-CNN Model

	 Ren et al. found that region proposal selection 
is a computational bottleneck during a two-stage 
algorithm, and therefore proposed the Faster R-CNN 
[12] in 2017 to address this problem. A new Region 
Proposal Network (RPN) is proposed to replace the 
sliding window in Fast R-CNN to generate regions 
proposal. RPN generates k anchor frames (k defaults 
is 9) in the convolutional feature layer. Anchor frames 
of different scales predict different sizes objects, and 
the location and classification are determined by 
category regression and anchor frame regression. 
This is also the advantage of Faster R-CNN, which 
improves the detection speed of whole network. 
Multi-channel convolutional layer, RPN layer, RoI 
pooling layer, classification and regression layer are 
responsible for feature extraction, region proposal 
selection, preventing images cropping distortion and 
optimization of results in its network respectively. 
A comparison with Fast R-CNN tested on different 
backbone networks revealed that Faster-RCNN with 
VGG-16 obtained 73.2% of mAP on the VOC2007 
and the detection speed is 5 FPS. Due to large amount 
of down sampling in the network, however, the 
final anchor is less accurate for small objects, and 
the network also has more fully connected layers 
and a huge number of parameters, while the best 
FPS obtained from the test still does not meet the 
requirements of real-time detection.

TABLE II
PERFORMANCE COMPARISON OF TWO-STAGE ALGORITHMS

Model Backbone Speed/(f . s―1) mAP/%
VOC2007

R-CNN AlexNet 0.03 58.5

Fast R-CNN VGG-16 7 70

Faster R-CNN VGG-16 5 73.2

IV. ONE-STAGE ALGORITHMS

A.	 YOLO Model

	 The YOLO method is one of the one-stage 
detection algorithms that has performed a number of 
modifications and improvements. Redmon et al. in 
2016 innovated the idea of incorporating regression 
into the object detection task and proposed the 
YOLOv1 [13] model. A single convolutional network 
can predict the position of an object and its category 
from an image, while eliminating the need for regions 
proposal, resulting in a significant speed increase 
of up to 45 FPS. A smaller FAST YOLO network 
achieved 155 FPS, which was twice the speed of other 
real-time object detection models at the time. 
	 The process of YOLOv1 is divided into three 
steps: (1) Reshape the input image to 448×448, 
while to prevent image distortion, filling in the edges 
around the image to maintain the original image ratio 

of width to height. (2) Feed images into the trained 
model for prediction, the Fully Connected Layer 
(FC) will output the predicted objects’ position and 
category. (3) Finally, through the Non-Maximum 
Suppression (NMS) algorithm to filter the Bounding 
Box (bbox), select the best result, and plot bbox, 
category, and confidence on the image. The test result 
on the VOC2007 dataset was 63.4% mAP.
	 To compensate for some drawbacks in YOLOv1, 
Redmon et al. proposed YOLOv2 [20] model in 2017. 
The main improvement points include replacing the 
backbone network with DarkNet-19 and adding a 
batch normalization operation to each convolutional 
layer, allowing for as much reduction as possible in 
one direction during gradient descent, preventing the 
gradient from jumping back and forth. For multi-scale  
training, YOLOv2 changes the size of input images 
according to its own iteration process, thus meeting 
the requirements of multi-scale images for training. 
To some extent, these methods all benefit the 
detection speed and mAP, finally, with 40 FPS and 
78.6% mAP on the VOC2007. 
	 YOLOv3 [21], in 2018 Redmon et al. further 
optimized the network structure and loss function, 
etc., based on YOLOv2 to make the model more 
accurate and robust. In contrast to YOLOv2, the 
backbone of YOLOv3 is DarkNet-53, which has a 
deeper network structure and uses a residual structure 
to prevent gradient disappearance. The Feature 
Pyramid Networks (FPN) [22] structure is also used 
to extract multi-scale features from images, which 
effectively improves the detection accuracy of small 
objects.
	 Bochkovskiy et al. proposed YOLOv4 [23] 
model in 2020. YOLOv4 was designed to achieve 
goals of higher speed and accuracy. Various 
network optimization solutions are used to improve 
network performance, such as increasing receptive 
fields, data augmentation, and changing the loss 
function. The backbone network was replaced with 
CSPDarkNet-53, which was experimentally found 
to be more suitable for object detection networks. 
Multichannel fusion using Path Aggregation Network 
(PANet) discards the previous FPN to improve the 
receptive field of the input images.

B.	 SSD Model

	 SSD [14] was proposed by Liu et al. in 2016 as a 
new end-to-end and one-stage object detection model 
based on YOLOv1. To overcome the inaccurate 
problem of small objects in YOLOv1, the SSD 
network structure is based on the VGG network, 
replacing the fully connected layers with 6 different 
sizes CNNs. Small objects are predicted by the 
front convolutional network, while large objects 
are detected by the back convolutional network. 
Experiments have also demonstrated that mixed-scale 
feature images can effectively improve accuracy. 
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Also, data enhancement is essential and SSD 
improves whole network robustness by changing the 
scale size of images, with a result of 79.8% mAP on 
the VOC2007. Unlike YOLOv1 which uses a fully 
connected layer to output results, SSD removes the 
last fully connected layer and uses a convolutional 
network to output results directly, reducing the total 
amount of parameters in the network. 
	 In 2017 Jeong et al. proposed the R-SSD [24] 
model by combining pooling with deconvolution 
rather than expanding the number of feature maps. 
This approach allows the entire network to be 
characterized by both low-and high-resolution feature 
maps. The result is an increase in detection accuracy 
and speed without increasing network parameters and 
a better score of 80.8% mAP on VOC2007. 
	 Under the influence of SSD, the improved models 
DSSD [25] and FSSD [26] have also been proposed 
sequentially. DSSD changes backbone of SSD from 
VGG to ResNet-101 that is a residual structure and 
a deeper network, which can effectively improve the 
accuracy and prevent gradients from disappearing 
during backpropagation. The mAP reached 81.5% 
on the VOC2007 dataset, but DSSD detection speed 
was only 5.5 FPS, which is one of drawbacks of 

this model. Like YOLOv3, inspired and influenced 
by feature pyramid structure, Li et al. introduced 
FSSD, which up samples and down samples input 
images while fusing different layers to create a richer 
network. It was then tested on the VOC2007 and 
obtained results of 82.7% mAP and 65.8 FPS.

C.	 RetinaNet Model

	 Lin et al. 2017 first proposed that the extreme 
foreground-background class imbalance can also 
have an impact on the prediction results, and used 
a new focal loss function to address this problem, 
making the entire training process more focused on 
difficult samples, and subsequently proposed the 
RetinaNet [27] model. In RetinaNet, the ResNet 
network is first used as backbone network, then 
the feature pyramid structure is also used to obtain 
rich multi-scale feature maps, finally there are two 
sub-networks responsible for category regression 
and prediction box regression respectively. When 
compared to YOLOv2 and DSSD algorithms, 
RetinaNet-101 has a clear advantage, with a mAP of 
17.5% higher than YOLOv2 and 6.1% higher than 
DSSD513 when tested on the COCO dataset.

TABLE III
PERFORMANCE COMPARISON OF OEN-STAGE ALGORITHMS

Model Backbone Speed/(f . s―1)
mAP/%

VOC2007 VOC2012 COCO

YOLOv1 VGG-16 45 63.4 57.9 -

YOLOv2 Darknet-19 40 78.6 73.5 21.6

YOLOv3 Darknet-53 51 - - 57.9

YOLOv4 CSPDarknet-53 23 - - 43.5

SSD VGG-16 19.3 79.8 78.5 28.8

R-SSD VGG-16 16.6 80.8 - -

DSSD513 ResNet-101 5.5 81.5 80.8 33.2

FSSD VGGNet 65.8 82.7 - -

RetinaNet ResNeXt-101+FPN 5.4 - - 40.8

V. PRACTICAL APPLICATIONS

A.	 Self-Driving Cars

	 The ability to effectively and quickly recognize 
objects while driving is a key technology and 
challenge for self-driving cars, and one-stage 
object detection algorithms based on CNNs offer 
the possibility to achieve this. Real-time scene 
analysis and detection during driving can provide 
path planning and active safety measures. Fast and 
compact models are also a trend for the development 
of object detection on automotive platforms. In 2022, 
Li et al. proposed an EfficientDet-Gs [28] model with 
better efficiency and fewer network parameters based 

on the EfficientDet [29]. Based on YOLOv3, Zhang 
et al. [30] applied adaptive feature fusion and DSC 
approaches to improve network performance, and 
devised a technique to help drivers by automatically 
detecting vehicle license plates.

B.	 Weeding Robots

	 Although herbicides can be effective to 
eliminate weeds in agriculture, they also have many 
harmful effects. New weed control methods such 
as mechanical weeding, laser weeding and flame 
weeding are all based on the object detection. In 2018, 
Sun et al. [31] improved AlexNet to detect crops 
and weeds by using atrous convolution and global 
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pooling, finally achieved better results compared to 
the original AlexNet, with an accuracy of over 90%. 
Zhang et al. [32] applied three different backbone 
networks, VGG-16, ResNet-50 and ResNet-101, to 
the Faster R-CNN model for ablation experiments and 
successfully applied CNNs to the oilseed rape and 
weeds recognition, through using migration model 
and testing on the COCO dataset, achieving precision 
and recall of 83.90% and 81.30%, respectively.

Fig. 1.  Weeds detection results of weeding robot

C.	 Face Recognition

	 With the development of numerous detection 
algorithms, face recognition also is one of the 
great successful applications and provides many 
conveniences to your daily life. Face recognition 
can be used in a lot of industries, such as contactless 
payment, phone unlock, criminal investigation and 
pedestrian detection. As shown in Fig. 2, Jiang et al. 
[33] have found the sharing of convolutional layers 
would affect the effectiveness of face recognition 
using the Faster R-CNN. In 2021, Li et al. [34] 
proposed that illumination is an important factor for 
the performance of face recognition and established 
face datasets based on different light intensities, 
finally improved the detection accuracy to 98%.

Fig. 2.  Face recognition results of Faster R-CNN

VI. CONCLUSION

	 This paper focuses on the evolution of object  
detection algorithms and their trends. Convolutional 
neural networks and deep learning algorithms stand 
out for their powerful feature extraction and excellent  
classification characteristics. Through a comprehensive  
overview to two kinds of object detection algorithms, 
we describe their concepts, network structure, and 
implementation methods, as well as evaluate their 
advantages and shortcomings, and then outline some 
applications in our daily lives. In general, the market  
for object detection is promising and potential. 
However, it also still faces many problems that need 
to solve such as:
	 1) Supervised learning requires a large number 
of data sets as support. It is only through tremendous 
training that the loss function can be optimally solved 
and weights can be optimized. However, due to 
confidentiality, capture difficulties and other reasons 
caused a lack of datasets in some industries.
	 2) Detection of small objects has always been  
a difficult problem, because the pixel data of 
small objects on the image is lacking, so training  
process cannot achieve a very satisfactory result. This 
is also one of the directions that need to be studied 
in the future.
	 3) For large datasets processing, only focusing  
on speed improvement is unrealistic since we 
should consider many factors, such as the parameter  
number, the performance of GPU, and the depth of 
the whole network. A reasonable strategy is to find out 
an acceptable balance between speed and economy 
according to our practical application.
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Abstract—The objective of this research is 
to apply the analytic hierarchy process to select 
the best fulfillment warehouse location for a 
4PL (Fourth Party Logistics Service Provider) 
company that is seeking a new warehouse to 
support the growth of its business. The pairwise 
comparison judgments were collected from 
the company’s management team by using a 
questionnaire to consider five location candidates 
in the Bangkok Metropolis Region and Vicinity. In 
the study, three main criteria and nine sub-criteria 
related to the facilities, transportation, market, 
and workforce were analyzed. The results show 
that the proposed model is able to determine the 
importance weights of criteria and sub-criteria 
for the fulfillment warehouse location selection. 
The highest priority criterion is transportation 
(41.7%). The subsequent priorities were assigned 
to facilities (37.6%) and market and workforce 
(20.7%) when selecting a fulfillment warehouse 
location according to the obtained weights. Finally, 
fulfillment warehouse location 2 (24.6%) is the 
first priority for location, followed by location 1, 
location 5, location 4, and location 3, respectively. 

Index Terms—Multi-Criteria Decision Making, 
Analytic Hierarchy Process, Warehouse Location 
Selection, Fulfillment Warehouse

I. INTRODUCTION

The COVID-19 outbreak has disrupted the 
entire world in terms of health, society, economy, 
and business operations. In particular, COVID-19 
has had a direct impact on the supply chains of 
goods and services [1]. The new normal of domestic 
and international consumption has quickly caused 
the common business model to be adjusted from 
offline to online on e-commerce platforms. Logistics 
entrepreneurs and startup companies have seen an 
opportunity to adapt their business model to B2C 
(business to customer) as well as to develop the 

business from C2C (customer to customer), which is 
just a provider of parcel delivery, to become a B2B2C 
(business to business to customer) business, which is 
an area where demand is increasing rapidly.

The logistics service provider is an integral part 
of any organization by providing the most efficient 
supply chain management and adding value to 
their client’s business. Moreover, the logistics 
service provider having efficient logistics systems 
will help the organization that is using the service 
to compete with competitors in terms of speed of 
transportation, delivery accuracy, and quick response 
to the customers’ needs with low-cost operations [2]. 
This research is a study of a logistics startup company 
located in Bangkok that provides 4PL (Fourth 
Party Logistics Service Provider) services between 
merchants and carriers, including warehouse rental 
service and delivery of goods service (fulfillment 
warehouse). Fulfillment warehouses are the places 
where converted online customer orders to parcel 
delivery packages, which are then transferred to the 
customers with the operational goal of fast fulfillment 
[3], [4]. Because fulfillment warehousing helps to 
yield the desired level of customer service at the least 
total cost, it is an essential component of any logistics 
system. The completion of warehouse activities is 
the bridge between the producer and the client, and 
it is becoming increasingly important in logistics 
operations. Due to the rapid growth of e-commerce 
during the COVID-19 outbreak, the company has 
gained more customers in both B2B and B2C. To 
avoid future difficulties, such as product delivery 
delays, a new warehouse location must be located to 
fulfill customer demands, promptly react to customer 
needs, and gain a competitive edge in terms of time 
and space. Such action also contributes to lower total 
logistics costs. Using Multiple Criteria Decision 
Making (MCDM), this study intended to identify a 
new warehouse location in Bangkok and vicinities to 
serve as the nation’s distribution hub. The Analytic 
Hierarchy Process (AHP) is a decision-making tool 
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that can be used to conduct decision-making in 
cases through the use of a rating assessment having 
a scale from 1 to 9 through pairwise comparison 
of alternatives on each decision criteria. It uses  
a multi-level hierarchical structure of objectives, 
criteria, sub-criteria, and alternatives [5].

The majority of prior research has centered 
on robotic mobile fulfillment or dynamic demand 
fulfillment. The research on the placement of 
fulfillment warehouses is still in its early phases. As 
a result, the goal of this paper is to find the optimal 
fulfillment warehouse location for a startup company 
operating in the Bangkok metropolitan area to 
maintain a steady sales growth rate and avoid any 
uncertainties that might harm the company’s overall 
performance. We utilized a common multi-criteria 
decision-making method, the Analytic Hierarchy 
Process (AHP), to decide the best alternative. There 
are five alternatives locations for the company to 
select from. The warehouses’ name is not provided 
due to confidentiality reasons, but the location names 
will be shown.

II. LITERATURE REVIEW

A.	 Warehouse Location
Warehouses are a key link in a supply chain network 

in both regional and global markets [6]. With regard 
to supply chain networks, the speed and efficiency 
of supply chains are defined by the location of the 
warehouse [3], [7]. Alberto stated that the location of 
warehouses should be selected in an area where the 
overall efficiency of the company’s supply chain can 
be increased and value can be added to the business 
[8]. Thus, the selection of warehouse location is a 
highly important undertaking due to the possibility 
of major losses, for example, increased production 
costs and delays in the delivery process, occurring 
for the company, due to an incorrect decision [6], [9]. 
There are several dimensions such as short lead-time, 
flexibility, and profitability, which are being achieved 
through warehousing. Especially in the globalized 
market and with the growth of e-commerce, warehouse 
location selection has become one of the most crucial 
strategic decisions for companies [10]. Onal et al. 
explained that order fulfillment is related to warehouse 
location decisions. If a warehouse is situated near 
the markets during high demand, it can deliver the 
products at the correct time [11]. The concept of 
warehouse location selection involves the travel 
distance between the warehouse and the markets [6]. 
Warehouse location parameters can be generated using 
both quantitative and qualitative requirements. The 
quantitative features can be measured using figures. 
Many of the most frequent geographical variables used 
in warehouse location are market, transportation, labor, 
site constraints, raw materials and services, utilities, 
government regulations, neighborhood, and ecology 

[12], [13]. Previous studies looked at the costs, labor 
qualities, facilities, markets, and taxes, as well as 
workforce feasibility [9]. Various critical factors have 
been used by researchers in the warehouse location 
selection process that broadly include four factors, 
proximity to market; proximity to transportation; 
building availability; and workforce availability [6], 
[8], [9], [12], [13].

B.	 Fulfillment Warehouse
Fulfillment warehouses also called 3PL or 4PL 

providers, are an essential part of the e-commerce 
business. These 3PL and 4PL service providers help 
e-commerce brands and retailers fulfill customers’ 
orders. A fulfillment warehouse is utilized for the 
packing and delivery of a product to customers. 
Therefore, the structure and operations of fulfillment 
warehouses are different from those of traditional 
warehouses, which are used to store products or bulk 
inventory for long periods of time [14]. In contrast, a 
fulfillment warehouse is used to keep inventory for 
short time periods, until the e-commerce orders need 
to be shipped to customers. According to Hilletofth 
who explained that limited amounts of commodities 
are stored in fulfillment warehouses for brief periods 
[15]. Furthermore, fulfillment warehouses may handle 
various jobs, whereas traditional warehouses operate 
on a set schedule. The fulfillment time required to meet 
customer demands is fundamental to the fulfillment 
warehouse operation. Rapid fulfillment is the key 
aim of online merchants, with the mission of same-
day, next-day, or two-day delivery [16]. As a result, 
fulfillment warehouse concepts are designed for rapid 
selection and precise delivery in order to maximize 
customer satisfaction. In addition, a substantial link 
between order fulfillment delays and consumer 
purchasing behavior was found by Nguyen et al. [17].

C.	 Analytical Hierarchy Process
Warehouse location is a strategic decision 

thus companies need to define the top criteria for 
selecting the best warehouse location based on their 
requirements. Multiple Criteria Decision Making 
(MCDM) is usually used when considering diverse 
categories of solutions to decision problems. The 
Analytical Hierarchy Process (AHP) is a method that 
considers a complicated multiple criteria decision-
making problem as a system [18], [19]. The AHP is an 
effective tool for analyzing multiple criteria to support 
the decision-making process through a hierarchical 
structure that was proposed by Saaty. 

This method takes into consideration both the 
tangible and intangible criteria by identifying the criteria 
and sub-criteria in a decision hierarchy and assigning 
rankings to the alternatives, criteria, and sub-criteria 
through pairwise comparison matrices in all the levels 
of the hierarchy [20], [21]. This analytical process can 
be divided into four steps: (1) structuring a hierarchy 
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prioritization model, (2) preparing a questionnaire for 
collecting data from experts, (3) constructing judgment 
matrices in all levels, and (4) checking the hierarchical 
single ordering and consistency [22]. However, the 
key step in the AHP process is a pairwise comparison 
to determine the weights of the criteria and provide 
ratings for alternatives. The weights of the criteria and 
sub-criteria used in the AHP process are based on the 
opinions of experts and/or stakeholders who helped in 
analyzing the critical factors in the warehouse location 
selection.

Fig. 1. Solution process of the AHP location model

III. METHODOLOGY

A.	 Judgment Aggregation and Rating of Decision 
Alternatives

Selecting a fulfillment warehouse location is a 
sophisticated process related to multiple locations, 
multiple criteria, multiple facilities, and multiple 
factors that can change over time due to crises such 
as the COVID-19 pandemic or natural disasters. 
No single location could be suitable under multiple 
criteria or factors because each location candidate may 

have a unique advantage in its favor. In this sense, 
the fulfillment warehouse placement location issue 
may be handled using the AHP solution technique, 
which is ideally suited in this case. AHP is a technique 
for assessing a variety of qualitative and quantitative 
factors. In the AHP paradigm, pairwise comparison 
is a crucial phase. The approach concentrates on two 
elements at the same time as well as their interactions. 
The relative significance of each element is assessed 
on a scale of 1 to 9, with 1 indicating that the two 
variables relate equally to the goal and 9 indicating 
that one variable is favored over the other to the 
greatest extent allowed [5], as seen in Table I. The 
creation of priority weights is a crucial stage in a 
pairwise comparison that is displayed as a matrix. 
Fig. 1 depicts the AHP fulfillment warehouse location 
decision model’s technique. The AHP model is used 
in this study to examine the company’s background 
and expectations before identifying the appropriate 
fulfillment warehouse location criteria. These variables 
are organized in a hierarchy that progresses from the 
overall goal to various criteria and sub-criteria in 
consecutive amounts [23].

B.	 Consistency Ratio: CR
	 The level to which a supposed link between 
components in a pairwise comparison is preserved is 
known as consistency. This is significant because a 
lack of consistency in comparisons might signal that 
respondents were unable to correctly calculate the 
impact of the items being evaluated or that they did 
not comprehend the distinctions between the options 
provided [24]. The consistency ratio (CR) is obtained 
by comparing the consistency index (CI) with an 
average random consistency index (RI), as shown in 
Table II [5]. The CR must be less than 0.1 to accept 
the computed weights. The CR is defined by using 
Equation (1) and the CI is determined using Equation 
(2).
	 Equation (1);

	 Equation (2);

where λmax = maximal eigenvalue
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TABLE I
FUNDAMENTAL SCALES FOR PAIRWISE COMPARISONS

Scales Degree of Preferences Descriptions

1 Equally Two activities contribute equally to the objective.

3 Moderately Experience and judgment slightly or moderately favor one activity 
over another.

5

7

9

2, 4, 6, 8

Strongly

Very strongly

Extremely

Intermediate values

Experience and judgment strongly or essentially favor one activity 
over another.
An activity is strongly favored over another and its dominance is 
showed in practice.
The evidence of favoring one activity over another is of the highest 
degree possible of an affirmation.
Used to represent compromises between the preferences in weights 
1, 3, 5, 7 and 9.

Source: Saaty [20]

TABLE II 
RANDOM INDES (RI) TABLE

N (number of factors) 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.52 0.89 1.11 1.25 1.35 1.4 1.45 1.49

C.	 Criteria and Sub-Criteria
	 To help with criteria selection, the researcher 
compiled the typical criteria and priority weights from 
past studies regarding warehouse location selection. 
Literature analysis and managerial conclusions were 
used to get the sub-criteria in this study.

There are five potential fulfillment warehouses 
proposed for location consideration. The reason 
for selecting these locations is because all of them 
passed the pre-requirements regarding the distance 
from the company to the candidate warehouses and 
the three key location criteria that are most relevant 
to fulfillment warehouse location [25]-[27]. Each 
of the key criteria is disaggregated into three major  
sub-criteria, which are based on company policy. The 
three key criteria and nine sub-criteria (two levels) 
are structured into a decision hierarchy, as shown in 
Fig. 2 and Table III.

The appropriateness of the decision order may 
be verified by a process that begins with small group 
meetings to establish research goals and outline the 
major criteria, sub-criteria, and alternatives in the 
decision model. The meeting is attended by a group 
of five assessors, comprising executives and staff 
from the company’s warehouse department. The 
evaluators remarked on the model’s suitability for 
selecting fulfillment warehouse locations.

Table III shows if the parameters are qualitative 
or quantitative. The nine site criteria are utilized 
as a decision matrix, and the AHP model requires 
the decision makers’ evaluations for each site. The 
priority weights of each site criterion are calculated 
by comparing each parameter at a given level using 
pairwise comparisons.

Fig. 2. Hierarchy structure
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TABLE III
LOCATION CRITERIA AND SUB-CRITERIA TYPES

Criteria Type

A. Facilities

 A1- Building availability Qualitative

 A2- Utility availability Qualitative

 A3- Rental cost Quantitative

B. Transportation

 B1- Road safety and average traffic volume Qualitative

 B2- Accessibility to highways and exit ramps Qualitative 

 B3- Transportation cost Quantitative

C. Market and workforce

 C1- Proximity to main market Qualitative

 C2- Proximity to carrier services Qualitative 

 C3- Workforce availability Qualitative

D.	 Location Candidates 
	 There are five potential fulfillment warehouses 
proposed for location consideration based on 
company criteria and policy. Location 1 is located 
in Pak Kret; location 2 is located in Muang Thong 
Thani; location 3 is located in Lat Phrao; location 4 is 
located in Ngamwongwan; and location 5 is located 
in Chatuchak.

G.	 Data Collecting and Analyzing 
	 The company is expected to provide judgment data 
from decision-makers, company’s management team, 
with knowledge, competence, and experience in logistics 
and warehouse services. The pairwise comparisons data 
were collected using the on-site questionnaire. There 
were 13 pairwise comparison matrices; 3 for the main 
criteria, 9 for the sub-criteria, and 1 for the alternatives. 
The aggregated pairwise comparison judgment is 
computed by the weighted geometric mean method. 
The researcher entered the data from the surveys 
into the Expert Choice software to calculate the 
Consistency Ratio for each person. The researcher 
scheduled another meeting with the assessor until the 
CR value was within an appropriate range if the value 
did not satisfy the requirements. The AHP approach 

was employed in this study, and the Expert Choice 
software was used in the assessment procedure.

IV. RESULTS

	 There are three key criteria in this research: (A) 
Facilities, (B) Transportation, and (C) Market and 
workforce. The nine sub-criteria are (A1) Building 
availability, (A2) Utility availability, (A3) Rental 
cost, (B1) Road safety and average traffic volume, 
(B2) Accessibility to highways and exit ramps, (B3) 
Transportation cost (C1) Proximity to main market, 
(C2) Proximity to carrier services and (C3) Workforce 
availability. Among the nine sub-criteria, two are 
quantifiable, but the others are not. The study was 
based on a pairwise evaluation of all of the sites 
concerning all criteria and sub-criteria.
	 The eigenvalue in the associated eigenvector of 
each matrix represents the priority weight of each 
condition. This eigenvector is graded with the greater 
element’s weight, which is utilized as the pairwise 
comparison criteria. The weights of the sub-criteria 
are multiplied by the weight of the factor immediately 
in the hierarchy to get the composite weights of the 
location criteria. The results of the analysis of the 
composite weight are shown in Table IV.
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TABLE IV
 LOCATION CRITERION WEIGHT

Criteria A B C

A. Facilities 0.376

 A1- Building availability 0.230

 A2- Utility availability 0.235

 A3- Rental cost 0.535

B. Transportation 0.417

 B1- Road safety and average traffic volume 0.293

 B2- Accessibility to highways and exit ramps 0.262

 B3- Transportation cost 0.445

C. Market and workforce 0.207

 C1- Proximity to main market 0.389

 C2- Proximity to carrier services 0.468

 C3- Workforce availability 0.142

The results are shown in Table IV, and, with 
regard to the fulfillment warehouse location selection, 
transportation is the highest priority (0.417). The 
subsequent priorities are assigned to facilities (0.376) 
and market and workforce (0.207) according to the 
obtained weights. For the facilities criteria, the rental 
cost is the first priority sub-criteria (0.535), regarding 
the transportation criteria, transportation cost is the 
first priority sub-criteria (0.445), and for the market 
and workforce, proximity to carrier services is the 
first priority (0.468).

The total priority score for each site option is 
determined by multiplying the site’s rating score for 

each provided criterion by the associated criterion’s 
priority weight. The final results consist of the derived 
criteria weights and the class ratings, which are 
calculated using the consistency ration (CR). The 
CR of this model is less than 0.1, so the computed 
weights are accepted. As the results seen in Table V 
show, location 2 is the preferred location because it 
has the highest score (0.246) among the five candidate 
locations. The subsequent priorities are assigned 
to location 1 (0.212), location 5 (0.198), location 
4 (0.174) and location 3 (0.168), according to the 
obtained weights.

TABLE V 
OVERALL RATING OF FIVE LOCATIONS

Criteria Location 1 Location 2 Location 3 Location 4 Location 5 CR

A. Facilities

 A1- Building availability 0.148 0.281 0.094 0.342 0.135 0.031

 A2- Utility availability 0.114 0.281 0.087 0.380 0.138 0.036

 A3- Rental cost 0.373 0.288 0.172 0.056 0.111 0.079

B. Transportation

 B1- Road safety and average traffic volume 0.227 0.300 0.137 0.159 0.177 0.068

 B2- Accessibility to highways and exit ramps 0.151 0.370 0.136 0.126 0.217 0.018

 B3- Transportation cost 0.140 0.098 0.264 0.202 0.296 0.045

C. Market and workforce

 C1- Proximity to main market 0.204 0.134 0.230 0.161 0.271 0.051

 C2- Proximity to carrier services 0.229 0.321 0.125 0.119 0.206 0.029

 C3- Workforce availability 0.265 0.326 0.140 0.148 0.121 0.009

Score 0.212 0.246 0.168 0.174 0.198 0.045
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Fig. 3. Priorities with respect to fulfillment warehouse location selection

V. SUMMARY AND MANAGERIAL IMPLICATIONS

	 In the process of the optimization of a logistics 
system in 3PL and 4PL, the selection of the proper 
location for a fulfillment warehouse has always been 
considered as one of the most strategic and important 
challenges to overcome. Making good decisions is 
extremely important for startup companies because it 
is costly and difficult to reverse them and they give rise 
to long-term commitments [28]. Many quantitative 
and qualitative criteria affect the selection of the 
warehouse location as a long-term decision, such as 
markets, transportation, labor, and utilities [14]. The 
keys to the success of a fulfillment warehouse are 
speed and accuracy in responsiveness to customer 
demands [3], [4], [29]. This paper presents an 
Analytic Hierarchy Process (AHP) location decision 
model for the startup company seeking a location 
for expansion of their business. The main criteria 
consist of facilities, transportation, and market 
and workforce. Moreover, the nine sub-criteria are 
building availability, utility availability, rental cost, 
road safety and average traffic volume, accessibility 
to highways and exit ramps, transportation cost, 
proximity to main market, proximity to carrier 
services, and workforce availability. The highest 
priority criterion is transportation. The subsequent 
priorities are assigned to facilities, and market 
and workforce, respectively. Transportation is an 
important consideration factor because transportation 
costs are high and vary with distance and traffic 
conditions. Therefore, a location where transportation 
time, as well as transportation costs, can be reduced 

should be selected, which will increase transportation 
efficiency and facilitate a quick response to the 
needs of customers, in accordance with previous 
research [9], [30]. The operational goal of fulfillment 
warehouse is fast fulfillment. Proximity to key 
roadway is a key criteria when selecting the new 
warehouse location, according to previous research 
[3]. Based on the results of this research, it was found 
that fulfillment warehouse location 2 (Muang Thong 
Thani) is the first priority. The subsequent priorities 
are assigned to location 1, location 5, location 4, and 
location 3, respectively. 
	 In this research, the analytical hierarchy process 
was applied to the fulfillment warehouse location 
selection, which allows decision-makers to compare 
the importance of the criteria and sub-criteria affecting 
the process when a decision is made. Furthermore, 
it can logically inform them about the importance of 
each of the location candidates in terms of the various 
criteria. In addition, the analytic hierarchy process 
can verify the inconsistency of the comparisons and 
analyze the accuracy of the information. However, 
Analytic Hierarchy Process cannot make decisions on 
behalf of humans; hence, the knowledge, experience, 
and expertise of the decision-makers will be the 
key factor in their decision making. These research 
outcomes can help a company’s management to 
identify the important factors to consider when 
selecting the best fulfillment warehouse location. 
For further research, additional criteria related to 
warehouse management systems should be included 
in future studies.
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Abstract—The single-pole double-throw toggle 
switch bent pin inspection is an indispensable 
step in the switch production process. However, 
the traditional inspection process is conducted 
in manual work, and this may result in 
misunderstanding and reduces the manufacturing 
efficiency due to exhausted humans. To overcome 
these problems, the automated single pole-double 
throw toggle switch bent pin inspection method by 
using image processing and convolutional neural 
networks is proposed. Our proposed method 
can be achieved to inspect whether normal or 
abnormal bent pin of these toggle switches 
without sorting and no positioning arrangement. 
Our proposed method consists of five main steps: 
The first step, the HSV color segmentation is 
used for background extraction. Next step, the 
morphological opening, and closing operation 
are applied for handling noise and holes that 
conspicuously affect the system’s ability to identify 
the extracted object accurately. Next step, the 
minimal enclosing rectangle and angle of rotation 
are calculated for identifying the positions of the 
disorder toggle switch. Next step, the CNN is used 
for locating pins in order to extract only the pins 
out from the binary switch image. In the final 
step, the average summation of the white pixel is 
calculated for classifying normal and abnormal 
bent pins. The experimental results obtained by 
our proposed method are statistically described 
as accurate compared to many different methods 
based on the single pole-double throw toggle 
switch bent pin inspection. Results show that our 
proposed method provides high accuracy than 
other comparative methods with a mean accuracy 

of 0.9940 from 6,270 images and uses mean  
time-consuming 0.3385 seconds.

Index Terms—SPDT Toggle Switch, Pin 
Inspection, Image Processing, CNN

I. INTRODUCTION

	 The toggle switch is an electrical component 
actuated by moving a lever mechanism back and 
forth to connect or disconnect the conducting path 
in an electrical circuit, diverting the electric current 
or interrupting it from one conductor to another. 
Toggle switches are available in many different 
configurations, styles, sizes, and various ratings 
for voltage. Generally, the toggle switch can be 
categorized by the term used into four types: Single 
Pole-Single Throw (SPST), Single Pole-Double 
Throw (SPDT), Double Pole-Single Throw (DPST), 
and Double Pole Double Throw (DPDT). The Pole 
refers to the number of circuits are controlled by 
the switch: The Single Pole (SP) switches control 
only one electrical circuit, and The Double Pole 
(DP) switches control two independent circuits. The 
Throw refers to the number of close a circuit position: 
Single Throw (ST) switches close a circuit at only one 
position. Double Throw (DT) switches close a circuit 
in the left position as well as the right position.

The SPDT toggle switch has a single input that 
controls only an electrical circuit, and it can connect 
to two outputs circuits in both left and right positions. 
This switch has a three-pin and only one lever 
mechanism. The SPDT toggle switch manufacturing 
process is diverse and complex consists of many 
processes. The appearance inspection process is 
one of the main important processes in order to find 
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foreign particles, stains, flaws, and chipping to prevent 
an outflow of defective workpieces with an activity 
such as checking, measuring, examining, testing, and 
comparing the results with specified requirements. 
In this process, the checkpoints of the SPDT toggle 
switch are differentiated into three inspection parts: 
pin, body, and lever, as shown in Fig. 1 with the red 
rectangle from left to right, respectively. 

Fig. 1. SPDT Toggle switch inspection parts

	 The pins inspection for SPDT toggle switches 
will be measured the dimensions and checked the 
abnormal that happens to its toggle switch by human 
visual inspection and automated sensing. Moreover, 
the examination of a ton of product sample size, many 
operators are assigned to support the production 
for a long period of time, and this may result in 
misinterpretation and reduce the manufacturing 
efficiency due to exhausted human [1], [2].

Nowadays, machine vision technology has 
been widely used in electrical components, mainly 
including the inspection crack, bent, corrosion, 
texture, degree, straightness, deflection, and other 
defects [3]. This technology has a more obvious 
advantage than human manual checking and provides 
high efficiency and reliability [4]. However, there 
are little researches on electronic component base 
on pin inspection by using machine vision. Yewei 
Xiao’s research of Xiangtan University proposed 
pin detection in the transmission line using pyramid 
multi-level to scaling image. The cascade detection 
and no-maximum suppression are used to identify 
the candidate boundary of the pin in the transmission 
line, and a convolutional neural network is applied to 
classify the status of the fastener, whether missed or 
unmissed pin. His proposed method provides higher 
accuracy and runs faster than other comparative 
machine learning methods. However, this method does 
not cover all of the fastener pin styles [5]. Wu Weihao 
research of the China Jiliang University proposed 
defective electrical connector inspection based on 
machine learning method by using Yolo v3 efficiently 
algorithm with Darknet-53 as a Convolutional Neural 
Network (CNN) that acts as a backbone. The mainly 
defective characteristics include solder point surface, 
ground wire wrong welding, and inner and outer ring. 
The defective locations are around the surface and 
pin of the connector. The qualitative and quantitative 
experimental results show that his improved Yolo v3 
has better performance and runs faster for detection 

than other competitive machine learning methods. 
However, the accuracy and speed of his method do 
not meet the needs of modern automated production 
lines [6]. Lu Jiayu’s research of the Harbin Institute 
of Technology proposed electrical connector types 
classification based on the pin position by using a 
gray-scale centroid algorithm for pin positioning 
and a template matching algorithm based on gray 
features for pin recognition in order to classify the 
type of connector. His main research area is only 
classified the type of connector; however, the primary 
defective pin detection has not been performed 
[7]. Pallabi Ghosh’s research of the Institute of 
Technology Kharagpur proposed automated defective 
pin identification based on recycled counterfeit 
integrated circuits using supervised and unsupervised 
machine learning methods. A convolutional neural 
network is applied to classify the pin status, whether 
normal, bent, and corroded pins, from RGB and 
depth map images. Furthermore, two unsupervised 
learning methods are used to identify bent pins with 
3d construction from depth map images. K-means 
is used to detect corroded pins with Laws Texture 
energy measures method for extracting the feature 
vectors. His proposed approach has been highly 
accurate in identifying both corroded and bent in 
counterfeit integrated circuits. However, the speed of 
this proposed method has not been improved [8]. Du 
Fuzhou research of Beijing University of Aeronautics 
and Astronautics proposed the multi-type electrical 
connector classification based on a binocular vision 
by using a contour fitting algorithm to locate the pins 
in the connector and uses Support Vector Machine 
(SVM) to classify various types of pins. His proposed 
method has been computed with high accuracy and 
more efficiency than other methods. However, the 
speed of his proposed method has not been calculated 
and it has not been applied to the real production 
line [9]. Someyot Kaitwanidvilai of King Mongkut 
Institute of Technology Ladkrabang proposed the 
integrated circuit pins inspection using the wavelet 
transform and discrete Fourier’s transform to extract 
the interesting features for classifying the integrated 
circuit pins pattern. His proposed technique gains 
a higher average maximum cross-correlation than 
other methods. However, the defective type has not 
been classified and has not been applied to the real 
production inspection process [10].

In summary, there are few researches on inspection 
of the defective pin of electrical components. The 
traditional image processing and machine learning 
techniques are often used for electronic components 
inspection, which solves problems such as crack, 
bent, corrosion, and other defective characteristics. 
However, most of the researches based on the 
defective pin of electronic component identification 
are facing problems in poor real-time performance, 
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limit position identification, unable to work on 
unsorting images, and does not match the modern 
automated production lines. Our research proposes a new 
combination of methods by using image processing 
and CNN techniques to identify abnormal bent pins 
of SPDT Toggle switches in a different position and 
disordering and. Our proposed method will be applied 
into the real production process.

The remainder of this paper is organized as 
follows: The first part is aimed at introducing the 
defective types of SPDT toggle switches and their 
existing problems. The second part describes the 
experimental setup for pin inspection with image 
processing and CNN techniques. Next, the results 
of the experiment were carried out by comparison 
with other competitive methods. The fourth part 
summarizes the paper. 

II. METHODOLOGY

In the quality inspection process at the defective 
inspection station, the SPDT toggle switches are 
conveyed through a belt at a constant speed, and there 
are placed in different positions, non-stick together, 

disorder, and unsorting. When the toggle switches 
pass through a proximity sensor, then a sensor will 
be activated and sent a signal to a control unit to 
capture an image of these toggle switches with an 
installed camera. Fig. 2 shows example RGB images 
of SPDT toggle switches. These images consist of 
two types of checked pins are the abnormal bent pin 
and the normal pin. In the experimental setting, the 
abnormal bent pins are simulated by different patterns 
due to extreme testing and validation of the proposed 
method.

Our proposed method is applied both image 
processing and deep learning techniques. Fig. 3. 
gives an overview of our method consists of five main 
steps: The background image extraction based on 
HSV Color segmentation, Noises and holes removal 
using morphological opening and closing, the 
toggle switches region identification using minimal 
enclosing rectangle and angle of rotation calculation, 
pin identification by applying the deep learning-based 
convolutional neural network architecture and pin 
inspection by considering the average of summation 
of the white pixel.

Fig. 2. SPDT toggle switch images with the top row represents abnormal bent pint toggle switches and bottom row represents normal toggle 
switches. 

Fig. 3. Proposed method
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A.	 Background Extraction
	 The first step of object identification using image 
processing techniques is background extraction 
[11]. Considering the SPDT toggle switch images 
color, the belt screen or background is green and it 
differentiates from the switch color ostensibly. The 
HSV color segmentation method can be achieved 
to extract it apart from each other by converting I0 
from the RGB color space where R, G, B represent 
red, green, and blue components respectively with a 
value between 0-255 into the HSV color space using 
the following equations1-3 [12]. The HSV color space 
is very useful in image processing tasks that need to 
segment objects based on color according to the H 
(Hue) channel models the color, the S (Saturation) 
dimension models the dominance of that color, and 
the V(Value) dimension models the brightness. Then 
the background will be separated from the object by 
thresholding H and V values using equations 4 thus, 
the result is displayed in the binary image (I1).
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Where ( ),H x y represents a Hue value of the 
coordinate ( ),x y . ( ),V x y represents a Value value 
of the coordinate ( ),x y .

B.	 Noise Removal
The most common problems after segmentation 

objects are noise and holes. The type of noise is a 
small white area spreads all over the image, and the 
hole is a background region surrounded by border-
connected foreground pixels. The noise and holes can 
conspicuously affect the system’s ability to rotate and 
identify the extracted object precisely, to overcome 
these problems, a series of post-processing methods 
are applied by using the morphological opening 
following a closing operation. The morphological 
opening operation erodes an image and then 
dilates the eroded image as the equation 5, and the 
morphological closing operation dilates an image and 
then erodes as the equation 6, both operations using 
the same size, shape, and structure element as the 
equation 7. The morphological opening operation 
is great for removing small noises. The closing 
morphological operation is useful for filling small 

holes while preserving the shape and size of the larger 
interested region in the image. The result is presented 
in the binary image (I2).

	 ( )'
1 1I I B I B B= = ⊕ ! 			   (5)

	 ( )' '
2I I B I B B= • = ⊕ ! b 			   (6)

Where ⊕ and ⊖ denote the dilation and erosion, 
respectively.
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Let B is a structure element with size 10x10

Fig. 4. The blue bounding rectangle is the MER applied result, 
the red area is the convex hull region and green angle is the angle 
calculated by AoR.

C.	 Object Identification

	 Since noise and hold were eliminated and only 
interested region is presented then the Minimum 
Enclosing Rectangle (MER) will be calculated. The 
MER is the method to compute the smallest bounding 
rectangle that contains the whole interested region by 
not required to be axis-aligned and constructed by a 
convex hull of the region [13]. The implementation 
of MER involves iterating over the edges of a convex 
polygon. For each edge, compute the smallest 
bounding rectangle with an edge coincident of all 
rectangles, shorting, and choose the one with the 
minimum area. The maximum distance between the 
projected vertices is the width of the rectangle, and 
the maximum distance between the projected vertices 
is the height of the rectangle [14]. The result of MER 
is shown in Fig. 4 as the blue bounding rectangle.
	 Determining the position of the pin in the MER is 
difficult and requires high accuracy. CNN is presented 
to determine the location of the pin in MER by 
learning from the dataset. However, the dataset is 
obtained from a cropped images with MER is not 
available, it is necessary to rotate these images into 
axis-aligned by finding the Angle of Rotation (AoR). 
Fig. 4 shows the AoR as the green angle, it is the angle 
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formed by using two vectors u and v performed by 
the three points P1, P2, and P3. P1 is the lowest point 
in the vertical axis of the MER, P2 is the ending point 
ordered clockwise staring from P1, and P3 is the point 
to the right of P1 on the horizontal axis. The u and 
v can be calculated with equation 8. Therefrom, the 
AoR is calculated by using the invert of the law of 
cosines with equation 9. Finally, the toggle switch 
object will be cropped with MER and rotated with 
AoR, and the results are possibly arranged into four 
patterns by pin location: Bottom, Top, Right, and Left. 
The example results are shown in Table I.

	

u=(p1 -p2 ,p1 -p2 )x x y y

v=(p1 -p3 ,p1 -p3 )x x y y
			   (8)

	
arccos a b

a b
θ

 ⋅
=   

 
			   (9)

D.	 Pin Identification
	 The pin location of the SPDT toggle switch in the 

image is unpredictable because the toggle switches 
are pressed in different positions. Once the MER and 
AoR were applied, the pin location has four possible 
alignment positions: top, bottom, left, and right inside 
bounding-box, as shown in Table I. Since this study 
is part of a larger project that intends to investigate 
all types of SPDT toggle switch abnormalities, 
such as bent pins, broken pins, broken levers, and 
damaged bodies. The inspection of SPDT switches 
necessitates the alignment of objects into similar 
patterns. The solution adopted should be adaptable 
and capable of dealing with all kinds of SPDT toggle 
switch abnormalities. Thus, the Convolutional neural 
network is proposed to classify the location of the 
pin in order to align the objects into similar patterns 
and it can be applied to use in difference of kinds 
of SPDT toggle switch abnormalities. The CNN is 
a class of deep neural networks commonly used to 
image classification jobs. The use of CNN requires 
a sufficient dataset and more complex processing to 
build a model for classifying multi-class of problems 
[15].

TABLE I
SAMPLE DATASET OF BINARY IMAGE OF SPDT TOGGLE SWITCH

Label Class Example Sample

0 Bottom 250

1 Top 250

2 Right 250

3 Left 250
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Fig. 5. Architecture of proposed CNN for pin location classification

	 The dataset consists of 1000 of the SPDT Toggle 
images and it is a collection of 4 distinct classes: 
Top, Bottom, Left, and Right. Each class is equally 
provided 250 images. All images are resized into 
32x32 pixels and normalized all pixel values into 
the range 0-1. The used dataset is split into two parts 
for training and validating. The first spitted dataset is 
used to fit the model consists of 80% of all datasets, 
and the remaining 20% is used for validating.
	 Once the dataset was ready, the CNN model for 
pin location classification will be created. Typically 
CNN is a sequence of multi-layer that transforms 
one volume of activations to another through a 
differentiable function and commonly uses three 
main types of layers. They are a convolutional 
layer, pooling layer, and fully connected layer. The 
proposed model uses these layers stacked into five 
layers of network architecture, as shown in Fig. 5.
	 Layer-1 is the convolutional layer response to 
extracts the high-level features from the input image 
as a convolutional activity [15], [16]. Since the 
input image has been normalized, the image will be 
32x32 (nxn) of the size. This layer is constructed by 
using 64 of the dimensionality of the output space 
(d), 3x3 of kernel size (f), 1 of strides (s), and 0 of 
padding (p). Since ReLu (Rectified Linear Unit) as 
an activation function was done. The feature maps 
will be presented with size 64@30x30 where 64 is 
the number of feature maps which is equal to the 
number of dimensionality of the output space, and 
30 calculate from equation 10.

	
(( 2 )/ ) 1n p d s+ − + 			   (10)

	 Layer-2 is the max-pooling layer. This layer 
receives the input of size 64@30x30 from the previous 
layer to calculate the maximum value for each patch 
of the feature map [15], [16]. Thus, this layer consists 
of 2x2 of pooling size, 2 of strides (s), and 0 paddings 
(p). the After max-pooling operation, the feature maps 
will be presented with size 64@15x15 where 64 is 
the number of feature maps which is equal to the 

number of dimensionality of the output space, and 
15 is calculate from equation 10.
	 Layer-3 is second the convolutional layer acts as 
Layer 1 to reduce feature maps dimensionality output 
[15], [16]. This layer works with the ReLu activation 
function and receives the input size 64@15x15 from 
the previous layer. This layer is created by using 32 
of the dimensionality of the output space (d), 3x3 of 
kernel size (f), 1 of strides(s), and 0 of paddings (p). 
After this convolution operation, the feature maps 
will be presented with size 32@13x13 where 32 is 
the number of feature maps, and 13 is calculate from 
equation 10.
	 Layer-4 is the average pooling layer. This layer 
receives the input of size 32@13x13 from the 
previous layer to calculate the average value for 
each patch of the feature map [15], [16]. This layer 
consists of 2x2 of pooling size, 2 of strides (s), and 0 
paddings (p). After the average operation, the feature 
maps will be presented with size 32@6x6 where 32 
is the number of feature maps which is equal to the 
number of dimensionalities of the output space, and 
6 is calculate from equation 10.
	 Layer-5 is a fully connected layer. Since the 
flattening has operated using the input from Layer-4, 
the flattened feature map will be 32x6x6=1152 
dimensional vectors. These output vectors will be 
connected to every input perceptron by learnable 
weight. This layer computes the class score by using 
the soft-max activation function [15], [16]. The result 
presents an array size of four, where each of the four 
numbers corresponding to a class score representing 
the Left, Right, Top, and Bottom sides of SPDT toggle 
switches pin location.
	 The proposed model is trained by using the best 
parameter that is conducted in the experimental 
process, including the Adam as optimization 
algorithm, 100 epoch for training, 64 of batch size, 
and learning rate with 0.001. The proposed CNN 
model highly achieves 100% for training accuracy, 
whereas validation accuracy is 100%. Fig. 6 shows 
the confusion matrix of the impact of false class 
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rate, it clearly shows that the proposed CNN model 
provides zero false in every class rate. Therefore, it is 
observed that the proposed model trains effectively, 
keeping no losses and owing to testing accuracies. 
Thus, the proposed model is least affected by the 
over-fitting problem and can be efficiently utilized 
to classify the pin location to crop pin with 100% 
accuracy.

Fig. 6. A confusion matrix analyses of the proposed CNN model

	 Since the pin of SPDT toggle switch in binary 
image location was identified by predicting with the 
proposed CNN model then these pin will be cropped 
according to the prediction result as shown in Fig. 7 
(a). The cropped pin will be rotated according to its 
class as following: Bottom, Left, Top and Right are 
rotated with 0o, 90o, 180o and 270o respectively. The 
rotated pin images are always arranged at the bottom 
as shown in Fig. 7 (b).

E.	 Inspection

	 The abnormal bent pin is very similar to the 
normal pin of SPDT toggle switch in case of 
slight bent pin and these pins are very difficult to 
differentiate whether normal or bent pin. However, 
differentiating these pins requires a thresholding 
with specific parameters obtained from the various 
properties of its pins. The width and height of the pin 
are the significant considered parameters since the 
bent directly affects to the width and height of the pin.
	 Once the pins were located and each pin was 
cropped from the binary image of the SPDT toggle 
switch as shown in Fig. 7 (b) The width of pins is 

considered by counting the number of columns of a 
cropped pin. So, the width of the bent pin is greater 
than the normal pin as shown in Fig. 7 (c) that this 
parameter may be used as a thresholding parameter. 
However, Fig. 8 (a) shows the distribution of the width 
of normal and abnormal bent pins are overlapping 
between the maximum values distribution of normal 
pins and the minimum values distribution of abnormal 
bent pins, thus the width of the pin is out of use.

The height is an important parameter for 
considering to differentiate normal and abnormal 
bent pins. This height parameter can be calculated in 
two ways: maximum height and average height. The 
maximum height is calculated by finding the highest 
columns of a cropped pin. So the maximum height 
of the normal pin looks different from the bent pin, 
as shown in Fig. 7 (c) that this parameter should be 
used for thresholding. However, the distribution of 
the maximum height of normal and abnormal bent pins 
shows that there is overlapping between the minimum 
value distribution of normal pins and the maximum 
value distribution of abnormal bent pins, as shown in 
Fig. 8 (b). Hence, the maximum height of the pin is not 
good for thresholding. 
	 The average height is calculated by averaging 
the summation of the white pixel in each column 
(vertical axis) of a cropped pin. So the average height 
of the normal pin should be greater than the abnormal 
bent pin as the maximum height parameter. So the 
distribution of the average height of normal and 
abnormal bent pins is significantly different from each 
other, as shown in Fig. 8 (c) that this parameter can 
differentiate between the normal pin and abnormal 
bent pin.

The average height is used to differentiate 
between the normal and abnormal bent pins of the 
SPDT toggle switch. Each pin is calculated for 
this average height value and it is compared with 
the standard value obtained from non-overlapping 
range of the distribution of average height. Fig. 8 (c)  
shows a range of non overlapping range between the 
maximum distribution of average height of abnormal 
bent pin and the minimum distribution of average 
height of normal pin. If the calculated value is lower than 
the standard value, the pin is bent; on the other hand, 
if the calculated value is higher than the standard value, 
the pin is normal.
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	 (a)	 (b)	 (c)

Fig. 7. (a) The cropped pin in binary image of SPDT toggle switch, (b) the extracted each pin, (c) Graph of summation of with pixel in column 
of each pin

	 	 	
	 (a)	 (b)	 (c)

Fig. 8. The distribution of parameter of SPDT toggle switch. (a) The distribution of pin’s width parameter, (b) The distribution of pin’s height 
parameter, (c) The distribution of average pin’s height parameter

III. RESULT AND DISCUSSION

In this section, the results of our proposed method 
for SPDT toggle switch pin inspection are presented. 
In order to test the effectiveness of our proposed 
method, many approaches including of supervised 
learning, transfer learning, feature matching, template 
matching, and other images processing designed for 
SPDT toggle switch pin inspection were conducted 
to compare the inspection results that were obtained 
from several testing images. All methods in this 
experiment were programmed in Python and all 
experiments were implemented on an NVIDIA DGX1 
AI cloud server, CPU Dual 20-core Intel Xeon E5-
2698 v4 2.2 GHz, GPUs 8X NVIDIA Tesla V100, and 
512 GB 2,133 MHz DDR4 of system memory. The 
total of testing image contains 4,008 images by using 
2,261 images for normal pin and 1,747 for abnormal 
bent pin of SPDT toggle switches. All testing images 
are the color image with the same size of 1,280x960 
pixels and each image taken with a same focal length 
in a same environment. 
	 Fig. 9 shows the example result images obtained 
from our proposed method. The region of the SPDT 
toggle switch in image was drawn with the blue 
rectangle and its pin location was drown with the 
yellow rectangle. The red rectangle indicates the 
abnormal bent pin, on the other hand the green 
rectangle indicates the normal pin. In order to 
evaluate the quality level of the results obtained 

form our proposed method and the other methods, 
the various matrix-based performances metrics are 
used as performance measurements, these metrics 
consist of five main indicators: accuracy, precision, 
recall, F-measure and time-consuming [17], [18]. 
Table II shows the results of our proposed method 
in six runs, the mean accuracy of our proposed is 
0.9940 and the mean of time-consuming is 0.0230 
second, the standard deviation of all indicators are 
very small since our proposed method provides the 
result clustered around the mean. Table III shows the 
comparative results in every methods and Table IV 
shows the comparative results by group of methods.
	 Since supervised learning can differentiate 
data through learning process with labeled dataset. 
Therefore, KNN, SVM and CNN are used to classify 
normal and abnormal bent pin from gray scale images 
of SPDT toggle switch [19]. The mean accuracy of 
these methods is 0.9392 and mean time-consuming is 
0.2483 where CNN obtains the highest accuracy with 
0.9475 and uses least time-consuming with 0.2206 
second while KNN obtains the lowest accuracy with 
0.9275 and uses the most time consuming with 0.2725 
second. Comparison results between all supervised 
leaning methods and our proposed method, it was 
found that our proposed method was more accurate 
but took more processing time than supervised 
learning methods. However, all supervised learning 
approaches can tell the difference between a switch 
with a normal pin and one with a bent pin, but it can’t 
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tell the difference between a switch with a little bent 
pin and it fail to locate the bent pin in a switch but 
the proposed method succeeds.
	 Transfer learning is the subset of supervised 
learning uses to classify color images as the same 
as supervised learning. However, this method uses 
smaller dataset than supervised learning methods 
[20]. In this research, seven candidate methods of 
transfer learning are used: Dense-Net, Inception, 
Mobile-Net, Res-Net, VGG16, VGG19 and Xception. 
These methods provide mean accuracy with 0.9014 

and mean time-consuming with 0.2886 second where 
Dense-Net obtains the highest accuracy with 0.9725 
but it takes the most consuming-time with 0.4636 
seconds while Mobile-Net obtains lowest accuracy 
with 0.7825 but it takes the least consuming-time 
with 0.1870. Moreover, this Dense-Net transfer 
learning provides higher accuracy than all supervised 
learning methods. However, all transfer learning 
methods provide poorer accuracy than our suggested 
method for the same reasons as supervised learning 
approaches.

Fig. 9. The example results obtained from our proposed method

TABLE II
THE RESULTS OF OUR PROPOSED METHOD IN SIX RUNS

No Accuracy (%) Precision (%) Recall (%) F-measure (%) Time (sec)

1 0.9941 0.9967 0.9914 0.9941 0.3222

2 0.9940 0.9971 0.9909 0.9940 0.3630

3 0.9940 0.9971 0.9909 0.9940 0.3530

4 0.9940 0.9971 0.9909 0.9940 0.2971

5 0.9940 0.9971 0.9909 0.9940 0.3584

6 0.9940 0.9971 0.9909 0.9940 0.3374

Mean 0.9940 0.9970 0.9909 0.9940 0.3385

Std.   0.00003 0.0001 0.0001   0.00003 0.0230

TABLE III
COMPARISON RESULTS OF OUT PROPOSED METHOD AND OTHER METHODS BASED SPDT TOGGLE SWITCH BENT PIN INSPECTION

Methods Accuracy (%) Precision (%) Recall (%) F-measure (%) Time (sec)

Supervised Learning

KNN 0.9275 0.9314 0.9275 0.9273 0.2725

SVM 0.9427 0.9038 0.9533 0.9247 0.2518

CNN 0.9475 0.9555 0.9475 0.9490 0.2206

Transfer Learning

Dense Net 0.9725 0.8901 0.8625 0.8644 0.4636

Inception 0.8125 0.8128 0.8125 0.8125 0.2783

Mobile Net 0.7825 0.7825 0.7825 0.7825 0.1870

Res Net 0.9725 0.9735 0.9725 0.9725 0.2397

VGG16 0.9250 0.9300 0.9250 0.9252 0.2324

VGG19 0.9525 0.9540 0.9525 0.9525 0.3021

Xception 0.8925 0.9016 0.8925 0.8930 0.3176
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Methods Accuracy (%) Precision (%) Recall (%) F-measure (%) Time (sec)

Feature matching

SURF 0.4809 0.2068 0.4577 0.2849 0.6378

MSER 0.5128 0.2169 0.5315 0.3080 0.6418

BRISK 0.5208 0.2229 0.5514 0.3174 0.6396

Template matching

Square Difference 0.5300 0.2200 0.5789 0.3188 16.257
Correlation 
Coefficient 0.5446 0.2772 0.5957 0.2654 7.8490

Cross Correlation 0.5300 0.2200 0.5789 0.3188 7.6981

Other
PCA 0.5156 0.2286 0.5365 0.3206 0.2279

MER+AOR 0.5254 0.2655 0.5530 0.3588 0.2205
Proposed Method 0.9940 0.9970 0.9909 0.9940 0.3385

TABLE IV
MEAN OF EACH PERFORMANCE MEASUREMENT OF DIFFERENT METHODS

Method
Accuracy (%) Precision (%) Recall (%) F-measure (%) Time (sec)

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.

Supervised Learning 0.9392 0.0085 0.9302 0.0211 0.9427 0.0110 0.9336 0.0108 0.2483 0.0213

Transfer Learning 0.9014 0.0711 0.8920 0.0657 0.8857 0.0656 0.8860 0.0655 0.2886 0.0824

Template matching 0.5348 0.0068 0.2390 0.0269 0.5845 0.0079 0.3010 0.0251 10.601 3.9996

Feature matching 0.5048 0.0172 0.2155 0.0066 0.5135 0.0403 0.3034 0.0136 0.6397 0.0016

Other 0.5205 0.0049 0.2470 0.0184 0.5447 0.0082 0.3397 0.0191 0.2242 0.0037

Proposed Method 0.9940 0.00003 0.9970 0.0001 0.9909 0.0001 0.9940 0.00003 0.3385 0.0230

TABLE III
COMPARISON RESULTS OF OUT PROPOSED METHOD AND OTHER METHODS BASED SPDT TOGGLE SWITCH BENT PIN INSPECTION (CON.)

Template matching and feature matching are a 
technique in digital image processing for finding 
small parts of an image which match a template image 
and feature of the object respectively [21], [22]. 
Our experiment uses these methods to address the 
SPDT toggle switch and its pin in an image and uses 
our inspection method for determining normal and 
abnormal bent pins of the toggle switch. However, the 
mean accuracy of both methods is lower than our mean 
accuracy of the proposed method and it’s mean time-
consuming is higher than the mean time-consuming 
of our proposed method. Moreover, F-measure and 
precision of template matching and feature matching 
method are very low because the weighted harmonic 
mean is the imbalanced distribution of classes with 
accuracy. Once the object has less rotation, template 
matching and feature matching perform effectively. 
However, if the object has a lot of rotation, it won’t be 
able to locate it. Since the switches in this study are 
arranged without ordering and wide range of rotation, 
Template matching and feature matching are unable 
to locate the position of this switch as effectively 
as they should resulting in lower accuracy than the 
proposed method.

Principle component analysis is a statistical 
procedure that extracts two important parameters 

are eigenvectors and eigenvalues from a binary 
objects in the image [23]. These two parameters are 
used to calculate the angle between an object and 
the horizontal axis. This research uses the calculated 
angle to rotate the SPDT toggle switch object in the 
image and its pin is always on the bottom of the 
object. Our inspection method will be applied for 
pin inspection. However, the results of this method 
are not different from the previous method for the 
same reason, the overall efficiency is lower than the 
proposed method.

In summary, even though all of the methods 
presented have a similar task to inspect the pin of 
SPDT toggle switches, our proposed method able to 
produce better accuracy results than other competitive 
methods. Moreover, our proposed method can 
distinguish between the normal pin and abnormal 
bent pin, and it can locate only specific abnormal 
bent pin of SPDT toggle switch while the other 
cannot be performed. However, our proposed method 
takes more the time-consuming than the supervised 
learning and transfer learning method because the 
abnormal bent pin identification process is quite time-
consuming but it is worth it because it can clearly 
identify abnormal bent pin address which leads to 
further improvements in production quality.
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IV. CONCLUSION

In this paper, combining image processing and 
machine learning techniques to inspect the bent 
pin of the SPDT toggle switch is proposed. The 
major contribution of this work is the successful 
development of an effective methodology, in which 
the image processing is implemented to extract 
the background out from the image using HSV 
color segmentation, remove noise and hole based 
morphological operation, locate toggle switch 
using MER and AoR, pin identification-based CNN 
classification and pin inspection by considering the 
average of summation of white pixels in the vertical. 
Furthermore, a detailed comparison between the 
proposed method and other methods including 
supervised learning, transfer learning, template 
and feature matching, and other image processing 
methods are presented in our experiments.

The results obtained from our proposed method 
provide high accuracy for pin inspection than 
other competitive methods and our proposed can 
differentiate between normal and abnormal bent 
pins. In addition, the proposed method is reliable 
and highly effective from the perspective of solution 
quality. The proposed method will be applied in the 
actual industry to improve the accuracy of the pin 
inspection for toggle switch products.

However, there is still conducted in a controlled 
environment for improvement in the capability of 
the proposed method. Applying in real industry 
processes should guarantee the parameters suit the 
industry environment to avoid noise and error in order 
to provide the highest accuracy. The future work is 
developing the inspection method for handling every 
defective type of the toggle switch and improving the 
speed of the method.
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	 Abstract─The purpose of this research was to 
develop a business intelligence system and make 
predictions with data mining of Lam Sam Kaeo 
Town Municipality. The process of development 
used Microsoft Visual Studio (SSDT) with SQL 
Server Integration Services (SSIS) to create a 
data warehouse, then using SQL Server Analysis 
Services (SSAS) to create cube and using SQL 
Server Reporting Services (SSRS) to create 
reports then publish to web browsers for local 
administration officers to make decisions.
	 The sample data used in this project covered 
local government taxpayers living in Lam Sam 
Kaeo Town Municipality in 2020: altogether about 
200 taxpayers. The analysis was based on the new 
land and building tax act 2019. RapidMiner Studio 
was used to create the analysis model to determine  
the factors that cause tax delays in Lam Sam 
Kaeo Town Municipality. A comparison of three  
classification algorithms showed similar accuracy:  
J48 Decision Tree has accuracy = 96%, Naïve Bayes 
has accuracy = 92%, Neural Network has accuracy  
= 96.50%, ANOVA test found no significant  
difference at 0.05 level is not different so the  
researcher chooses the Decision Tree method for 
this research.
	 The results are that the most influential factors  
causing overdue tax payments are ‘forget to pay’, 
‘lack of advertising’, and ‘lack of e-payment  
method.

	 Index	 Terms─Business Intelligence System, 
Data Warehouse, Decision Tree, Naïve Bayes,  
Neural Network

I. INTRODUCTION
	 The Thai government has recently approved a new 
tax on land and buildings, as described in the Land 
and Buildings Tax Act 2019 [1], and the Land and 
Buildings Tax Reduction Act 2020 [2]. 

	 There are three parts to this new law: a land 
and buildings tax, a signboard tax, and a corporate 
building tax [1].
	 Lam Sam Kaeo Town Municipality is looking 
for a business intelligence system to handle the 
administration of this tax, and this paper describes 
the system that was developed for them. Currently, 
the data about the land size, its ownership, and use 
are stored in a spreadsheet, which has to be manually 
sorted and updated with each change to the land title 
deed holder, change of address of the landowner, 
newly-surveyed land that has no appraisal value, etc., 
This system is inefficient and error-prone, resulting 
in much manual checking and delay [3].
	 Having studied the problem, the following 
solution approach was adopted: firstly, use SQL 
Server technology to store data, then use the SQL 
Server Integration Services (SSIS) to create, extract, 
transform and load information into the data warehouse 
[4]. This will combine the relevant information and 
automatically make the various tax calculations for 
the people covered by the new land tax. Next, the 
results will be extracted as a dimensional model data 
structure and separated into a dimension table and fact 
table to import into SQL Server Management Studio 
to become a data warehouse. Finally, the SQL Server 
Analysis Services (SSAS) will be used to create a 
model for analyzing the data of the dimension table 
and fact table, allowing the user to view details of 
multidimensional data [5]. 
	 In addition, a cube was developed to support 
forecasting and decision-making. With this, SQL 
Server Reporting Services (SSRS) can be used to 
create a dashboard for summarizing information and 
to automatically generate customizable reports for 
executives which can be viewed with a Web Browser 
[6].
	 The first step in the process was to create a data 
gathering spreadsheet about village land, including 
land data, land address, landowner, landowner 



Indexed in the Thai-Journal Citation Index (TCI 2)

INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 6, No. 1 January-June 2022	 29

address, land utilization, date and time tax was paid, 
and the formula for calculating tax. All the data was 
sorted by village and was checked by government 
officers [7].
	 The second step was to use a dimensional model 
to structure the data, then to use the SQL Server 
Integration Services (SSIS) to create, extract, transform,  
and load information into the data warehouse. 
Dimension tables were created for land data,  
land address, landowner, landowner address,  
land utilization, and the date and time taxes were paid. 
A fact table was created for the formula to calculate 
tax [8]. 
	 It is important that the extract, transform and 
load (ETL) process be evaluated by the intended 
users until they are satisfied with the structure and 
knowledgeable enough to analyze the data and 
customize reports and create tables and charts for 
their management. A typical report might show 
which village pays the most tax, and how the land in 
a particular village is segmented by usage: residential, 
agricultural, commercial, or wasteland [9].
	 This information is essential to support local 
administration officers with operational insights and 
decision-making for overdue tax payments because 
the main income of local government is a local 
tax. And with this process, the information can be 
analyzed much more quickly and efficiently than the 
manual method [10]. 
	 At each stage, the government officers are required 
to verify that the information is accurate and can be 
used to make decisions.
	 Now the Lam Sam Kaeo Town Municipality 
didn’t create a data warehouse. The researcher has 
developed an organized, accurate, and complete 

business intelligence system to help collect land and 
building taxes [5]-[7]. It can be used to check who 
paid taxes on time, who paid late, and who is overdue 
with their payment. Analyzing historical data by data 
mining also allows the user to predict the factors 
that cause tax delays [15]-[17]. This was done by 
importing the data into RapidMiner Studio to create 
three types of forecasts, namely Decision Tree [11], 
Naïve Bayes [12], and Neural Network [13].

II. OBJECTIVE

	 1. To develop a business intelligence system to 
collect data of taxpayers with Visual Studio (SSDT) ​​
to build SQL Server Integration Services (SSIS) and 
then use SQL Server Analysis Services (SSAS) to 
create a cube. Additionally, use SQL Server Reporting 
Services (SSRS) to create reports [4]-[10].
	 2. To predict the factors of delayed tax payment in 
Lam Sam Kaeo Town Municipality using data mining 
techniques [17]-[25].

III. RELATED WORK

	 Develop business intelligence with SQL Server, 
which consists of a business intelligence process that 
can be described as follows: 
	 ●	 The data warehouse must be designed carefully 
by dividing it into dimension tables and fact tables 
with primary keys and foreign keys. In this case, 
the design consists of dimension tables (dates, land, 
land address, owner address, and utilization) and 
one fact table (land tax) with relevant constraints 
defined by primary keys and foreign keys. Then the 
raw spreadsheet data can be extracted in Table I and 
II. [4], [5], [7].

TABLE I 
DIMENSION TABLE (DIM DATE)
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TABLE II 
FACT TABLE (FACT_LAND_TAX) WITH LAND_NUM , ORDER_NUM, UTILIZATION_CODE, DATE_KEY 

AS FOREIGN K.EY

	 ●	 The next process is one of extracting, 
transforming, and loading (ETL) the spreadsheet 
data into the data warehouse using Microsoft Visual 
Studio (SSDT) and SQL Server Integration Services 
(SSIS). The dimension table will be imported first. The 
primary key and data type will be set appropriately 
before importing. The fact table will be imported last. 
To assure data integrity, we create foreign keys to 
associate with the primary key in each dimension 
table, then create an Entity Relationship Diagram 
(ER diagram) to check the database relationship. Each 
dimension table must have a primary key to point to 
the fact table, and the data that has been through this 
process is considered correct. It is stored in a data 
warehouse in Microsoft SQL Server Management 
Studio in Fig. 1 [4], [6], [7].
	 ●	 Using Microsoft Visual Studio (SSDT) to 
create SQL Server Analysis Services (SSAS), then 
create data source to retrieve data that we need 
from the data warehouse in Microsoft SQL Server 
Management Studio by selecting the database name 
and selecting all the required tables. This must include 
a dimension table and a fact table. Then create a data 
source view and select all the tables that we want 
to display in the ER diagram, then create a cube by 
assigning a table of quantitative numerical values that 
can be calculated as a fact table and the rest will be 
a dimension table by selecting the fields that need to 
be analyzed. When finished, test the deployed data to 
see if it passes. If not passed, the error must be found 
and corrected. If passed, it is considered to be set up 
correctly in Fig. 2 [5], [6].

	 ●	 Display, after the deployment is successful, go 
to tab browser to select the output as a spreadsheet, 
which is a symbol of the program Microsoft Excel. 
The display can select data in the columns of the 
dimension table and fact table as needed in order 
to be able to create a dashboard to summarize the 
selected information. Then the size, color, font, 
various graph styles, tables, and dashboard designs 
can be customized for the executive report Fig. 3 [6].
	 ● 	Report display, use Microsoft Visual Studio 
(SSDT) ​​to create SQL Server Report Services (SSRS) 
as a more complex report format. You can import data 
from the data warehouse to select only the attributes 
that you want to display. When deployed, the data 
will be imported into a web browser, which can be 
browsed using a web browser Fig. 4 [6]-[10].

IV. DEVELOPMENT OF BUSINESS INTELLIGENCE 
SYSTEM TECHNIQUE

A.	 Data Warehouse Design (Snow Flake Schema 
Dimension Model)

B.	 SQL Server Integration Services (SSIS)

	 Data imported into SQL Server Management 
Studio becomes a data warehouse with a snowflake 
schema dimension model. There is a processing list 
from spreadsheet to database in Fig. 1. 

•	Dim_Date import to be OLE DB Dim_date
•	Dim_Land import to be OLE DB Dim_Land
•	Dim_Land_Address import to be OLE DB 

Dim_Land_Address
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•	Dim_Owner import to be OLE DB Dim_Owner
•	Dim_Owner_Address import to be OLE DB 

Dim_Owner_Address

C.	 SQL Server Analysis Services (SSAS)

	 SSAS will bring Dimensional Table and Fact 
Table after verifying ETL process from SSIS into a 
data warehouse. Data were analyzed by using Cube. 

Tables were analyzed as follows: Dim_Date, Dim_
Land, Dim_Land_Address, Dim_Owner, Dim_
Owner_Address, Dim_Utilization, Fact_Land_Tax 
in Fig. 2.

Fig. 2. Relation model Snow flake schema.

•	Dim_Utilizations import to be OLE DB Dim_
Utilizations

•	Fact_Land_Tax import to be OLE DB Fact_
Land_Tax

Fig. 1. Use SQL Server Integration Services (SSIS) to extract, transform, and load (ETL) process by using Visual Studio (SSDT) ​​create SSIS 
using spreadsheet import into SQL Server Management Studio.
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Fig. 3. Cube browser has the following data attributes: SSN, Full_Name, Parcel_Num, Rai, Ngan, Wa, Value of Square Wa, Utilization describe, 
House tax 2019, Discount 90, Payment 90, Real_Tax_Pay.

D.	 SQL Server Report Services (SSRS)

	 SSRS report issuing report is to bring data from 
the data warehouse to produce a more complex table 

report by selecting the attribute to be exported and 
able to deploy to display on a web browser.

Fig. 4. Create a report on web browser.

V. PREDICTION DATA WITH DATA MINING 
TECHNIQUE

	 Analyze the factors of delayed tax payment 
with RapidMiner Studio consisting of the following 
techniques: 
1)	 Decision tree (J48) is a tool to help make strategic 

or operational decisions in a business, government 

agency, or other organization by using a decision 
tree. It resembles an upside-down tree. Where the 
very first note at the top will be the root of the tree 
called the Root Node, where each node will display 
attributes as a Branch, each branch will show the 
results in the test, and the Leaf Node will show the 
results of classification data in Fig. 5 [11].
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Fig. 5. Decision Tree

2)	 Naïve Bayes classification is a technique that uses 
probability theory according to Bayes’ Theorem 
as an algorithm for classifying data. It works by 
learning the problems that arise to create new 
classification conditions. There is a principle for 
calculating the probability of predicting results. 
It is a technique for solving a classification 
problem that can predict the outcome. By 
analyzing the relationship between two or more 
variables to create a probabilistic condition for 
each relationship. Suitable for the case of a 
large number of samples and each attribute is 
independent of the other. The probability of the 
data in Eq. (1) [12].

(1)
Naive Bay’s equation

Where P(h/D) is the probability distribution of the 
hypothesis, h using the data D. According to the 
theory,

•	P(h) is the previous probability of the  
hypothesis, h.

•	P(D) is the previous probability of the sample 
data set, D.

•	P(h|D) is the probability of h when known D.
•	P(D|h) is the probability of D when known h.

3)	 A Neural network is a structure for processing 
information that is similar to the neurons in the 
human brain. It consists of a basic processor called 
neural processing and occurs in a sub-processor 
called a node, which simulates the behavior of a 
cell-signaling between nodes connected in three 
layers: the input layer, the hidden layer, and the 
output layer in Fig. 6 [13], [14].

Fig. 6. Neural network

•	The input layer is numeric data. If it is qualitative  
data, the data must be converted to a quantitative 
format acceptable to the neural network.

•	The hidden layer is an intermediate step. They 
function like deep learning. Each layer can 
have as many neural nodes as possible, and the 
increase affects the performance.

•	The output layer model is the actual result of 
the learning process of the neural network [13].

TABLE III
ORGANIZE THE DATA IN A TABULAR FORM FOR EASY 

CALCULATIONS.
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Symbols used in the calculations
 	 Xĳ		 is the observation I in the procedure j 
			   when 	 i = 1, 2, 3, …, n
				    j = 1, 2, 3, …, k
 	 Tj		 is the sum of the observations in the 
			   procedure J.
​​ 	 T.		  is the sum of all observations. 
 	 T.		  is the number of data in the group J.
 	 N		  is the total number of data.

4)	 The variance between the groups (Sum of Square 
Between the Groups (SSB)) is the variance 
between the mean of the data of each group. It is 
calculated in Eq. (2) [13], [14].

(2)
(4.1)	Sum of Square Within the Groups (SSE) is 

the variance between data within the same 
group. It is calculated in Eq. (3) [12].

(3)
(4.2)	The total variance (Sum of Square Total: 

SST) is the total variance of all data from 
all populations in Eq. (4) [13], [14].

(4)
	 In this research, the researcher used Analysis of 
Variance (ANOVA) to compare the performance of 
the three forecasting models because ANOVA was 
able to compare two or more forecasting models. This 
makes it appropriate to compare the performance of 
the forecast model. The data to be analyzed for a 
variance must comply with the following prerequisites 
[13], [14].

● The samples were randomly drawn from the 
normal distribution. 

● The Population must independent of each other .
● The number of population variances must have 

the same amount.
(4.3) Accuracy is a measure of accuracy to 

compare forecast models to find a suitable 
model. Determination of work efficiency in 
Eq. (5) [13].

(5)
			   TP	 is positive correct prediction value.
			   TN 	 is negative correct prediction value.
			   FN 	 is a positive error prediction value.
			   FP 	 is negative faulty value.

(4.4) 	Precision is a measure of whether the forecast 
is true. The accuracy of the forecasting 
model can find the precision in Eq. (6) [13]. 

(6)
			   TP	 is a positive prediction value. 
			   FP	 is a negative prediction error value.

(4.5)	Recall is a measure of the forecast that is 
true. What is the ratio of all true values ​​of 
the forecast model? Remembrance can be 
found in Eq. (7) [13].

(7)
			   TP 	 is a positive prediction value. 
			   FP 	 is a positive prediction error value.

(4.6)	Tool 
			   In this research, the researcher used 
spreadsheet data to collect a survey for forecasting 
factors causing a delay in local tax payment. 
By extracting data from spreadsheet and using 
RapidMiner Studio as a tool to experiment with 
forecasting models each model could be compared 
[17]-[20].

VI. RESULTS

	 The results of the research can be summarized 
into three parts:
	 Part 1 Comparison of Decision Tree, Naïve Bayes, 
and Neural Network Analysis.
	 Selecting three forecast models to find Accuracy, 
Precision and Recall in each forecast model, which 
will consist of the following operations. Import Data 
is to retrieve data in spreadsheet format, prepared for 
use in forecasting with various forecasting models. 
Select attributes is the selection of attributes to be 
used as a class in forecasting, and Cross Validation is 
to test the performance of each forecast model which 
uses RapidMiner Studio as a forecasting tool.
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	 The process of creating a forecast model using a 
decision tree (J48) consists of operators as follows: 
first, forecasting with a Decision Tree forecast model, 
then the application of the created forecast model to 
make predictions. Finally, measure the performance 

of the forecasting model, for attributes such as 
Accuracy, Class Recall Accuracy, Class Precision 
accuracy, etc.
	 The forecasting process with the Decision Tree 
Forecasting Model is shown in the figure in Fig. 7.

Fig. 7. The core process of forecasting with various forecasting models.

Fig. 8. Forecasting process with decision tree forecasting model

	 After forecasting with the Decision Tree Forecasting Model, the results are as shown in Table IV. 

TABLE IV 
FORECAST RESULTS WITH DECISION TREE FORECASTING MODEL

Model Accuracy Class Recall
(True Yes)

Class Recall
(True No)

Class Precision
(Pred. Yes)

Class Precision
(Pred. No)

Decision Tree 96.00% 96.00% 96.00% 97.56% 93.51%

Decision Tree Forecasting Model Accuracy = 96.00% Accuracy of Tax Factor Forecasting True Variable Yes = 96.00% Accuracy of Tax 
Factor Forecast False Variable No = 96.00%

	 Forecasting modeling process using Naïve Bayes 
consists of the following operators: first is forecasting 
with the Naïve Bayes forecasting model, then the 
application of forecasting models. Finally, measure 
of the performance of the forecast model, such as the 

Accuracy, Class Recall accuracy, and the accuracy 
of the Class Precision class, etc.
	 Forecasting process with the Naïve Bayes 
forecasting model as shown in the figure in Fig. 9.

Fig. 9. Forecasting process with the Naïve Bayes forecasting model
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	 After forecasting with the Naïve Bayes forecasting model, the results were as shown in Table V

TABLE V
FORECAST RESULTS WITH THE NAÏVE BAYES FORECASTING MODEL

Model Accuracy Class Recall
(True Yes)

Class Recall
(True No)

Class Precision
(Pred. Yes)

Class Precision
(Pred. No)

Naïve bayes 92.00% 100.00% 78.67% 88.65% 100.00%

Naïve Bayes Forecast Model Accuracy = 92.00 % Tax Factor Forecast Accuracy True Variable Yes = 100.00 % Tax Factor Forecast Accuracy 
False Variable No = 78.67%

		  The process of building a forecast model using 
a neural network consists of the following operators: 
forecast with a neural network forecast model, apply 
the forecasting model that has been created, then use 
measure the performance of the forecast model, in 

terms of Accuracy, Class Recall class accuracy, the 
accuracy of the Class Precision class, etc.
	 Forecasting Process with Neural Network 
Forecasting Model in Fig. 10.

Fig. 10. The forecasting process with the Neural Network forecasting model.

	 After forecasting with the Neural Network forecasting model, the results are shown in Table VI.

TABLE VI
FORECAST RESULTS WITH NEURAL NETWORK FORECAST MODEL

Model Accuracy Class Recall
(True Yes)

Class Recall
(True No)

Class Precision
(Pred. Yes)

Class Precision
(Pred. No)

Neural Network 96.50% 96.00% 97.33% 98.36% 93.59%

Neural Network Forecasting Model Accuracy = 96.50% Accuracy of Tax Factor Forecast True Variable Yes = 96.00% Accuracy of Tax Factor 
Forecast False Variable No = 97.33%

	 Part 2 Compares the performance of Decision Tree, Naïve Bayes, and Neural Network forecasting models using 
ANOVA statistics in Fig. 11.

Fig. 11. Comparison of forecasting models with Rapid Miner Studio
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	 Comparison of all 3 forecast models by using ANOVA statistics. Comparison of forecast models results as 
shown in Table VII.

TABLE VII 
ANOVA FORECAST MODEL COMPARISON RESULTS

Source Square Sums DF Mean Square F Prob

Between 0.007 2 0.004 1.817 0.182

Residuals 0.053 27 0.002

Total 0.060 29

	 The comparison of forecast models with ANOVA 
statistics revealed that the Decision Tree, Naïve 
Bayes and Neural Network forecast models had F = 
1.817 and Prob = 0.182, which were not significantly 

different at the 0.05 level. The three forecasting 
methods were not significantly different. Therefore, 
any type of forecasting model can be used in research.

Fig. 12. Forecast results factors of delay payment with Decision Tree

	 From the forecasting of delayed local tax factors 
to Lam Sam Kaeo Town Municipality in 2020 with 
the Decision Tree forecasting model in Fig. 12. 

		  1)	IF Forget = “≤ 0.500” = “No” 
				    #No means: Forget to pay tax”.
		  2)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “> 0.500” = 
				    “Yes” 
				    #Yes means: lack of E-payment method.
		  3)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “≤ 0.500” 
				    AND No_Time_or_Too_far = 
				    “> 0.500” = “No” 
				    #No means: not worth the time and cost  
				    to travel to the local government  
				    organization. 

		  4)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “≤ 0.500” AND  
				    No_Time_or_Too_far = “≤ 0.500” AND  
				    Not_receive_Local_Tax_Letter =  
				    “≤ 0.500” = “No” 
				    #No means: not receive tax letter to  
				    inform tax from local government  
				    organization. 
		  5)	IF Forget = “> 0.500” AND 
				    Lack_of_E-payment = “≤ 0.500” AND  
				    No_Time_or_Too_far = “≤ 0.500” AND  
				    Not_receive_Local_Tax_Letter =  
				    “≤ 0.500” = “Yes”
				    #Yes means: receive tax letter to inform  
				    tax from local government organization.
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VII. CONCLUSION

	 The business intelligence system is a convenient 
way to collect data, calculate taxes, check tax 
payments, and make decisions about Land and 
Building taxes for Local Administration officers. The 
prototype developed in this project was given to five 
Local Administration officers to test. They found the 
program satisfied their needs and they could easily 
customize the reports to make them convenient.
	 A technique was used to predict the factors 
resulting in delayed tax payment: comparing the three 
forecasting models of Decision Tree, Naïve Bayes, 
and Neural Network, found no significant difference 
at 0.05 level (the ANOVA test found that F = 1.817 
and Prob = 0.182.) The researcher chose the Decision 
Tree forecasting model to use in forecasting factors 
of late local tax payments in 2020.
	 The ANOVA test identifies whether there is a 
significant difference between groups. It allows you 
to decide whether you can reject the null hypothesis 
that there is no difference between the groups, and 
accept the alternate hypothesis that the groups are 
different. 
	 It was found that the lack of electronic tax 
payment options (Lack of E-Payment) has the greatest 
impact, followed by forgetting to pay taxes (Forget) 
in second place. A solution approach is to add the 
payment status along with the payment due date and 
compare them. If the payment status is “NO” after 
the due date, that means the villager forgot. The 
delinquent villager can then be sent a reminder letter 
containing a QR code payment instruction to Lam 
Sam Kaeo Town Municipality bank account and ID 
Line to make payment easy and convenient. 
	 Business intelligence (BI) can help companies 
make better decisions by showing present and 
historical data within their taxpayer context. 
Analysts can leverage BI to provide performance and 
competitor benchmarks (another local government 
organization) to make the organization run smoother 
and more efficiently. Analysts can also more easily 
identify the problems to increase tax. With this 
knowledge, the local administrators will be able to 
solve the problem in the following year.

VIII. DISCUSSION

	 The research found the main factors that delayed 
local taxation to Lam Sam Kaeo Town Municipality 
in 2020. Three different forecasting models were 
compared using a sample of 200 local taxpayers 
in Lam Sam Kaeo Town municipality. The factors 
for delaying tax payment to Lam Sam Kaeo Town 
Municipality are discussed as follows:
	 From the forecast of factors causing the delay in 
local taxation to Lam Sam Kaeo Town Municipality 
it was found that 

•	Decision Tree analysis found that if the sample 
group forgot to pay the tax it would result in the 
most delay in tax payment.

•	 If the sample group has a problem with tax 
payment via electronic transaction system, i.e., 
Prompt Pay, it will result in the second most late 
tax payment.

•	 If the sample group has to pay the tax in person, 
and considers it not worth the time and cost 
to travel to the local government organization 
because the distance is far, this would result in 
delayed tax payment as well.

•	 If the sample does not receive a letter to inform 
them of the land and building tax, this will have 
the effect of delaying the payment of taxes. 

•	 If the sample received a letter to inform them 
of the land and building tax, then there will be 
no effect on the late tax payment.

	 From the analysis, the factors affecting the 
late payment of local taxes to Lam Sam Kaeo 
Town Municipality were found. The two major 
reasons resulting in late payment of local taxes 
to the municipality are a) that people forgot and  
b) people found it difficult or inconvenient to make 
the payments. 
	 Furthermore, according to the research comparing 
the efficiency and accuracy of the three forecast 
models, the Neural Network analysis model has an 
accuracy of 96.50%; the Decision Tree at 96.00%; and 
the Naïve Bayes model with an accuracy of 92.00% 
were not significantly different at level 0.05 therefore, 
any forecasting model can be used in forecasting. In 
this research, the researcher chose the Decision Tree 
forecasting Model to determine the factors affecting 
the late payment of local taxes to Lam Sam Kaeo 
Town Municipality because the decision tree model 
is a top-down tree-like structure that explains the 
decision-making rules for prediction.
	 At each step, a decision is made based on the 
attribute in question, and the result generates a branch 
of the tree. Using this divide and conquer approach, 
classification rules are generated. The rule is a path 
from the root node to an end node. An advantage of 
the Decision Tree is that the information gained can 
be used in feature selection as well [14]. That is why it 
is a widely popular and easy-to-understand algorithm. 

XI. SUGGESTIONS

	 1)	In the future this research should be a group 
analysis by village numbers. Adding a method 
for collecting data on surveys of the remaining 
uncompleted land areas to gain insights into the 
decisions of local administration officers.
	 2)	Since it is the first year that the Land and 
Buildings Tax Act 2019 has been applied, there is 
still a lack of payment systems through the transaction 
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system. Electronic is Prompt Pay and the address 
of the taxpayer changes as well. As a result, the 
tax is delayed. Therefore, Lam Sam Kaeo Town 
Municipality can apply the research results to solve 
the problem in the coming years.
	 3)	The results of the analysis can be used as a 
guideline for solving the problem of late tax payments 
to Lam Sam Kaeo Town municipality. For example, 
the development of a business intelligence system 
to collect complete and current data about land 
ownership and taxation, and generate reports about 
who pays taxes on time, late or forgets to pay taxes. 
This will save a lot of administration time, as well 
as reduce the need to create and store a lot of paper 
forms. This will result in more tax collection covering 
the entire municipality and reduce delays in tax 
payments.
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	 Abstract—The Thai government is placing 
the advanced automotive industry sector among 
the 12-targeted industries as the key drivers for 
economic and social development. So, all kinds of 
Electric Vehicles (EV), namely, Battery Electric 
Vehicles (BEV), Hybrid Electric Vehicles (HEV), 
Plug-in Hybrid Electric Vehicles (PHEV), and  
Fuel Cell Electric Vehicles (FCEV) will be the  
focus for Thai automotive sector promotion by 
the government. Two key components of EVs are 
the motor and battery pack. Present battery types  
and major characteristics are elaborated and  
discussed with emphasis on materials development,  
obstacles, and appropriate solutions for the  
future sustainability of EV manufacturing and  
application.

	 Index Terms—Materials on Wheels, Batteries for  
Electric Vehicles, Future Aspect of Batteries

I. INTRODUCTION

	 Electric vehicles are typically classified into four 
general types [1], [2]:

● All-electric vehicles where the battery pack is
the sole power source, hence these are termed Battery 
Electric Vehicles (BEVs). The battery is charged by 
the plug-in to an external source of electrical power. 
These vehicles reduce the consumption of oil and  
gas-based fuels and during driving they do not  
produce exhaust emissions.

● Hybrid Electric Vehicles (HEVs) are powered
by a conventional Internal Combustion Engine (ICE) 
but are also fitted with an electric motor supplied via a 
relatively small battery pack. This battery is recharged 
while driving under ICE power and by regenerative 
braking during which the motor can act as a generator. 
The electric motor power enables the use of a smaller 
capacity ICE giving improved fuel consumption and 
reduced emissions without loss in performance.

● Plug-in Hybrid Electric Vehicles (PHEVs) are
also powered by a conventional ICE and by an electric 
motor. The battery pack fitted is larger than in HEVs 

and is charged by plugging into an outside electrical  
power source, and as in HEVs via the ICE and  
during regenerative braking. When fully charged it 
is possible to drive under electric power only for up 
to about 50 km.

● Fuel Cell Electric Vehicles (FCEVs) are driven
by an electric motor powered by electricity generated 
onboard from hydrogen-based fuel cells. A FCEV 
does not need a heavy energy storage battery but is 
normally equipped with a smaller battery to provide 
extra power for acceleration and to increase efficiency 
by regaining of energy via regenerative braking.
	 The need for and the increasing awareness of  
reducing carbon emissions combined with government  
incentives in many countries have resulted in greater  
public interest in and ever-increasing worldwide 
use of EVs [3]. As well as being free from exhaust  
emissions BEVs offer lower running and maintenance 
costs compared to ICE and hybrid vehicles. Forecasts 
estimate that, by the year 2040, EVs will account for 
around 55% of all new passenger cars [3], [4] and 
this figure may be as high as 66% if major car groups 
cease production of ICEVs by 2035. Projections for 
conservative and accelerated growth in zero and 
low emission vehicle (ZLEV) sales in the European 
market are illustrated in Fig. 1 [5]. The accelerated 
uptake prediction assumed that major car producers 
will cease ICEV manufacture from 2035 onwards.

Fig. 1. Forecasts for vehicle sales in Europe under conservative 
baseline and accelerated EV uptake conditions [5].
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	 One definite target is that of the EV30@30  
Initiative which was launched in 2017 with current 
participation by Canada, China, Finland, France,  
India, Japan, Mexico, Netherlands, Norway, Sweden,  
and the United Kingdom [6]. The aim of this  
initiative is for all types of electric vehicles, apart 
from 2-wheeled, to collectively achieve a market 
share of 30% by 2030. A recent survey [7] suggests 
that continuing reductions in the price of battery packs 
will soon make EVs as affordable as comparable  
ICE models. In 2020 the average cost of a Lithium-ion  
battery pack was $137 per kWh approaching the  
$100 per kWh at which EVs cost roughly the same 
to manufacture as ICEVs.
	 In general, the continued developments in EV 
batteries and the materials used for their construction 
are aimed at:
	 ●	Increasing the driving range 
	 ●	Reducing the time needed for recharge
	 ●	Improving safety by prevention of overheating
	 ●	Reducing cost of battery packs
	 ●	Solving environmental and ethical problems in 
the supply of raw materials
	 ●	Improving the working life and the potential for 
reuse and recycling.
	 Focusing on BEVs, this overview of materials  
for EVs considers the property requirements and 
availability of materials for the manufacture of  
anodes and cathodes for battery packs and comments 
briefly on the extra importance for light-weighting of 
body sections and other parts in order to compensate 
for the additional weight of the batteries. Material 
aspects of fuel cells are not included in this review 
and are covered elsewhere [8]-[10].

II. BATTERY TYPES AND CHARACTERISTICS

	 Electric vehicles need batteries that can supply 
high energy storage and high power. The energy 
storage capacity of a battery controls the potential  
charge-to-charge driving range and can be  
characterized by the specific energy in Wh./kg or by 
the energy density as Wh./l. Acceleration depends 
on battery power which can be described as specific 
power in W/kg or as power density in W/l. Hence, 
the relative performance of EV batteries is often  
compared on a Ragone type diagram [11] in which 
the specific energy or energy density is plotted versus 
the specific power or power density. An example of 
such representation (Fig. 2) from 2007 [12] illustrates 
the then required trade-off ranges between energy and 
power for HEV, PHEV, and BEV and indicates why 

more recent EV battery developments and usage have 
been focused on Li-Ion technology.

Fig. 2. Specific Power-Specific Energy relationships for various 
battery types in 2007 [12].

	 The characteristics of established and developing 
battery technologies are compared in Fig. 3, which 
plots energy density as Wh./l against specific energy 
[13]. The higher the value of power density, for a given  
acceleration, the smaller is the volume requirement 
for the battery while higher values for energy density 
reduce the mass of the battery enabling weight-saving 
and/or possible increased range.

Fig. 3. Plot of energy density as (Wh./l) against specific energy 
(Wh./kg) for established and some emerging battery technologies 
[13]. 

	 The reference number indicated relate to battery 
cell size: 18650 is a cylindrical cell 18 mm in diameter  
with height of 65 mm; 454261 is rectangular with 
dimensions 45x42x61mm and 553450 is also  
rectangular 55x34x50 mm.
	 In addition to batteries, capacitors and fuel cells 
also have potential to provide power for EVs. Like 
batteries, capacitors store energy. They can supply 
this energy rapidly but unfortunately only in small 
amounts since they have lower specific energy than 
batteries [14].
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Fig. 4. The barrel model of Lee & Jung used to compare energy 
sources [15]. A capacitor has a small volume but a large opening  
area whereas a fuel cell has a large volume but only a small  
opening area.

	 Capacitors can be used in hybrid battery-capacitor 
systems where the capacitor can boost acceleration 
and store energy from regenerative braking. Fuel 
cells, like ICEs, generate energy and they offer high 
specific energy but this is offset by low specific power.  
Comparison between batteries, capacitors, and fuel 
cells can be conveniently made by reference to the 
barrel model proposed to supplement Rag one plots 
[15] as shown in Fig. 4.

III. LEAD – ACID BATTERIES

	 The history, present status and future of EV  
batteries can be considered with reference to Fig. 2 
and 3. In the early days of the “horseless carriage” 
some 120-150 years ago, BEVs fitted with the first 
rechargeable lead-acid batteries provided strong  
competition for steam powered and ICE vehicles 
[16]. However, lead-acid batteries (LABs) have very  
limited levels of 20-35 Wh./kg for specific energy and 
hence are not suitable for use in traction applications, 
other than for golf and indoor carts and forklift trucks. 
To meet noise regulations and prevent exhaust fumes, 
electric forklifts and other off-road vehicles are  
increasingly replacing those powered by diesel or 
LPG, and as such are essential for indoor applications 
[17]. The weight of LABs is not a problem since the 
weight of the forklift must be sufficient to provide 
counterbalance during lifting operations. This is a 
complete contrast to automotive applications, where 
the weight of the battery is required to be as light 
as possible. However, even in forklifts, LABs can 
be replaced by hybrid Li-Ion/supercapacitor systems 
which offer improved power performance, energy 
efficiency, and cycle life plus reduced charging time 
and less maintenance [18]. It is recognized that, in 
addition to the larger traction battery, all electrified 
powertrains, HEVs and BEVs, retain a 12V start-up, 
board-net, and electronic component supply which 
continues to be provided by an auxiliary 12V LAB. 
This auxiliary is also used to maintain the safety  

management of the larger traction battery and,  
in start-stop systems store energy recovered via  
regenerative braking [19]. 
	 Ongoing LABs research is aimed at improving  
their capability in regenerative brake charging  
and motor assistance in hybrid vehicles [20], [22],  
applications in which they must be able to perform  
at high discharge and recharge rates. Unfortunately, at 
high rates of discharge, LABs suffer from irreversible 
growth of large, insulating lead sulfate crystals on 
the negative electrode, which subsequently reduces 
fast recharge ability. This problem can be reduced  
by adding carbon to the electrode to improve  
conductivity, to reduce sulfate crystal growth, and 
to provide capacitive behavior to buffer high charge 
and discharge rates [20], [21]. Although the negative  
electrode is improved in this lead-carbon battery,  
the positive electrode still suffers from softening  
and shedding. Further work is needed to provide  
additives to the positive electrode material to reduce  
this deterioration to further improve cycle life [22].
 
IV. NICKEL – METAL HYDRIDE (NI-MH) BATTERIES

	 A number of Ni-based alkaline battery systems  
have been developed including Ni-Cd, Ni-Fe,  
Ni-Zn, and Ni- metal hydride (Ni-MH). Of these,  
only the Ni-MH type became suitable for use in EVs. 
Ni-Cd batteries were originally considered as an  
alternative to lead-acid but their use in on the road 
automotive application is restricted due to toxicity  
issues. However, Ni-Cd batteries continue to be 
used in off the road industrial vehicles due to their  
insensitivity to external factors such as low  
temperatures, their wide operational temperature 
range of -40°C to +60°C, plus their lack of requirement  
for complex management systems [17]. Collection 
and recycling of used industrial alkaline batteries is 
close to 100% in Europe where the battery industry 
has set up a well-controlled closed-loop recycling 
system in which the battery manufacturer takes back 
used batteries which are then recycled at certificated 
companies [17]. Ni-Fe battery cells suffer from high 
self-discharge rate and hydrogen gassing, while Ni-Zn  
batteries are limited by the instability of the  
Zn electrodes under cycling conditions and dendritic 
growth causing short circuits [2], [23], [24]. 
	 Nickel-Metal Hydroxide (Ni-MH) battery cells 
consist of a metal hydroxide anode (negative electrode)  
plus a Ni hydroxide cathode (positive electrode) with 
a microporous polymer film separator and a potassium  
hydroxide-based electrolyte to provide ionic  
conductivity between the anode and cathode in the 
cell. The separator, which must be permeable to ions 
and be inert in the battery environment, acts as a 
physical barrier between the positive and negative 
electrodes to prevent electrical shorting. MH alloys 
are inter-metallics used for H storage, such as AB5, 
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A2B7, and AB2, where A is a combination of rare 
and alkaline earth elements, and B is mainly Ni with 
other transition metals. They are used as the active  
component in the anode since they are able to  
reversibly store hydrogen in an electrochemical  
environment [25]. The electrochemical reactions 
in Ni-MH, LAB, Li-Ion and other battery cells are  
compared in a number of reviews [25]-[28]. 
	 Reactions during the charging and discharging 
stages of a Ni-MH battery [28] are summarized as 
equations (1)-(3). In each case, the forward reaction 
occurs during charging and the reverse on discharge. 
On charging bivalent Ni is oxidized to become  
trivalent and M is reduced on absorbing H.

At the cathode: Ni(OH)2 + OH- NiOOH + H2O + e-	 (1)

At the anode: M + H2O + e- MH + OH 	  (2)

Overall cell: Ni(OH)2 + M NiOOH + MH	  (3)

	 Ni-MH batteries have twice the specific energy 
combined with much higher energy density than 
lead-acid types, and have been used in EVs since the 
late 1990’s [29], [30]. For example, the original Ford 
Ranger Electric pick-ups, made available in California  
to meet local environmental requirements, were fitted 
with a lead-acid battery pack which had mass of 870 kg.  
This was soon replaced by a Ni-MH pack weighing  
much less at 485 kg to give increases in payload 
and range [29]. Also, to be sold in California, the 
first electric version of the Toyota RAV4 SUV was 
powered by Ni-MH battery packs. Problems with 
patents and limitations to supply caused the brakes 
to be applied to the further development of Ni-MH 
large format battery packs for BEVs [30]. However,  
Ni-MH batteries continued to be fitted to hybrid  
vehicles having become the preferred power source in 
the hybrid Toyota Prius introduced in 1997 as the first 
mass-produced hybrid vehicle. Over the last 20 years, 
Ni-MH batteries have been used in many hybrid  
vehicles but in most current models they have been 
replaced by Li-Ion batteries which provide higher 
specific energy and energy density (Fig. 3). 
	 Ni-MH batteries have proven durability and can 
be safely and profitably recycled to reclaim their  
high Ni content. Consequently, they continue to be 
subject to further development in China [31], Japan  
[32], Europe [33], and the US [27]. Continued  
developments [28], [34]-[39] are aimed at increasing  
energy density, improving charging efficiency,  
increasing cycle life and reducing self-discharge rates 
with materials research focused on the composition 
and structure of the anode and cathode materials.  
The most commonly used anodes have the general  
formula of AB5 where B represent Ni and other  
elements such as Co, Al, Mn, and Cr while A represents  
Ce, Nd, La, Pr, Y, Hf, Zr, Ti, Nb, and Pd, etc. For example,  
one variant of AB5 is MmNi3.55Co0.75Mn0.4Al0.3 

where Mm refers to mischmetal containing a suitable  
combination of rare earth elements [25]. AB2 Laves 
phase anodes have also been used in EV batteries, 
notably for the General Motors EV1 model, while 
A2B7 type are used in stationary applications [36]. 
Development to increase energy density is mainly  
focused on optimizing composition for the C14  
hexagonal crystal structure of the AB2 type. As for 
Li-ion packs, other work has examined ways of  
improving high-rate capability [38] and battery  
thermal management/cooling systems [39]. Although 
R&D on Ni-MH batteries continues, a survey by  
automotive battery manufacturers [19] has suggested 
that the potential for further market penetration by  
Ni-MH batteries has been reduced due to the  
increased performance and reduced cost of Li-Ion  
batteries coupled with concerns over Ni prices.  
Because Ni-MH batteries have already reached a 
relatively high degree of technological maturity, 
this survey expects that there will be only limited  
improvements in their performance by 2025.

V. LITHIUM – ION (LI-ION) BATTERIES

	 Li-ion batteries have become preferred for EV 
applications since they have 2 times the energy  
density of the Ni-NH type, have a low self-discharge 
rate, can operate over a range of temperatures and 
have long cycle life [40]-[45]. Li-ion batteries are 
also the least affected by the memory effect by which 
some types of batteries gradually offer reduced  
maximum energy capacity with repeated charging.  
Li is the third lightest element, has a very small ionic 
radius and has the lowest reduction potential of all the 
elements enabling the highest possible cell potential, 
hence Li-based batteries have been developed for 
traction applications. A schematic view [40] of the 
electrochemical processes that take place in a basic 
Li-ion cell is given in Fig. 5 in which the cathode 
is represented as a layered lattice structure and the 
anode as a 2D graphite structure. Examples of basic 
cell arrangements in batteries are given as pouch,  
cylindrical and prismatic in Fig. 6. The main differences  
between these arrangements center on the dissipation 
of heat during charging and the relationship between 
packing arrangement of the cells in a battery module 
and cooling efficiency via thermal management, the 
pouch type cell enabling better heat dissipation [46]. 
Conventional cylindrical cells have a so called “swiss 
roll” construction and are encased in Al or steel,  
prismatic cells are encased in Al or polymer, and 
pouch cells in Al-polymer composite material which 
needs to be supported within a frame.
	 In a basic cell the anode consists of Li retained 
in graphite while the cathode has a layered structure  
of LiMO2 where M is Co, Ni or Mn. The standard 
electrolyte is made up of Li salts such as LiPF6 in 
a mixture of organic carbonate solvents such as  
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ethylene carbonate and dimethyl carbonate. Because 
Li reacts with water, an aqueous electrolyte cannot 
be used. Both the anode and the cathode materials 
permit Li+ ions to become intercalated or extracted 
from within their lattice structures during charging or 
discharge. During charging, the cathode provides Li+ 
ions which move to the anode and are stored therein. 
As indicated in Fig. 5, during discharge electrons 
move from the anode to the cathode while Li+ ions 
exit the anode to move simultaneously in the same 
direction through the electrolyte and back into the 
cathode lattice. 

Fig. 5. Electrochemical processes in a Li-ion cell. After Goodenough  
[40].

Fig. 6. Examples of lithium-ion cell arrangements: pouch, cylindrical  
and prismatic [46].

	 Reactions during the charging and discharging 
stages of the cell shown in Fig. 5 are summarized in 
equations (4)-(6). In each case, the forward reaction 
occurs during charging and the reverse on discharge. 
At the cathode:	 LiCoO2 CoO2 + Li+ + e-	  (4)

At the anode:	 C6 + Li+ + e- LiC6	  (5)

Overall cell:	 C6 + LiCoO2 LiC6 + CoO2	  (6)

	 The electrolyte contains a porous membrane, 
made of polyethylene and polypropylene, called a 
separator which allows passage of the Li+ ions and 
is used to prevent any direct contact between the  
anode and the cathode [47]. As seen in Fig. 6, to allow 
electron transport, the anode is in contact with a Cu 
current collector and the cathode with one made of 
Al. Al cannot be used at the anode since it is reactive 

with Li. To produce the electrodes the active materials  
are mixed with binders and additives in a solvent 
to form a slurry that is coated onto the respective 
current collectors. A water-based solvent is used for 
the anodes and an organic solvent such as N-methyl 
pyrrolidone for the cathode. After drying the coated 
electrodes are roll-pressed and cut to size for final 
processing and cell assembly [48], [49].

VI. ANODE MATERIALS IN LI-ION CELLS

A.	 Graphite Anodes

	 Li metal cannot be safely used as an anode in 
conventional liquid electrolyte systems since during 
cycling it tends to form dendritic growths which can 
penetrate the separator material causing internal short 
circuits, thermal runaway on the cathode, and a risk 
of combustion [41], [42], [50]. Dendritic Li can also 
be detached to form “dead Li,” gradually reducing  
performance. The large volume changes of the electrode  
during repeated dissolution and deposition of Li can 
also deteriorate the cell. Metallic Li is highly reactive 
such that surface corrosion in organic electrolytes can 
occur increasing interfacial resistance and reducing 
both efficiency and life of the cell [42]. Hence, graphite  
has become widely used as the anode material because  
Li ions can be intercalated into its layered structure  
between graphene plates and by this means Li dendrite  
growth can be prevented [51]. Graphite is an abundant  
relatively low-cost material with high electrical  
conductivity, high Li diffusivity and only undergoes 
small volume changes during loss and gain of Li atoms.  
Up to 1 Li atom per 6 C atoms can be stored. For 
EV batteries synthetic graphite is used due to its low  
impurity level which ensures less variation in production  
quality and greater stability when operating over a 
wide temperature range [41]. 
	 During the first few charging cycles, it is fortunate  
that a solid electrolyte interphase  (SEI) layer is  
spontaneously generated on the graphite anode 
of lithium-ion batteries via the breakdown of the  
electrolyte. Although it reduces efficiency, the SEI 
layer allows through transport of Li ions while  
passivating the surface of the anode thus inhibiting 
any further  decomposition of the electrolyte and  
increasing cycle life [52]-[54]. The SEI also controls  
the efficiency and safety of lithium batteries. The  
SEI is multiphase containing LiF, Li2O, inorganic  
carbonates such as Li2CO3 and lithium ethylene  
di-carbonate (LiEDC). To improve the stability of the 
SEI, electrolyte additives such as vinylene carbonate 
and fluoroethylene carbonate can be used [55]. Volume  
changes in the anode can damage the SEI. The  
formation, nature and breakdown of the SEI layer is 
reported as complex and continues to be researched 
to determine the effects of electrolyte additives and 
formulation on Li ion conductivity and on potential  
improvement in SEI stability on conventional  
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graphite anodes during long-term cycling [54], [56] and  
on other potential anode materials [57]. To develop an 
understanding of SEI formation and other electrode 
reactions requires the application of cryogenic high 
resolution electron microscopy [58], [59].
	 Graphite anodes tend to be intercalated with  
electrolyte as well as Li ions causing a reduction in 
capacity and strains in the graphite lattice and hence 
in the SEI layer. The intercalation with electrolyte 
is not reversible and causes volume expansion over 
charging and discharging cycles leading to exfoliation.  
Also, if battery cells become overheated C anodes 
can catch fire [44], [60]. Hence, there is continued 
development in the use of alternative anode materials 
such as lithium titanium oxide (LTO), conversion 
compounds, Li metal, and silicon.

B.	 Lithium Titanium Oxide Anodes

	 Lithium titanium oxide (LTO) with a formula  
Li4Ti5O12 and a spinel structure has been used for  
anodes for some 30 years [61]. Like graphite, LTO 
is an intercalation anode since lithium ions can 
be inserted and removed from its lattice structure.  
Compared to graphite LTO has a lower specific  
capacity, a higher lithiation/de-lithiation plateau and 
lower conductivity of electrons, and diffusion rate of 
Li ions [60]-[63]. Graphite gives a specific capacity 
of 372 mAhg-1 but LTO only 175 mAhg-1. Graphite 
has a low working potential of about 0.2V couple 
whereas LTO operates at an excessively high potential 
of 1.55V vs Li+/Li which limits output energy density. 
When paired with conventional cathodes LTO only 
provides a nominal cell voltage of 2.4 V compared to 
that of 3.7 V for graphite [42]. Nevertheless, LTO is 
reported to offer increases in power density, efficient 
charging at low temperatures, and improved cycling 
stability as a zero-strain material [41], [42], [44], [61]-
[64]. Due to its higher Li insertion potential LTO is 
also less likely to form Li dendrites and whiskers 
than graphite [42], [62]. However, LTO can generate 
high gas volumes due to reaction between the organic 
electrolyte, and active material especially at higher 
temperatures of 40-60◦C [45], [65].
	 To improve the electrochemical properties and 
performance of LTO other elements such as Ru,  
W, Ce and La have been used to modify the lattice 
structure. For example, the inclusion of La can give 
rise to a perovskite lattice with a higher specific  
capacity of 225 mAhg-1 and a lower potential of 1.0V 
vs Li+/Li [64]. To improve conductivity, the forming 
of composites with better electronic conductors such 
as C has also been considered [45]. Another approach 
is to produce nano-structured material. In batteries, 
power output and minimum charging time both  
depend on movements of ions as well as electrons 
with ionic diffusion being the main factor that limits 
the rate of charge and discharge. Hence, to increase 
these rates, nanotechnology is being used to produce 

nano-sized crystal structures in active materials in 
order to reduce the Li+ diffusion distances [66], [67]. 
Nanotechnology is also being used in preparing LTO 
from TiOSO4 which is said to be an inexpensive  
Ti-source produced during the mining process of  
ilmenite (FeTiO3). The LTO is prepared as microspheres  
which are nucleated on small clusters of TiO2  
nanoparticles [68]. To improve the energy density of 
graphite anode cells carbon nano-structures have also 
been investigated but the production and handling  
of carbon nanotubes and graphene gives rise to  
environmental concerns such that nanostructured 
LTO is considered to a be a safer alternative [69].
	 For both graphite and LTO, anode materials  
surface coating can be applied to improve charge 
transfer between the anode and the electrolyte.  
Coating materials include Ag, C, Cu, Sn oxide,  
alumina and conductive polymers [45], [67], [70]-[72].  
LTO can be coated with C to suppress the gas  
evolution that stems from reactions between the 
LTO and organic electrolyte although such coating 
can enhance electrolyte decomposition and cause 
SEI formation [70]. To reduce gassing, the use of  
electrolyte additives to form passivating surface 
films on LTO has also been investigated [73].  
Nano-coatings of amorphous C, metal, metal oxides 
and polymers are used to protect graphite anodes from 
reactions with the electrolyte with application via wet 
chemical methods or vacuum deposition [67].

C.	 Conversion and Alloying Type Anodes

	 As potential alternatives to intercalation anodes 
there is continued development of conversion anodes 
and alloy type anodes [42], [44], [45], [57], [74]-[76]. 
Conversion reaction type anodes consist of MaXb 
where M represents transition metals such as Co, Cu, 
Fe, Mn and Ni, and X represents H, N, F, O, P, and S. 
Examples are Fe2O3, Co2O3, SnO2, and CuO. Instead 
of intercalation a chemical reaction occurs such that 
all the M in the transition metal compound MaXb is 
fully replaced by Li forming metal nanoparticles M. 
Conversion anodes can offer high theoretical specific 
capacities of 500-1500 mAhg-1 but suffer from low 
Li diffusion rates and large volume changes during 
cycling. Towards improvement, research is focused  
on optimizing their chemical composition and  
nanostructure [77]-[80]. Oxide nano-particles with 
hollow structures offer the ability to withstand stress 
from high volume changes and their high surface to 
volume ratio can increase Li mobility [80].
	 Other possible anode materials are the alloying- 
type which include Si, Sn, Pb, Sb, Zn, Al, Ag, Ge, and 
In and metal oxides, sulphides and phosphides [45], 
[57], [75], [76], [79]. This type can alloy with Li+ 
to form Li-alloy compounds after lithiation and can 
exhibit discharge capacity of up to 4x higher than that 
of graphite since these anodes can store more Li+ per 
unit (volume or mass) than intercalation anodes [75], 
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[76]. However, their practical application is restricted  
by slow Li+ reaction rate and very large volume 
changes (>300%) during Li alloying and dealloying 
causing degradation and limited cycle life.
	 Si has a theoretical specific capacity of 3578 
mAhg-1, almost 10 x of that of graphite. Si is also 
non-toxic and has ready availability hence it is one 
of the most promising materials for anodes [46], 
[75]. Replacing the use of graphite with silicon could  
increase energy density and reduce costs. The large 
volume changes involved in repeated expansion and 
contraction of Si during battery cycling result in 
loss in capacity due to pulverization and electronic  
isolation of Si, and the instability in the SEI layer. 
To improve cycle life, attempts to minimize the  
effects of these large volume changes in Si when  
gaining or losing Li ions have led to the development  
of Si nanoparticle anodes [67], [79]. These employ 
nanostructured Si materials such as nanowires,  
hollow spheres, porous particles, and composite  
Si/C yolk–shell structures combined with polymer 
binders. The binders prevent disintegration of the 
anode and delamination from the current collector, 
and also improve the stability of the SEI layer thus 
preventing continuous exposure of fresh surfaces 
that could react consuming Li ions and electrolyte 
[81]-[84]. Recent binder research has examined  
the replacement of synthetic polymer binders, such as 
polyvinylidene fluoride and carboxymethyl cellulose,  
by natural biopolymers which have structural  
arrangements such as long chains that can better  
withstand strains from volume changes [83], [84].
	 In Si nanoparticle/C composites hollow or porous  
structures provide spaces for volume expansion with 
the inclusion of C improving electron conductivity. 
The combination of intercalation C material with 
a low content of alloy-type anode material such as 
silicon in mixed systems can increase theoretical  
capacity, for example, about 1000 mAhg-1 can be 
achieved using mixed anode of 20% Si and 80% 
carbon [46]. To increase SEI stability also requires 
the development of improved interfacial polymer 
inorganic composite surface films which could be 
produced via decomposition of electrolyte additives  
or from preformed interfaces. In assessing the  
performance characteristics of anodes, it is expected 
that the silicon content in graphite or carbon-based 
anodes will gradually increase from the current 5-10% 
levels. Although Si–C and SiOx–Si–C composite  
anode materials have been the subject of considerable 
R&D, there is little information on their commercial  
production [85], [86]. There is interest in silicon  
oxides (SiOx) - based anode material since, although 
when compared to Si it has a lower initial theoretical 
capacity of 2615 mAhg-1, it undergoes a significantly  
smaller volume change of 160% than the 300% for 
Si during lithiation/de-lithiation. Hence, SiOx is more 

likely to provide better cycling performance since 
it should be less prone to pulverization and SEL  
instability [87], [88].
	 At the company’s 2020 Battery Day to introduce a 
new tabless design for 46 dia.x80mm sized cylindrical  
cells, Tesla announced a move away from C-based 
materials such as graphitic carbon and graphene to  
Si-based material for anodes [89], [90]. To avoid Si 
expansion problems the COBRA battery consortium 
in Europe is focused on developing Si-C composite 
materials for anodes to be ready for commercialization  
by 2025 [91]. These nano-structured Si/C composites  
as for use with LNMO Co free cathodes as the EU 
funded COBRA protect is entitled “Cobalt-free  
Batteries for Future Automotive Applications”. Other 
battery producers are also reported to be introducing 
Si-based anodes including NEO Battery Materials  
in Canada [92], Israel-based StoreDot, Gotion High- 
Tech in China and Enovix and Sila Nanotechnologies 
in the USA [93].

D.	 Li Metal Anodes

	 Li metal is an ideal candidate anode material for 
high energy density Li-Ion batteries since it exhibits 
a high theoretical capacity of 3860 mAhg-1 and a low 
potential of -3.04 V vs SHE [50]. However, despite  
considerable R&D efforts practical application  
remains difficult due to a number of problems [94], 
[95]. These include high volume changes, dendrite 
formation, high reactivity, instability of the SEI, and 
the associated loss of active Li and degradation of the 
electrolyte [94]-[97]. The net effect is high internal 
resistance, low efficiency, shortened life, and not least 
concerns over safety if dendritic Li penetrates the 
cell separator. These problems are very difficult to 
overcome when using conventional liquid electrolytes 
[50], hence most research efforts have focused on 
replacement by solid-state electrolyte systems. 

VII. CATHODE MATERISLS IN LI-ION CELLS

	 Cathode materials need high capacity for Li ions 
with minimum structural change during the removal 
and gain of Li ions and should offer a high potential  
vs Li+/Li. Li-ion batteries can be conveniently  
classified according to their cathode chemistry with, 
in most cases, graphite serving as the anode material. 
Since the introduction of the original LiCoO2 lithium  
cobalt oxide (LCO) cathode [40] a number of  
commercialized cathode materials have been  
developed. Most of these are based on layered or 
spinel transition metal oxides having a general  
formula of LiMO2 where M signifies transition  
metals of which some examples are listed in Table I.  
As for anode materials, Li ions can be intercalated 
into the lattice structures of these cathode materials 
with Li stored between parallel MO2 layers. NMC 
type cathodes have now become the most widely 
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used for both PHEV and BEV electric vehicles. From 
a 2017-18 survey of 30 models from 17 major car  
manufacturers, it was reported [98] that 24 models 
used NMC batteries, 5 used NCA and only 1 used LFP. 
However, since then the manufacturing capability  

and use of LFP cathodes has significantly increased 
such that their estimated global market share was up 
to near 20% in 2020 and is forecast to increase to 
25% in 2021 [99].

TABLE I
EXAMPLES OF CATHODE MATERIALS USED IN LI-ION BATTERIES. DATA FORM [41], [44], [106], [146].

Cathode Type Formula Structure Practical specific capacity 
(Ah/kg) Discharge Potential v Li (V)

LCO LiCoO2 Layered oxide 140-150 3.9

LNO LiNiO2 Layered oxide 220-240 3.75

NMC 111 LiN0.33Mn0.33Co0.33O2 Layered oxide 160 3.7

NMC 532 LiN0.5Mn0.3Co0.2O2 Layered oxide 165-170 3.7

NMC 622 LiN0.6Mn0.2Co0.2O2 Layered oxide 170-180 3.7

NMC 811 LiN0.8Mn0.1Co0.1O2 Layered oxide 190-200 3.7

NMC 955 LiN0.9Mn0.05Co0.05O2 Layered oxide 200-205 3.7

NCA LiN0.8Co0.15Al0.05O2 Layered oxide 200 3.7

LMO LiMn2O4 Spinel 110 4.1

LMNO LiMn1.5Ni0.5O4 Spinel 140 4.7

LFP LiFePO4 Olivine 165-170 3.45

LFMP LiMn0.7Fe0.3O4 Olivine 155 3.9

A.	 Lithium Cobalt Oxide (LCO) and Lithium Nickel 
Oxide (LNO) Materials

	 The original LCO type cathode material is no longer  
considered suitable for automotive applications due 
to safety concerns and the high and volatile cost of  
its high cobalt content. LCO has a high theoretical 
specific capacity of 274 Ah/kg but its reversible  
capacity is limited to 140 Ah/kg since irreversible 
structural collapse occurs if too much Li is removed 
when operated at potentials over 4.35 V vs Li/Li+ 
[41], [44], [100]. LCO cathodes have high reactivity 
and suffer from low thermal stability such that thermal 
runaway can occur causing batteries to catch fire [41], 
[42]. However, small-sized LCO batteries continue  
to be used and developed for portable electronic 
equipment applications. Additions of Al, Cr, Fe, and 
Mn as dopants or as Co substitutes and oxide coatings  
such as Al2O3, TiO2, and ZrO2 have been made towards  
improving not only thermal stability but also structural  
stability especially at charging potentials of over 
4.35V, the latter providing possible increases in useable  
capacity [100]-[103]. Since it has the same type of 
lattice structure and a similar theoretical specific  
capacity of 275 Ah/kg, LiNiO2 (LNO) has also 
been investigated as a potential alternative to LCO.  
However, LNO is more thermally unstable than LCO 
and tends to form a self-passivating layer blocking 
Li ion diffusion [104], [105]. LiNiO2 is difficult to 
produce with the correct stoichiometry and it also 
undergoes damaging irreversible structural changes 
during gain and loss of Li ions from its lattice [105]

	 It was found [106] that partial substitution of 
Co by Ni in LCO combined with small additions of 
Al could improve both electrochemical behaviour 
and thermal stability. This led to the development of  
the commercially used NCA cathodes which have a 
general formula of Li (NixCoyAl1-x-y) O2 [107], [108]. 
Recent work [109] has found that the stability and 
cycling behavior of NCA became gradually improved 
with increasing Al content from 0 to 5.6%. However,  
Al contents above 5.6% gave deleterious effects, 
including increased residual lithium on the cathode 
surface and the formation of impurity phases (LiAlO2  
and Li5AlO4) which reduced cell capacity.

B.	 Lithium Manganese Oxide (LMO)

	 Lithium manganese oxide LiMn2O4 (LMO) has a 
spinel type lattice structure which allows improved 
ionic movement compared to a layered structure. 
LMO has better thermal stability and safety than  
LCO but has lower capacity and shorter life. Due to 
its low cost, non-toxicity and high rate of discharge 
capability, LMO was used in the first-generation  
Nissan Leaf but in later models has been replaced by 
NMC [110]. Wider use of LMO has been limited by 
its fast rate of fading in capacity during cycling which 
is associated with solution of Mn ions, distortion of 
its lattice, and side reactions between LMO, and the 
electrolyte [67], [111]-[114]. 
	 During discharge at high current, the diffusion 
rate of Li+ ions in the electrolyte is higher than that 
in the bulk of cathode such that Li+ ions accumulate 
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on the surface of the cathode leading to the formation 
of a Mn3+ rich region and to the dissolution of Mn2+  
into the electrolyte. The formation of Mn3+ results 
in the Jahn-Teller (J-T) distortion whereby distort-
ed Mn3+ ions destabilize the lattice causing an irre-
versible cubic to tetragonal structural transformation 
which causes anisotropic volume changes [111]-[113].  
This restricts the three-dimensional Li+ diffusion 
pathways reducing capacity retention after repeated 
charge/discharge cycles and promotes cracking in 
the cathode particles. Performance is also reduced 
by the Mn2+ going into solution and then plating 
out in the SEI on the graphitic anode [112], [113].  
The reduction in performance is much worse at  
temperatures over 50oC. 
	 The JT distortion can be reduced by doping with 
Fe, Co, Al or Ni, while Mn2+ dissolution and other 
side reactions can be reduced by surface treatment 
of the cathode with nano-coatings of oxides such as 
ZrO2 and TiO2 [112]-[116]. Fluoride and phosphate 
coatings have also been used to prevent reaction with 
and decomposition of the LiPF6-based carbonate  
electrolyte [117]. Doping with Ni can be used to 
form a core-shell type structure in which LiMn2O4 is  
protected by a shell of LiNixMn2-xO4 (LNMO) [118], 
[119]. Cathodes prepared from Ni doped LMO coated 
with NiCo2O4 have also been studied [120]. LiMnPO4 
(LMP) coating is also being examined as a potentially  
more effective alternative to coating with LNMO 
[121]. There is also interest in using carbon coating 
to protect LMO cathodes. A solvent-free mechano- 
fusion method, which uses repeated strong centrifugal  
force combined with high shear and compression 
forces, has been shown to produce a uniformly dense, 
stable C coating [122]. This coating ensured no direct  
exposure of the core material to the electrolyte, ensuring  
minimal active metal dissolution with improved 
conductivity via interparticle contact and improved 
electrochemical and cycling performance. 
	 It is also reported that the J-T distortion and Mn2+ 
dissolution can be suppressed by using composite 
cathodes in which there is a fine mixture of spinel 
and layered domains [113], [123]-[126], for example, 
nano-domains of layered Li2MnO3 can be embedded  
into micro-sized LiMn1.5Ni0.5O4 to stabilize the  
structure [119]. Li2MnO3 has also been used to form 
experimental layered composite cathode material  
with LiCoO2 [127]. For such layered structures,  
this work suggested that control of fine-scale  
microstructure, notably the domain size of the  
Li2MnO3-component, is the most important parameter 
to achieve improved electrochemical behavior. 

C.	 Nickel-rich Cathode Materials, NCA and NCM.

	 To overcome problems associated with the  
thermal instability and limited life cycle of LCO and 
LNO materials layered ternary metal oxides with high 
Ni contents have been progressively developed as 

the NCA and NMC series of cathodes [128]-[133]. 
As commented earlier, controlled additions of Ni 
and Al to LCO to give NCA, normally with the ratio  
Ni:Co:Al as 0.8:0.15:0.05, are used to improve  
performance [107]-[109]. It was also found that 
including Co in LNO and LiNixMn2-xO4 (LNMO) 
material can help to maintain reversible capacity by 
preventing cation mixing in which Ni ions and Li 
ions can exchange their positions in the Ni-Mn mixed 
oxide lattice [130], [132].
	 Raising the Ni content increases the energy 
density and hence vehicle range [129], [130]. The 
Ni:Mn:Co ratio used in NMC cathodes was originally  
1/3:1/3:1/3 but has gradually changed to become  
increasingly Ni rich to 5:3:2 then 6:2:2 and now 8:1:1 
[133] and in the near future it is changing to 9:0.5:0.5 
[108], [134]. The NMC cathodes are most frequently 
classified in terms of these compositional ratios as 
NMC111, NMC532, NMC622, and NMC81, but are 
sometimes referred to as NCM cathodes [132], [135]. 
High Ni contents also became necessary to replace Co 
due to increasing concerns over the cost and security 
of Co supplies and not least due to reported unethical  
and environmentally damaging mining practices 
used in the Democratic Republic of Congo (DRC) 
in central Africa, a region that supplies some 65% of 
the world’s Co [133], [136]-[138]. The geographic  
distribution of Co is uneven with the other 35%  
coming mainly from China and Canada, each with 
6%, and Russia, Cuba, and Australia. The supply of 
Co is dependent on Cu and Ni mining since 90% of 
Co is obtained as by-product [137]-[139]. With the 
expected rapid growth in EV production, it has been 
estimated that by 2030 the annual demand for Co 
just to be used in Li based batteries will be around 
285,000 tons which is nearly twice the total world 
Co output of 145,000 during the year 2019 [139]. 
Naturally, there are additional concerns and predictive 
models for other critical elements such as Li, Ni, and 
Mn that are needed for EV batteries, and over suitable  
developments for efficient and safe recycling of  
end-of life batteries and recovery of all component 
elements [135], [139]-[142]. 
	 Increasing the Ni content improves capacity in 
NMC cathodes but it also has some adverse effects. 
It reduces thermal stability and resistance to cycling 
damage, and gives higher surface reactivity which  
can cause unwanted side-reactions, electrolyte  
decomposition and oxygen evolution [112], [143]-148].  
With higher N contents in NMC the layered structure 
tends to become unstable during delithiation such that  
a surface layer of NiO can be produced together with 
outer layers of Li-P-O compounds and polycarbonates 
giving rise to a cathode electrolyte interface (CEI) 
[146]. Considerable research efforts have focused 
on degradation studies [112], [144], [147] towards 
improving NMC stability via the use of:
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	 ●	doping agents such as Mg and Zr [149]
	 ●	coating materials such as C [150], phosphate 
[151], and polymers [152]-[154]
	 ●	tailored concentration gradients and core-shell 
structures [155], [156]
	 ●	grain boundary and particle size control [157]-
[159].
	 Although doping of NMC622 with Mg and 
Zr, performed during the NMC622 synthesizing  
co-precipitation process reduced capacity, it improved 
stability by inhibiting structural changes and prevented  
collapse of the layered structure. The effects of such 
doping were said to be complex and difficult to  
predict [149].
	 Uncoated cathodes are prone to degradation 
of active materials and hence capacity fade due to  
their reaction with hydrofluoric acid containing  
electrolytes. Coating of the cathode may reduce or 
prevent such reactions with the thickness, uniformity  
and ionic and electronic conductivity of the coating 
being the main factors in coating selection [130], 
[143], [150]-[153]. Ultrathin thin rough surface  
coatings have been the subject of considerable  
development [130] with atomic layer deposition 
(ALD) being of most interest to provide effective thin 
layer coatings consisting of Al2O3 [143]. Phosphate 
coatings based on Li3PO4 may be used to provide 
not only protection of the active material but also  
to themselves act as active layers to improve  
electrochemical properties [143], [151]. Cathode 
particles can be encapsulated with a S-containing 
polymer called PERDOT which unlike conventional  
coatings can penetrate the interior of the particle  
aggregates to give additional protection [153], [154]. 
The coating allows transport of Li ions and electrons 
and is also said to prevent both structural conversion 
to spinel phase and oxygen release thus enabling the 
battery to operate at higher voltage to increase energy 
output or promote longer life [154].
	 Concentration gradient structures have been  
produced in LMNO type cathode particles in which 
the surface of each particle is Mn rich while the core 
is Ni rich with each particle containing tailored near 
linear concentration gradients for both Mn and Ni 
[155]. The higher Ni level at the surfaces is designed 
to reduce capacity fade, Mn ion solution and side 
reactions [111]-[114] outlined earlier. In contrast to 
LMO and LNMO, for improved stability and cycle 
life in the Ni rich NMC materials the surface of each 
particle needs to be Mn rich with the high-capacity 
core being Ni rich. This is achieved by producing 
particles having core-shell structures [156]. Using 
the core-shell approach, which is said to be easier 
to achieve than controlled concentration gradients, 
cathode particles with overall composition equivalent  
to NMC811 but with Ni rich core compositions near 
to NMC9.5.5 and Mn rich surfaces equivalent to 

NMC111 have been reported to provide significantly  
improved capacity retention when compared to  
homogeneous NMC811 material [156].
	 In conventional polycrystalline NMC the cathode 
particles consist of near-spherical aggregates of small 
sub-micron crystals. During cycling, volume changes 
occur causing cracking of these particles leading to 
isolation of the active material and capacity loss. The 
cracking may be reduced by infiltration along grain 
boundaries of low melting point oxides or Li3PO4 
solid electrolyte [157] or by producing the cathode 
particles as single crystals of 2-10 micron in size. The 
use of single crystals not only suppresses cracking but 
also significantly increase Li ion diffusivity raising 
power density [158]-[160].

D.	 Lithium Iron Phosphate (LFP) Cathodes.

	 Unlike the layered cathode materials, LFP, with a 
formula LiFePO4, has an olivine type lattice structure. 
It is one of a group of polyanion compounds based on 
(XO4)

3- where X=P, S, Si, As. Mo or W [41]. The main 
advantages of LFP as a cathode include good thermal  
stability, high safety, Co free, environmentally friendly,  
non-toxic, long cycle and shelf life, and relative low 
cost since it contains abundant elements [41], [131]-
[133], [146]. LFP has higher resistance to heating 
effects than other cathode materials and is much less 
likely to suffer thermal runaway. However, LFP has 
limited electronic and ionic conductivity and hence 
is difficult to charge at high rates, has low nominal 
voltage of 3.4V versus Li/Li+, and limited practical 
specific capacity of 120-160 mAh/g, the latter giving 
a shorter range per charge compared to NMC types 
[131], [132], [136], [161], [162]. The performance 
of LFP can be improved by reducing particle size to  
nano-scale, by C coating, by doping and by producing 
composites with various forms of C [146], [161]-
[164]
	 The advantages offered by LFP, especially  
regarding safety aspects, have outweighed its  
disadvantages for applications in hybrids such as 
BMW 3 and 5 Series, motor-homes, forklifts, tourist 
boats, and especially for public transport buses in 
China [132], [133], [146]. Over the last 2 years, the 
increased need for reduction in the use of Co and Ni in 
order to lower costs has renewed interest in batteries 
fitted with LFP cathodes. In China, it is reported that 
LFP batteries now have 47% of the market and that 
Tesla is now using LFP in its China-made Model 3 
saloon while Volkswagen is also planning for its use 
in entry level models [165], [166]. Although Ni based 
cathode batteries can offer ranges of 450 km, for  
economic reasons, in spite of its limited range of only 
about 160 km, the current best-selling car in China 
is the Hong Guang Mini, produced by a GM joint  
venture [165]. In a recent techno-economic report 
it has been predicted that, in the light of increasing 
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safety standards, LFP could become increasingly used 
after 2022 when patent restrictions that currently limit 
its production to China are due to expire [167].
	 LFP batteries suffer from lower performance  
and reduced range in cold climatic conditions,  
however the recent reported development in  
thermally modulated (TM) LFP batteries is claimed 
to be a solution to this problem [168]. The TM-LFP 
battery which operates safely at 60oC in all types 
of ambient conditions is said to offer equivalent  
performance to NMC622 and additionally can be  
fast-charged in 10 minutes to provide suitable  
cruising range.
	 For future alternatives to LFP there are some other  
olivine type structures that could be developed  
as cathode materials include LiMnPO4 (LMP),  
LiFeSPO4 (LFSP) and Li3V2(PO4)3 (LVP) [41], [146], 
[169].

VIII. A NOTE ON FUTURE DEVELOPMENT

	 A 2021 battery technology roadmap has  
highlighted some potential future developments 
[170]. Examples of such developments include  
improvements in solid state batteries, Li-O and Li-S 
batteries, Al- and Zn-air batteries, and Na, K, Mg and 
Ca based batteries. It is estimated that during the last 
20 years around 170,000 scientific/technical papers 
have been published on battery developments [170]. 
Although about 45% of this work has focused on  
Li-Ion batteries there is increasing R&D interest 
in Na-ion, Li-S, and other metal-ion types [170], 
[171], and for safety reasons in batteries that can use  
aqueous electrolytes [172].
	 At present and over the next few years the move 
to use solid state electrolytes in Li-ion batteries 
will improve safety since these electrolytes, when  
compared to flammable organic liquid or gel  
media-based electrolytes, can inhibit the growth of  
Li dendrites, do not pose leakage problems and  
reduce fire risk [42], [89], [173]-[176]. They can operate  
at higher voltage, be charged at high rates and  
require less space in the vehicle. The solid electrolyte  
also acts as a separator. Solid electrolytes may allow  
the use of thin Li films as the anode decreasing the 
weight and volume of the battery in comparison 
with conventional anodes [95], [96]. Developments 
in solid-state electrolytes are focused on a variety 
of inorganic materials such as complex Li metal  
oxides, sulphides, halides and phosphates, garnets,  
perovskites [177]-[179], and also on polymer  
composites [180]-[182]. Of particular importance is 
the study of the behaviour of solid electrolytes at 
their interfaces with the electrodes and effects on 
performance and life [183], [184]. In composite  
solid electrolytes, the polymer provides flexibility and 
effective interfacial contact with the electrodes while 
the inorganic gives higher ionic conductivity [182]. 

On an industrial scale the handling and processing of 
such materials and the manufacture of solid-state cells 
presents a number of practical difficulties, for example,  
during sintering after conventional slurry-based  
processing [179]. In laboratory and pilot scale  
development of batteries a number of different  
processing routes, such as tape casting, wet powder 
spraying, roller coating, hot pressing and physical/
chemical deposition, are used. However, the choice 
of both materials and processing methods can  
become much narrower when a particular  
development needs to be scaled up for manufacturing  
[185], [186]. Problems related to scaling up of  
processing for mass production are nevertheless being 
solved such that Toyota and Volkswagen expect to 
have solid state batteries in some of their EVs before 
2025, with other manufacturers to follow. The Toyota 
battery is reported to provide 500 km range per charge 
and a full recharge capability within 10 minutes [187].
Since Na is an abundant low-cost resource, it is an 
attractive substitute for Li in the development and 
commercialization of Na-ion type batteries [170], 
[188]-[191]. Na is chemically similar to Li but has a 
larger ionic diameter such that diffusion rates of Na 
ions are relatively slow, even when cathodes with  
sufficiently large enough space to accommodate  
within their lattice can be found [170]. The larger 
Na ion also results in larger volume changes during 
cycling. With further development it is predicted that 
Na-ion batteries with hard C anodes and Co-free  
cathodes will be suitable for applications in short 
range EVs and in large-scale stationary energy storage  
applications [188], [189].
	 As other alternatives to conventional Li-ion  
batteries, there is growing research interest in the  
use of metal anodes such as Li, Na, Al, and Zn in  
combination with cathodes such as S, Se, and O2. [170].  
Of these Li-S batteries are believed to offer the  
greatest potential since not only can they offer  
a theoretical energy density of 2600Whkg-1 (about  
5x higher than for conventional Li-ion) but also S 
can be readily sourced at low cost. At present Li-S 
batteries remain limited by low ionic conductivity,  
the short life of Li anodes and precipitation and  
transformational changes within electrolytes [192], 
[193].
	 Al metal anodes have also shown promise to 
deliver high-capacity cells but their development 
continues to be restricted by difficulties in finding  
suitable cathode materials and in formulating  
electrolytes which are not corrosive to current  
collector and battery container materials [170], [194]. 
For metal-air batteries which use oxygen-permeable  
cathodes, and safe, aqueous electrolytes, Zn may 
prove to be the most suitable anode material.  
However, the main problems to be overcome include 
the formation of Zn dendrites and passivation by Zn 
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oxide [170], [195]. There is also interest in developing  
organic electrode materials [196] and in anionic  
batteries [197]. For all types of battery developments, 
the characterization, production, and control of  
consistent nano-structured materials continues to 
be of increasing significance in seeking to improve  
performance and safety [67], [69], [198]-[200].
	 Sustainability is the rationale for the change from 
internal combustion engines to electric vehicles.  
Battery developments must continue to focus on  
sustainability with the need to conserve, recover, 
reclaim and re-use critical materials [135], [136], 
[140], [142], [201]-[209] and, linked to the re-use 
of materials, on the need to further develop efficient 
and environmentally safe manufacturing processes 
[210], [211]. Data from a 2020 Greenpeace report 
on EV batteries reinforces the need for sustainability  
research and action. Greenpeace estimate that  
between 2021 and 2030 there will be 12.85 million 
tons of “spent” EV lithium-ion batteries while during 
the same period some 10.35 million tons of lithium, 
cobalt, nickel, and manganese will be mined for 
new batteries [212]. By 2030, lithium use for global  
battery production is projected to be 29.7 times higher 
than in 2018. In addition, from 2021 to 2030, EV 
battery production will use up 30% of the world’s 
current proven cobalt reserves.
	 EV battery packs are heavy, hence for efficiency  
and environmental reasons, the light-weighting of 
body and other parts in EVs is essential to offset 
this extra weight. Light-weighting allows the use of 
smaller battery packs thus reducing materials usage 
and costs. Alternatively, it may enable an increase in 
vehicle range per charge by allowing an increase in 
battery pack size. Over the last 50 or so years, the 
auto-industry has gained considerable experience in 
weight saving from their efforts in reducing body-in 
white (BIW) mass of ICE and hybrid vehicles [213]. 
These advances in light-weighting together with  
improvements in IC engine efficiency and more  
effective use of catalytic converters have reduced the 
amount and toxicity of harmful exhaust emissions. 
Vehicle weight reduction and emission controls will 
continue to be key drivers in ICE and hybrid vehicle 
development as the gradual transition to BEV and 
FCEV usage takes place over the next 2 or 3 decades. 
BIW weight savings have been achieved via the use 
of advanced high-strength steels and by replacement 
of steels by Al alloys in sheet and extruded form and 
as die-castings. First generation EVs made use of 
steels but the trend for BIW is now to completely 
replace steels by Al alloys [214]. For lightness and 
impact resistance, Al alloys are also used for the  
enclosures or housings needed to contain and  
protect the battery modules. Al alloys also provide 
sufficiently high thermal conductivity required for 
thermal management of battery temperature and by 

providing an electromagnetic shield avoid interference  
effects with other electrical and electronic vehicle 
systems [215]. Battery enclosures are normally  
constructed from hollow extruded sections and/  
or sheet material and are integrated into the body 
structure of the vehicle. In a novel recent development  
by Tesla, very large high-pressure die cast Al alloy  
parts are used for single-piece front and rear underbody.  
These 2 sections are joined with a honeycomb type 
Al alloy battery enclosure such that the enclosure 
actually contributes to the strength of the vehicle 
structure rather than just containing the battery cells 
[89], [216]. 

IX. OUTLOOK OF EV BATTERY INDUSTRY 
IN THAILAND

	 According to the ERIA (Economic Research  
Institute for ASEAN and East Asia) research project  
report [217], Thailand has a strong position in  
conventional starter battery production and exports. 
In terms of trade value, NiMH batteries are not a 
significant item with 0.1 million US dollars in exports 
value and 21 million dollars imports value in 2019. 
A significantly higher import level of 122.5 million 
US dollars than exports of 8.4 million US dollars for 
Li-ion batteries suggests that Thailand does not play 
a significant role in the global supply chain for this 
type of battery. 
	 On the other hand, the numbers for import 
and export values for battery modules, cells, and  
components are significant (110.0 vs 112.2 million 
US dollars) which could be interpreted as Thailand 
being a source of EV batteries assembly.
	 According to the Kasikorn Research Center 
(K-Research), Thailand’s assembly and output of 
EV batteries are predicted to reach 430,000 units 
by 2023 which would account for three percent of 
global EV battery production, placing Thailand in 
the top four in Asia. Sales of the three types of EVs; 
HEV, PHEV, and BEV in the country will account 
for 25% of the total car market. In addition, Thailand 
will be the hub for EV battery export in ASEAN with 
40% of the production or 170,000 units intended for  
export in 2023. Battery EVs will be mainly delivered 
to Japan, Oceania, Singapore, and Malaysia due to the 
rising income growth and government’s support for 
EV facilities [218]. Battery manufacturers in Thailand 
consist of both multinational companies from Europe 
and Japan and domestic companies stimulated by 
the strong investment promotion incentives by the 
government [219].

X. CONCLUSION

	 This general review has covered the battery  
materials that have and are being used in electric 
and hybrid vehicles, and has outlined some possible  
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future developments. It is believed that Li-ion battery 
technology will continue to dominate the EV market 
for at least the next decade. Several new promising 
battery technologies continue to be increasingly  
researched. In 2015 the number of academic papers 
on battery developments was 15,000 but by 2020 
this number had increased to 23,000 [170]. Potential  
new battery technologies such as Li-S, Zn-Air,  
Al-Ion and capacitors and fuel cells require long times 
to commercialize since the transition from laboratory 
scale studies to production viable battery cells is a 
very arduous process.
	 Li-ion batteries will continue to be improved, 
in particular by developments in nano-materials for 
anodes and cathodes and by improvements in solid 
state electrolytes. There needs to be further studies 
into degradation mechanisms especially in countries 
like Thailand where ambient temperatures can be 
well above 25oC. However, it is equally if not more  
important for the industry R&D to pay more attention  
to the recycling and next-life reuse of EV spent  
batteries in order to conserve critical materials and 
avoid further damage to the environment. In terms 
of raw material supply, in the future production of 
Ni-rich cathodes Thailand has to face possible strong 
competition from the Philippines and Indonesia, who 
unlike Thailand have natural reserves of Ni.
	 With regards to recycling and reuse there is  
the question of who is to be responsible for these 
activities. Will the OEM vehicle builder be liable 
to finance recycling at the end of life of the battery 
and who will be responsible for the collection and 
testing, etc., of batteries from vehicles at the end 
of their lives? In Europe, for example, there is the  
Extended Producer Responsibility (EPR) scheme 
which is part of the Waste Framework Directive 
2008/98/EC (WFD). This scheme is to ensure that 
producers of products bear financial responsibility 
or financial and organizational responsibility for  
the management of the waste stage of a product’s 
lifecycle [220]. For Thailand, the Ministry of Higher  
Education, Science, Research and Innovation  
(MHESI), in collaboration with the Electric Vehicle  
Association of Thailand (EVAT) and a number of  
science and academic institutions have recently  
joined forces to form the Thailand Energy Storage 
Technology Alliance (TESTA) to create a collaborative  
platform and network as well as ensuring that  
R&D, especially on Lithium-ion batteries, is fully 
commercialized. [221] Meanwhile, the Department 
of Industrial Works, Ministry of Industry (MOI)  
is preparing the plan for EV battery end-of-life 
management and the Pollution Control Department, 
Ministry of Natural Resources and Environment 
(MONRE) is enacting the Acts for the EV battery 
end-of-life management [222]. 
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	 Abstract—In this paper, we focus on improving 
the AMDF pitch detection algorithm (PDA) rather 
than designing a complete pitch detection system 
including many complex modification stages. As 
a hot classical PDA, generating half or multiple 
pitch errors is a usual defect of AMDF, especially  
in noisy conditions. Based on a deep analysis 
of many existing improvements of AMDF, we  
summarize two modified frameworks and classify 
the most outstanding improvements into them. 
Then we propose a novel and simple modified  
framework for AMDF to conquer the defect of 
AMDF. For our framework, we also present 
two kinds of falling trend extraction methods to  
obtain the proposed Trend Analysis based AMDF 
(TAAMDF). Finally, Experiments on the Keele  
database are conducted to evaluate our framework.  
Compared with some outstanding modified AMDFs 
and well-known ACF, modified AMDF based 
on our framework shows the best performance  
especially its robustness to different noises.

	 Index Terms—Pitch Detection Algorithm, 
AMDF, Falling Trend Analysis

I. INTRODUCTION

	 Pitch (or fundamental frequency) plays an 
important role in many fields of speech signal 
processing such as speech coding, speech recognition, 
speech enhancement, etc. This fact has motivated 
researchers to think of how to detect the pitch from 
speech signals accurately and effectively. As is known 
to all, breakthroughs of PDAs emerged decades ago. 
Since then, there are many classical pitch detection 
algorithms (PDAs) [1]-[3] and their improvements 
have been proposed. In spite of this, developing 
accurate and reliable PDAs is still challenging. 
There are still many excellent works reported in 
recent years [4], [5], and one of the most important 
features we notice is that nowadays researchers devote 
themselves to designing a complete pitch detection 

system for high accuracy and noise robustness that 
adds many pre-processing and post-processing stages 
to enhance the key part of the system i.e., their PDAs. 
However, a lot of outstanding software for speech 
signal analysis still adopts classical PDAs mentioned 
above to design their pitch detection module. For 
example, the Autocorrelation Function (ACF) based 
pitch detection module is included in the Praat [6] 
software. YIN [7], an excellent pitch estimator, is also 
based on ACF with some additional modifications. 
This situation indicates that these classical PDAs 
are still valuable and powerful. Hence, we hold a 
viewpoint that it is still meaningful and worthwhile 
to make these classical PDAs more powerful as well 
as develop a complete pitch detection system.
	 In this paper, we pay attention to another classical 
PDA, namely Average Magnitude Difference 
Function (AMDF) [2]. AMDF is also one of 
the most widely used PDAs because of its low 
computation and high precision. However, Zhang 
et al. [8] pointed out that a falling trend presents as 
a global feature in AMDF such that some detection 
errors that the estimated pitch is half or multiple of 
the actual sometimes happened. This is not only 
due to a single cause but a combination of complex 
factors such as formant, noise, and framing setup of 
speech signals. Furthermore, noise is the most usual 
and unavoidable factor for PDA. Therefore, it is 
important to improve AMDF to eliminate the falling 
trend and enhance the robustness to noise. To this end, 
Zhang et al. [8] proposed Circular AMDF (CAMDF) 
by introducing modulo operation to redefine the 
calculation AMDF of speech frame at each lag. 
CAMDF prevents the falling trend and achieves  
excellent detection performance. Another state-of- 
the-art modification of AMDF which is worth 
mentioning is Extended AMDF (EAMDF) presented 
by Muhammud [9]. EAMDF extends the length of the 
speech frame to supply the loss of overlap with lag 
increasing. Thus, EAMDF can overcome the falling 
trend effectively and outperforms the classical AMDF. 
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Although these modified AMDFs achieve promising 
performance, they are not very satisfactory due to 
changes of either definition or speech frame and will 
also bring estimated errors sometimes. In this paper, 
we propose a novel modified framework for AMDF. 
Different from many existing improvements, this is a 
simple and distinctive framework that can overcome 
the shortcoming of AMDF more effectively and is 
considerably robust to different types of noise.
	 The rest of this paper is organized as follows: 
Section 2 reviews AMDF and its representative  
improvements. Section 3 describes the proposed 
framework for AMDF. After that, experiments on 
the Keele database are conducted for testing and  
verifying the proposed framework in Section 4.  
Finally, the paper is concluded in Section 5.

II. REVIEW AND ANALYSIS OF AMDF AND 
ITS IMPROVEMENTS AMDF

The conventional AMDF [2] is defined as follows:

	 	  (1)

where x(n) denotes a voiced speech frame multiplied 
by a rectangular window of length N and τ denotes  
the lag number. For a periodic or quasi-periodic 
signal with a period of Tp, its AMDF DAMDF (τ)  
should exhibit valleys at lag nTp, where n  is an 

integer. Generally, we can estimate the raw pitch  
fp from AMDF according to Equation (2).

	  	 (2)

where fs denotes sample frequency of speech signals. 
As less data is used to calculate AMDF at higher 
lags, a falling trend may present as a global feature 
in the AMDF curve sometimes. Thus, the valley with 
true pitch information may not be the lowest and the 
multiple pitch errors may be produced according to 
Equation (2). Fig. 1 (b) shows a typical example of the 
double pitch error of classical AMDF. In the figure, 
the corresponding speech signal is a clean voiced 
frame (see Fig. 1 (a)). 
	 In order to overcome this shortcoming of AMDF, 
many outstanding modified AMDFs have been 
proposed. Among these modifications, CAMDF [8] 
and EAMDF [9] mentioned in the previous section 
are two representative ones. CAMDF was proposed 
to overcome the falling trend by a modulo operation 
and is defined as follows:

	 	 (3) 

where mod(n + τ, N) represents that n + τ modulo N .  
Muhammad [9] proposed EAMDF and define it as:

	 	 (4) 

 

Fig. 1. Comparison between (b) AMDF, (c) CAMDF, (d) EAMDF, (e) EMDAMDF and (f) TAAMDF of (a) a typical speech frame. EMDAMDF 
and TAAMDF detects the true pitch, while all the other produce double pitch errors.
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	 Actually, it should be noted that compared with 
the AMDF (Equation (2)), we can clearly find that 
CAMDF (Equation (3)) is improved by modifying 
the definition of AMDF whereas EAMDF (Equation 
(4)) promotes by means of adjusting the length of 
the speech frame which is used to calculate AMDF. 
As Fig. 1 (c) and Fig. 1 (d) depict, CAMDF and 
EAMDF can all achieve eliminating the falling trend. 
However, they still produce unexpected double pitch 
errors because of the adverse impact brought by the 
changes of speech frame or definition. We think that 
they represent two typical modified frameworks for 
improving AMDF, namely modifying the definition of 
AMDF and adjusting the length of the speech frame. 
Furthermore, our observation is that the vast majority 
of existing modified AMDFs can all be included in 
these two frameworks. For example, LVAMDF [10] 
adjusts the length of the speech frame and HRAMDF 
[11] both adjusts the frame and redefines AMDF by 
adding a normalized term. 

III. A NOVEL FRAMEWORK FOR IMPROVING AMDF

	 Ideally, we want to find a framework for AMDF 
that eliminates the falling trend effectively and 
produces no estimated errors because of adjustment. 
In our previous work [12], we employ Empirical 
Mode Decomposition (EMD) [13] to address the 
problem and improve AMDF. More specifically,  
let DAMDF (τ) be AMDF of a voiced speech frame. 
DAMDF (τ) can be decomposed into a series of Intrinsic 
Mode Functions (IMFs) ci (τ) and a residue rN (τ). 
Based on the principle of EMD, AMDF can be 
reconstructed by all IMFs and the residue, which 
can be expressed as:

	 	 (5)

where N is the number of IMFs. We find that the 
residue rN (τ) represents the trend of AMDF data points 
namely the falling trend which is mentioned in many 
literatures. Therefore, we spontaneously consider 
to reconstruct AMDF abandoning the residue, and 
obtain our EMD-based AMDF (EMDAMDF) [12]:

	 	 (6)

It is worth noting that EMDAMDF can also be written as:

	 	 (7)

For the speech frame in Figure 1(a), EMDAMDF can 
both eliminate the falling trend of AMDF and estimate 
the true pitch effectively as shown in Fig. 1 (e). It 
must be emphasized that although the two formulas 
above turn out the same results, their thoughts are 
distinct that the former is a reconstruction method 
and the latter is a removing one.

Fig. 2. Trend Analysis-based framework for improving AMDF.

	 Due to the fine performance of EMDAMDF and 
inspired by Equation (7) to calculate EMDAMDF, 
we propose a novel modified framework for AMDF 
as shown in Fig. 2. This is a simple framework and 
differs from the two ones mentioned in Section 2. As 
the figure describes, it consists of two steps, namely, 
Step 1. falling trend extraction, and Step 2. falling 
trend removal. More specifically, given an AMDF of 
speech frame denoted by DAMDF (τ) we first use some 
methods such as EMD mentioned above to analyze 
its mathematical form of the falling trend rtrend (τ) and 
then remove the falling trend from AMDF to obtain 
the modified AMDF that we call Trend Analysis 
based AMDF (TA-based AMDF or TAAMDF) as 
following:

	 	 (8)

Compared with the other two frameworks mentioned 
before, our framework aims to analyze the falling 
trend based on AMDF and then remove it from 
AMDF instead of modifying the definition of AMDF 
and changing the length of the speech frame.
	 It is clear that the key part of our framework is 
Step 1, i.e., how to extract the falling trend. Therefore, 
what we focus on is converted to a trend analysis 
problem in time series analysis. In time series analysis, 
trend analysis is not an easy question. For many 
complex uncertain trends, it is difficult to estimate 
their concrete form. Based on the further analysis of 
EMDAMDF, we can convince that the falling trend 
of AMDF is nearly a linear trend and our framework 
need not pursue preciseness of trend analysis. As 
shown in Fig. 1 (f) TAAMDF adopting linear trend 
and least square can eliminate the falling trend and 
obtain the accurate pitch as well as EMDAMDF. 
Therefore, we believe that although we do not know 
the mathematical form of the falling trend of AMDF, 
many existing conventional trend analysis methods 
are available for our framework.
	 As the trend analysis methods for time series 
analysis have no strict classification, we summarize 
two types of falling trend analysis methods for the 
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proposed framework. Generally, one can be called 
decomposition method such as EMD and the other 
can be called estimation method such as least square. 
Fig. 3 is an incomplete list of falling trend extraction 
methods we summarized. As shown in decomposition 
methods, we are also able to employ other signal 
analysis methods such as wavelet analysis to extract 
the falling trend instead of EMD. In estimation 
methods, least-square is a representative effective 
method to estimate the falling trend. Usually, the 
falling trend is assumed as a specified form such as 
Linear, Polynomial, Gaussian, etc. Then least square 
is used to estimate the parameters of the falling trend 
based on all data points of AMDF such that we can 
obtain the concrete form of the falling trend of AMDF.

Fig. 3. Two types of falling trend extraction methods for the 
proposed framework.

	 For completely understanding our framework, 
now we describe how to calculate TAAMDF 
using the estimation method with least square plus 
polynomial, for example. Suppose we have an 
AMDF of a voiced speech frame D(τ) and its lag  
τ = 1, 2, ⋯, n . Accordingly, all the data points of  
AMDF are (1, D(1)), (2, D(2)), ⋯, (n, D(n). We use 
polynomial with the degree m to estimate the falling 
trend of AMDF and denote it as:

	 (9)

Substituting all the data points into (9), we obtain that

	 (10)

 

Let   and 

  As is known that rank(A) = m+1<n  

the least square solution of the parameter vector x  
can be calculated by

	 (11)

Thus, we obtain the falling trend:

	 (12) 

Based on the proposed framework in Fig. 2, the 
TAAMDF can be calculated as:

		 (13) 

IV. EXPERIMENTS AND ANALYSIS

	 We test our trend analysis-based framework for 
AMDF using the Keele pitch extraction reference 
database [14]. The Keele database consists of 5 mature 
females and 5 mature male speakers. Each speaker 
read a phonetically balanced text. The speech signals 
are sampled at 20 kHz with 16-bits resolution. The 
Database provides reference pitch values at 100 Hz 
frame rate with 26.5 ms rectangular window. Some 
frames with uncertain reference pitch recorded as 
‘-1’ are totally cut down. The whole samples of the 
database are all employed here.
	 We choose EMD from decomposition methods 
and polynomial from estimation methods to extract 
the falling trend to obtain TAAMDFs based on 
our framework denoted by TAAMDF (EMD) (i.e.,  
EMDAMDF in [12]) and TAAMDF (Poly) 
respectively. Note that according to large numbers of 
experiments and analyses we obtain a reliable formula 
to determine the degree of the polynomials m  for 
TAAMDF, i.e., m = int (Lframe . fraw / fs) where int  is 
integer operation, Lframe is the frame length, fs is the 
sampling frequency and fraw is “raw pitch”. So-called 
“raw pitch” here actually refers to the empirical pitch 
ranges of females and males. Usually, we consider 
that in our framework it is feasible to set fraw as 100 
Hz for male and 200 Hz for female. Therefore, we 
can set the degree of polynomial of TAAMDF be 3 
for male speech and 5 for female speech with regard 
to the Keele database. We compare the TAAMDF 
with CAMDF and EAMDF which are two state-of-
the-art improvements of AMDF belonging to the 
other two frameworks discussed in the previous 
section. For showing the excellent performance of 
our framework, ACF, an outstanding classical PDA 



64	 INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 6, No. 1 January-June 2022

Indexed in the Thai-Journal Citation Index (TCI 2)

used by lots of speech analysis software, is included 
in the experiments as well. The experimental results 
are reported in terms of percentage GPE denoted 
as % GPE which is short for gross pitch error and 
defined by Rabiner et al. [15]. The definition of GPE 
is that the detected pitch period for a frame defers 
1ms from the reference value. It should be noted that 
for fair comparison in all the experiments, both pre-
processing and post-processing methods for error 
prevention and noise robustness such as band-pass 
filtering, half-wave rectification, center clipping and 
pitch smooth, are not employed. We want to show the 
most original performance of all PDAs.

TABLE I
PERFORMANCE OF DIFFERENT ALGORITHMS FOR 

CLEAN SPEECH OF THE WHOLE KEELE DATABASE

Method Keele

AMDF 17.75

CAMDF 12.30

EAMDF  7.36

ACF 11.07

TAAMDF (EMD)  8.89

TAAMDF (Poly) 7.13

	 Table I gives % GPE of the whole Keele database 
detected by ACF, AMDF, CAMDF, EAMDF, 
TAAMDF (EMD), and TAAMDF (Poly). It can be 
observed that CAMDF, EAMDF, and two TAAMDFs 
all improve AMDF significantly. Although AMDF 
is not as good as ACF, its modifications can all turn 
the situation around (CAMDF is an exception but 
approximate). Besides, we notice that the proposed 
TAAMDF (Poly) has the least % GPE (7.13%) and 
owns the overall superiority among all PDAs while 
EAMDF performs excellently (7.36%) as well. 
TAAMDF (EMD) also achieves a fewer % GPE 
(8.89%) than CAMDF and ACF. Finally, from the 
experimental results, we notice that least square 
plus polynomial outperforms EMD for the proposed 
framework.
	 In order to further evaluate the performance 
especially the robustness of all PDAs, our experiments 
are also conducted by adding White, Babble, and 
Machinegun noise to the database at different  
Signal-to-Noise Ratio (SNR) set at 10, 5, 0, -5, and -10 dB  
respectively. Note that SNR is defined as, where 
S is the average power of the speech signal and 
N is the average power of the added noise. In our 
experiments, Babble and Machinegun noise are taken 
from NOISEX-92 database [16] and White noise is 
generated by awgn.m in MATLAB. Here we only 
choose the TAAMDF (poly) as the representative of 
our framework because of its performance shown 
in the former experiment. The experimental results 
are reported in Table II, Table III, and Table IV, 
respectively.

	 According to the results, something obvious can 
be observed. Firstly, different from the outcome for 
clean speech shown in Table I, ACF has remarkable 
progress in that it exceeds CAMDF and EAMDF and 
has a fewer % GPE than them. Then we can also find 
that although EAMDF has a very similar performance 
to TAAMDF for clean speech, its robustness to noise 
is so bad in noisy conditions. As is shown in Table 
II to Table IV, EAMDF always has the nearly most 
% GPE among these PDAs except AMDF in three 
noisy conditions. Finally, it is obvious that TAAMDF 
outperforms the other PDAs for every noise at any 
SNR. Besides, according to the definition of ACF, 
we know that ACF has the robustness to white noise 
(complete derivation can be seen in [17]). That is 
why for white noise ACF has a significant advantage 
over CAMDF and EAMDF. However, TAAMDF 
still has less % GPE than ACF in noisy conditions, 
especially for white noise. Therefore, we think that 
our framework is an efficient and reasonable way to 
improve AMDF. We also think that TAAMDF based 
on polynomial and least square within our framework 
is a more effective PDA than other modified AMDF 
and ACF.

TABLE II
PERFORMANCE OF DIFFERENT ALGORITHMS FOR 

THE WHOLE KEELE DATABASE POLLUTED BY WHITE NNOISE 
AT DIFFERENT SNR

Method 10 dB 5 dB 0 dB -5 dB -10 dB

AMDF 30.14 45.29 63.94 82.23 93.06

CAMDF 10.09 13.80 21.18 33.25 51.74

EAMDF 10.32 17.76 30.81 49.83 69.83

ACF  8.83 10.43 14.47 22.28 37.87

TAAMDF  6.35  7.42  9.77 15.03 24.60

TABLE III
PERFORMANCE OF DIFFERENT ALGORITHMS FOR 

THE WHOLE KEELE DATABASE POLLUTED BY BABBLE NOISE 
AT DIFFERENT SNR

Method 10 dB 5 dB 0 dB -5 dB -10 dB

AMDF 41.20 54.86 70.41 63.71 88.33

CAMDF 20.38 28.44 42.14 54.36 69.75

EAMDF 18.46 30.89 47.19 81.73 75.18

ACF 16.74 24.15 37.48 57.68 68.01

TAAMDF 12.68 19.00 30.86 45.92 59.42

TABLE IV
PERFORMANCE OF DIFFERENT ALGORITHMS FOR 

THE WHOLE KEELE DATABASE POLLUTED BY MACHINEGUN 
NOISE AT DIFFERENT SNR.

Method 10 dB 5 dB 0 dB -5 dB -10 dB

AMDF 30.81 36.37 43.28 50.77 58.64

CAMDF 19.28 23.86 29.71 36.13 42.97

EAMDF 15.94 22.36 29.67 37.74 45.50

ACF 17.15 21.86 28.12 34.99 42.18

TAAMDF 11.36 14.89 19.83 26.11 32.83



Indexed in the Thai-Journal Citation Index (TCI 2)

INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 6, No. 1 January-June 2022	 65

V. CONCLUSIONS

	 In this paper, we address the problem that multiple 
pitch errors sometimes appear in classical AMDF for 
pitch detection. We begin with a systematical review 
and analysis of its existing state-of-art modifications 
and sum up their improved ways as two kinds of 
frameworks. Then we propose a novel modified 
framework and two types of efficient falling trend  
extraction methods for the framework. Finally,  
experiments on the Keele database are conducted to 
test and validate the rationality and effectiveness of 
our modified framework. We can claim that the trend 
analysis based AMDF which chooses effective falling 
trend method owns the best performance especially 
for noisy speech and outperforms obviously modified  
AMDFs based on the other two frameworks  
summarized before and ACF which is an outstanding 
and well-known classical PDA.
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Examples:
[21]		 A. Harrison, private communication, May 1995.
[22]		 B. Smith, “An approach to graphs of linear forms,” 

unpublished.
[23]		 A. Brahms, “Representation error for real numbers in binary 

computer arithmetic,” IEEE Computer Group Repository, 
Paper R-67-85.

Basic format for standards:
	 Title of Standard, Standard number, date.
Examples:
[24]		 IEEE Criteria for Class IE Electric Systems, IEEE Standard 

308, 1969.
[25]		 Letter Symbols for Quantities, ANSI Standard Y10.5-1968.
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First A. Author and the other  
authors may include biographies  
at the end of regular papers.  
Biographies are often not  
included in conference related  
papers. The first paragraph may 
contain a place and/or date 
of birth (list place, then date). 
Next, the author’s educational  

background is listed. The degrees should be listed 
with type of degree in what field, which institution, 
city, state, and country, and year the degree was 
earned. The author’s major field of study should be 
lower-cased.
	 The second paragraph uses the pronoun of the 
person (he or she) and not the author’s last name. It 
lists military and work experience, including summer 
and fellowship jobs. Job titles are capitalized. The 
current job must have a location; previous positions 
may be listed without one. Information concerning 
previous publications may be included. Try not to 
list more than three books or published articles. The 
format for listing publishers of a book within the 
biography is: title of book (city, state: publisher name, 
year) similar to a reference. Current and previous 
research interests end the paragraph.
	 The third paragraph begins with the author’s title 
and last name (e.g., Dr. Smith, Prof. Jones, Mr. Kajor, 
Ms. Hunter). List any memberships in professional 
societies. Finally, list any awards and work for 
committees and publications. If a photograph is 
provided, the biography will be indented around it. The 
photograph is placed at the top left of the biography, 
and should be of good quality, professional-looking, 
and black and white (see above example). Personal 
hobbies will be deleted from the biography. Following 
are two examples of an author’s biography.

Second B. Author was born 
in Greenwich Village, New 
York City, in 1977. He received 
the B.S. and M.S. degrees in 
aerospace engineering from the 
Universi ty  of  Virginia , 
Charlottesville, in 2001 and 
the Ph.D. degree in mechanical 
engineering from Drexel 

University, Philadelphia, PA, in 2008. From 2001 to 
2004, he was a Research Assistant with the Princeton 
Plasma Physics Laboratory. Since 2009, he has been an 

Assistant Professor with the Mechanical Engineering 
Department, Texas A&M University, College Station. 
He is the author of three books, more than 150 articles, 
and more than 70 inventions. His research interests 
include high-pressure and high-density nonthermal 
plasma discharge processes and applications, 
microscale plasma discharges, discharges in liquids, 
spectroscopic diagnostics, plasma propulsion, and 
innovation plasma applications. He is an Associate 
Editor of the journal Earth, Moon, Planets, and holds 
two patents. 
	 Mr. Author was a recipient of the International 
Association of Geomagnetism and Aeronomy 
Young Scientist Award for Excellence in 2008, the 
IEEE Electromagnetic Compatibility Society Best 
Symposium Paper Award in 2011, and the American 
Geophysical Union Outstanding Student Paper Award 
in Fall 2005.

Third C. Author received 
the B.S. degree in mechanical 
engineering from National 
Chung Cheng University, 
Chiayi, Taiwan, in 2004 and 
the M.S. degree in mechanical 
engineering from National 
Tsing Hua University, Hsinchu, 
Taiwan, in 2006. He is currently 

pursuing the Ph.D. degree in mechanical engineering 
at Texas A&M University, College Station.
	 From 2008 to 2009, he was a Research Assistant 
with the Institute of Physics, Academia Sinica, 
Tapei, Taiwan. His research interest includes the 
development of surface processing and biological/
medical treatment techniques using nonthermal 
atmospheric pressure plasmas, fundamental study 
of plasma sources, and fabrication of micro- or 
nanostructured surfaces.
	 Mr. Author’s awards and honors include the Frew 
Fellowship (Australian Academy of Science), the  
I. I. Rabi Prize (APS), the European Frequency and 
Time Forum Award, the Carl Zeiss Research Award, 
the William F. Meggers Award and the Adolph Lomb 
Medal (OSA).

Remark: More detail information, Pleases read 
Preparation of Papers for INTERNATIONAL 
SCIENTIFIC JOURNAL OF ENGINEERING AND 
TECHNOLOGY (ISJET), https://ph02.tci-thaijo.org/
index.php/isjet/index
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