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	 Abstract―With the development of technology, 
there are more and more crowdfunding projects. 
However, it is hard for a human to understand such 
projects easily. Therefore, this study aims to provide 
a better solution for extracting keywords from each 
crowdfunding project so that everyone can quickly 
understand the core of these projects. In this study, 
we compared the performance of four keyword 
extraction methods on crowdfunding projects. 
The experimental results show that Bert performs 
better in precision, recall, and f-measure than 
NLTK, LIAAD, and Harvest algorithms. Moreover, 
we compared four pre-training models based on 
Bert and found that the distills-based-multilingual-
cased-v1 model worked better than others with 
74.0% in precision and 85.0% in F-measure. 
	 In addition, we also created a corpus of 106,869 
pairs of text and its keyword for keyword extraction 
based on crowdfunding projects.

	 Index Terms―Crowdfunding Projects, Web-
data, Searching API, Keyword Extraction, Bert 
Model

I. INTRODUCTION

	 Why extract keywords?
	 In the era of the information explosion, information  
can be easily accessed on the internet, but humans 
cannot easily understand most of them. We need to 

extract some information that we are interested in. 
We can employ keyword extraction for such tasks. 
The extraction of keywords can also be called text 
label extraction. For example, “today’s roast pork is 
really good”, the word in the text “roast pork” can be 
considered a keyword or a label of this sentence. This 
keyword can express the meaning of the sentence 
to a certain extent. For example, if the word “roast 
pork” is used in a text classification task, it can imply 
information with the category of “food”. There are 
normally two groups of methods for such keyword  
extraction: supervised and unsupervised methods. The 
supervised approach can achieve high accuracy, but 
the disadvantage is that it requires many labeled data 
and high labor costs. Compared with the supervised  
methods, the unsupervised methods have lower data 
requirements. Therefore, the application of such a 
method in the field of keyword extraction is more  
popular. In this study, we compare some of the common  
unsupervised keyword extraction algorithms, namely 
NLTK, Harvest, LIAAD, and a supervised method, 
namely Bert.

	 Why extract keywords from crowdfunding  
projects?
	 We found the failure rate of crowdfunding projects  
in 20151, 20172, 20193, 20204, and 20215, and we  
compared the failure rate of 2015, 2017, 2019, and 
2021, as shown in Fig.1. From Fig.1 we can see that 
the failure rate of crowdfunding projects is high and 
has been rising except 2021.

  1https://www.weiyangx.com/122711.html
  2https://zhuanlan.zhihu.com/p/32325090 
  3https://medium.com/@daniel.kupka
  4https://www.amz123.com/thread-348221.htm
  5https://www.kickstarter.com/help/stats
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Fig. 1. Failure rate of crowdfunding projects

	 There are two reasons for the decline in the failure 
rate in 2021. Firstly, there were fewer crowdfunding  
projects this year, as shown in Table I. Although 
Kickstarter only displays all the data since its estab-
lishment in 2009, we can calculate that there were 
only 73,068 projects published in 2021 and there 
were 92518 projects published in 2020. There was a 
21% reduction in the number of projects published. 
Secondly, the failure rate in 2021 was updated on  
December 2, 2021, missing a month. These two reasons  
lead to the decline in the failure rate in 2021.

TABLE I
COMPARISON OF NUMBER OF PROJECTS PUBLISHED IN 2020 

AND 2021 

List 2009-
2019

2009-
2020

2009-
2021 2020 2021

Number 
of projects 
published

378000 470518 543586 92518 73068

Number of 
successful 
projects

133724 175169 212713 41445 37544

 
	 Since the high failure rate of crowdfunding projects,  
so we wanted to use keyword extraction to understand  
the main content of the project, which can be used 
to determine the feasibility of the project further. 
For example, the Fontus project claimed that it is a 
self-filling water bottle, especially designed to fit your 
bicycle. This water bottle will refill itself as you ride 
on your bike. It can create 0.5 liters of water per hour 
out of solar power and air. This device was designed 
to capture the moisture content in the air, condense it 
and store it as safe drinking water. The air stream you 
generate while riding is used here in place of a fan to 
pass large amounts of air into the chambers without 
needing extra energy sources. If you look at how the 
Fontus bottle advertises its ability to absorb water 

from the air, it seems logical to the layman. The Fontus  
bottle claims to be a small dehumidifier: it sucks 
air into the bottle and condenses to trap moisture  
when the air cools, using small solar panels to power 
the process. We all know how dehumidifiers work, 
so it seems simple enough. However, to produce 0.5 
liters of water in 1 hour as Fontus claims, a 250-watt 
solar panel with a surface area of 1.5 square meters is 
required to operate at 100% efficiency! This is a huge, 
rooftop-sized solar panel--definitely not the small 
panel that Fontus is equipped with. It is less than 
1/6 of the required panel size. Secondly, condensing  
moisture from humidity into water requires 9000 
BTU/gal, if the air is already at the dewpoint, 100% 
humidity. 0.5 liters of water requires 1195 BTU to 
condense. If this water bottle was the efficient of a 
central air conditioner, this would use 92 watt-hrs 
of electricity. But Peltier solid-state cooling is like 
10th the efficiency of air conditioning systems, so 
Fontus bottle needs about one kilowatt-hr. to make 0.5 
liters of water in 100% humidity conditions. Although  
Fontus is equipped with a 250-watt solar panel, it 
would need four hours of work. This is a pretty huge 
contrast to the 0.5 liters per hour. In summary, this water  
bottle sounds logical but technically impossible.
	 Now, the product seems to have died, pitting many 
investors. It is because we do not know enough to see 
that Fonts does not have technical support to deliver 
the product. If we get the “self-filling water bottle” 
keyword extracted from the web data, we can quickly 
know the project. If we get the “produce 0.5 liters of 
water in 1 hour” keyword extracted from the web data, 
we can use it to search for feasibility on the Internet.  
Therefore, keyword extraction on crowdfunding  
projects is very important, due to such keywords 
might provide a better understanding of the project.
	 This is a relatively frontier research, we focus 
on keyword extraction and contradiction detection 
on crowdfunding projects. Most research on fake  
information is focused on fake news from social  
media, and research on fake crowdfunding projects 
is limited. So we decided to explore this direction, 
we thought that this innovative research will be more 
popular on crowdfunding platforms. This study is 
only the first step, the first step is the comparison of 
keyword extraction on crowdfunding projects, and 
the next step is the knowledge extraction to identify 
possible fake projects.

II. RELATED STUDIES

	 There are many methods for extracting keywords, 
roughly divided into the following three categories: 
statistical-based methods, graph-based methods, 
and semantic model-based methods. The statistical  
methods which we will explain include Term-Frequency  
(TF), Term Frequency-Inverse Document Frequency 
(TFIDF), Natural Language Toolkit (NLTK) [1] and  
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Yet  Another  Keyword  Extractor  (YAKE). Term-Frequency  
(TF) is the simplest method, which calculates the 
score by the frequency of words in the document. 
The main problem with word frequency is that it does 
not consider structural and semantic information and 
cannot distinguish synonyms. TFIDF is a simple but 
effective method proposed by Salton [2] in 1988, 
and it calculates each term in a text by considering 
two factors: one is the term’s word frequency in the  
document, i.e., TF, and another is the Inverse Document  
Frequency (IDF), which measures how many texts 
contain the term. IDF is mainly used to penalize those 
terms that appear in many texts, and these terms are 
usually some irrelevant deactivation words, etc. The 
whole core idea of TFIDF [3] is that the importance of 
a term in a document depends on the frequency of the 
term in the document and the number of occurrences 
in other documents. However, the TFIDF algorithm 
also has obvious drawbacks. It is not comprehensive  
enough to measure the importance of a word by 
its frequency simply, and sometimes the important 
words may not appear many times [4]. NLTK is a 
well-known natural language processing library for 
Python [5], which comes with classification, word 
separation and other functions. In this study, we  
combined RAKE and NLTK to form RAKE-NLTK, 
it achieved 62.4% of F-measure based on the GMB 
corpora [1]. If applied to crowdfunding project, the 
results might be different. Harvest Text [6] is a library 
that focuses on unsupervised (weak) methods and 
can integrate domain knowledge (e.g., types, aliases) 
for simple and efficient processing and analysis of a 
domain-specific text. It has many features such as text 
cleaning, new word discovery, sentiment analysis,  
entity recognition linking, keyword extraction,  
knowledge extraction, syntactic analysis, etc. David 
Gotz et al. [7] presented an intelligent visual analytic 
system called Harvest, which was designed to empower  
everyday business users to derive insight from large 
amounts of data. They found that there was a 75% 
reduction in error rate on average. When a task was 
performed using Many Eyes, it achieved 22% of error 
rate; when a task was performed using HARVEST, it 
achieved 5.6% of error rate. They attributed the sharp 
drop in error rate to Harvest’s ability that can let users 
easily explore data from different angles. Yet Another  
Keyword Extractor (YAKE) is an unsupervised  
keyword extraction algorithm[8]. It relies on statistical  
features of text extracted from a single document to  
select the most important keywords in the text. Ricardo  
Campos et al. [9] proposed YAKE to extract keywords  
from single documents, and compared it with 
RAKE, TextRank, SingleRank and TFIDF. Based 
on the Schutz2008 database, YAKE achieved 9.1% of  
F-measure, TextRank achieved 8.2% of F-measure, 
TFIDF achieved 4.3% of F-measure, SingleRank 
achieved 3.7% of F-measure, RAKE achieved 0.6% of 

F-measure. So, YAKE performed better. The core idea 
of the statistical-based approach is to calculate the score 
of each word or phrase in the text, and it is possible  
that all words can be sorted with the scores, then 
the top n words with the highest scores are obtained  
as the keywords of the text [10]. The statistical  
features include co-occurrence frequency, symmetric 
conditional probability, modified association measure,  
chi-square, mean distance, length similarity, and 
word frequency. In medical or biological fields, many  
information extraction systems and studies rely 
on a certain corpus. Qu et al. [11] proposed a new  
approach to address English medical OOV terms. 
Unlike most existing methods for translating English 
OOV terms into Chinese, their candidates are selected 
by a machine learning system with the support of 
different features, and the best candidate selection 
results in the highest correct rate of 86.79% using 
features such as lift, frequency, and distance together. 
This suggests we may employ more features to find 
a better keyword.
	 Secondly, the Graph-Based Approaches include 
PageRank [12], TextRank, SingleRank, TopicRank, 
and PositionRank. PageRank was first used to calculate  
the importance of web pages, and TextRank is a 
graph-based ranking algorithm for text [13]. The basic 
idea is derived from Google’s Page Rank algorithm, 
which automatically extracts many meaningful words 
or phrases from a given text. The original text is split 
into sentences. In each sentence, deactivated words 
are filtered out, and only words of the specified lexical  
nature are retained. It results in a collection of sentences  
and a collection of words [14]. TopicRank treats topics  
as clusters of similar key phrases [15], which are 
ranked according to their importance in the document,  
then top n most relevant topics are selected, and each 
topic selects one most important key phrase to represent  
the core keywords of the document.
	 Thirdly, Semantic Models include Linear  
Discriminant Analysis (LDA) [16], Hidden Markov 
Model (HMM) [17], Recurrent Neural Networks 
(RNN), and Bidirectional Encoder Representations 
from Transformers (Bert), etc. The keyword or phrase 
extraction based on semantic models is generally  
supervised learning. It treats keyword extraction as 
an annotation task to determine whether the word 
is a keyword or not; or after classifying the text, it 
automatically learns the weight score of each word 
in the text based on the attention layer, and extracts  
keywords according to the score. These methods 
are all supervised learning and require labeled data 
for training the model. Zhang et al. [18] proposed  
a 2-layer RNN model that treats keyword and key 
phrase extraction as an annotation classification task to  
determine whether each word is a keyword or a key 
phrase. The first layer of the model is used for the  
keyword recognition task, and the second layer is 
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used for the key phrase recognition task. Fusion 
weights the loss functions of two tasks as the final 
loss function. The proposed RNN model achieved 
80.97% of F-measure on automatically extracting 
keyphrases from single tweets. BERT is a pre-trained  
language model, and the full name is Bidirectional  
Encoder Representations from Transformer.  
It means that it is a bidirectional encoder representation  
based on Transformer [19]. As the name suggests,  
Bert uses the Transformer. It can take the 
word that precedes and follows it into account 
while processing a word to get its meaning  
in the context. We know that Transformer’s  
attention mechanism has a good effect on feature  
extraction of words in context. Overall, the Bert model  
uses the popular feature extractor Transformer and 
implements a bi-directional language model, giving 
it good performance. Yili Qian et al. [20] proposed a 

text keyword extraction method based on Bert, and 
compared it with TFIDF, TextRank, and LDA. Based 
on 300 scientific papers downloaded from Wanfang 
database, TFIDF achieved 36.4% of F-measure,  
TextRank achieved 40.7% of F-measure, LDA 
achieved 42.0% of F-measure, a keyword extraction 
algorithm based on Bert and multi class feature fusion 
achieved 43.6% of F-measure. The results show that 
the combination algorithm based on Bert is better than 
the single extraction algorithm. However, there is still 
room for improvement. For example, Bert uses the 
original Transformer. Although it is powerful, now 
there are some more powerful and improved versions;  
another place left to be improved is the Mask mechanism  
of Bert, which can be used to train the Bidirectional 
language model, but this will lead to inconsistency 
between pre-training and fine-tuning on downstream 
tasks.

Fig. 2. The overall flow chart of the study

Fig. 3. Example of snippet retrieval
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III. OUR APPROACH

	 In this section, we describe our approach, and 
it has two major steps: information retrieval and 
keyword extraction, as shown in Fig. 2. Next, we 
introduce the information retrieval and the keyword 
extraction.

A. 	Information Retrieval

	 We found a list of the highest-funded crowdfunding  
projects on Wikipedia1. With the data from Wikipedia, 
we used the Internet to retrieve information. The first 
step is snippet retrieval of the project. We separated 
the retrieved snippet into three different fields in the 
database: URL, title, and summary. Moreover, input 
is the project’s name, as shown in Fig. 3.
	 The name of the crowdfunding projects may be 
ambiguous, thus the retrieved information may not 
be related to the project. For example, we search for 
the “EOS” project, and there may be a person or a 
song called “EOS”. Therefore, we need to find an  
efficient way for making our query text less ambiguous.  
There are four ways of constructing the query text: 
searching the name of the project, searching the name 
of the project and its category, searching the name 
of the project and its crowdfunding platform, and 
searching the name of the project plus category plus 
crowdfunding platform, as shown in Table II. We 
compare A to the name of the project, B to the category  
of the project, C to the crowdfunding platform of 
the project. 

TABLE II
FOUR DIFFERENT SEARCH METHODS

Search Method Instance Shortening

“name+category” “Star Citizen+电子游戏” “A+B”

“name” “Star Citizen” “A”

“name+category+
platform”

“Star Citizen+电子游戏

+Kickstarter”
“A+B+C”

“name+platform”
“Star 

Citizen+Kickstarter”
“A+C”

Note: A= name of the project itself, B=category of the project,  
C = crowdfunding platform of the project

	 We conducted a test to find out which search  
method is better. We searched the first 20 projects of 
the list of highest-funded crowdfunding projects on  
Wikipedia. Each project intercepted ten snippets, 20 
projects intercepted 200 snippets. The feedback snippets  
of each search method are different, So we got 800 
different snippets in total. We used 800 snippets to 
compare the effective ratios in these four search  
methods. We judged the correctness of each snippet. 
When the input is “A”, the number of correct snippets  
is 143, the effective ratio is 71.5%; And when the 

input is “A+B”, the number of correct snippets is 180, 
the effective ratio is 90%; When the input is “A+C”, 
the number of correct snippets is 115, the effective 
ratio is 57.5%; And when the input is “A+B+C”, the 
number of correct snippets is 129, the effective ratio 
is 64.5%. By calculating 800 snippets, we found that 
searching the name of the project and its category 
to retrieve snippets is the most efficient and least  
intrusive way of constructing the query text.  
The effective ratio is arranged from high to low, as 
shown in Table III.

TABLE III
EFFECTIVE RATIOS OF DIFFERENT INPUT  

OF SNIPPET RETRIEVAL

Input Number of Valid 
Snippets Effective Ratio

“A+B” 180 90%

“A” 143 71.5%

“A+B+C” 129 64.5%

“A+C” 115 57.5%

	 In summary, this study selected the input “A+B” for 
Internet snippet retrieval. We set up a programmable  
search engine by calling the API. We changed the 
region, language, and website in the basic setting of 
the programmable search engine. The region is set to 
all regions, which returns more contents; the language 
is set to simplified Chinese, because this study is more 
concerned with extracting Chinese characters. The 
websites to be searched are shown in Table IV. These 
ten websites often appeared when we searched project 
information manually.

TABLE IV
LIST OF WEBSITES

Number Website

1 http://www.doc88.com

2 sogou.com

3 weibo.com

4 www.zhihu

5 www.bing.com

6 www.csdn.net

7 www.sohu.com

8 https://zol.com.cn

9 www.baidu.com

10 www.google.com

	 Then we used MySQL to create a database and 
created a table containing ID, Keyword, URL, Title,  
Summary. Next, we employed Google Search  
API to retrieve information automatically, and such 
information was saved into the database.

1https://en.wikipedia.org/wiki/List_of_highest-funded_crowdfunding_ 
projects (last accessed on 1 October 2021)
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B.	 Keyword Extraction

	 We reviewed papers to find seven best keyword 
extraction methods. Of these seven methods, only 
four perform well in Chinese. These four methods 
are NLTK, LIAAD, Harvest, and Bert. Among these 
four methods, there is only one supervised method 
called Bert. So we make up for this shortcoming by 
comparing four models based on Bert.

	 Firstly, we compared NLTK, LIAAD, Harvest, 
and Bert using three different types of documents. 
Although we limited the language to simplified  
Chinese, there were still English results. “testen” is 
a pure English document; “testch” is a pure Chinese 
document; the “test’’ document is half Chinese and 
half English. The results show that the Bert model is 
better, and the selected candidates are closer to the 
document’s meaning, as shown in Table V.

TABLE V 
DIFFERENT METHODS FOR EXTRACTING KEYWORDS

Testen Testch Test

Original
text

The iBackPack has the capability to hold 
all of your electronics. There is an optional  
built-in WiFi connection and batteries  
galore. It includes a 20,000 mAh primary, 
8,000 mAh secondary, and a half a dozen 
other batteries that ensure your electronics  
are constantly charged.

兵马俑，即秦始皇兵马俑，亦简称秦兵马俑
或秦俑，第一批全国重点文物保护单位，第
一批中国世界遗产，位于今陕西省西安市临
潼区。兵马俑是古代墓葬雕塑的一个类别。
古代实行人殉，奴隶是奴隶主生前的附属
品，奴隶主死后奴隶要作为殉葬品为奴隶
主陪葬。兵马俑即制成兵马
（战车、战马、士兵）形状的殉葬品 。

基于广受赞誉的 Stellaris PC 游戏，Stellaris 
Infinite Legacy 提供了您喜欢的 4x 棋盘游

戏，其中包括个性化的定制内容和突如其来的故

事，使 Stellaris PC 游戏与众不同。Stellaris 
Infinite Legacy 是一款可供 2 至 4 名玩家使

用的 2 小时 4x 棋盘游戏，其简单规则会根
据您在游戏中的选择而增长

NLTK

‘000 mah secondary’,
‘000 mah primary’, 
‘wifi connection’, 
‘optional built’, 
‘constantly charged’

‘士兵 (形状的殉葬品’, 
‘兵马俑即制成兵马) 战车’, 
‘第一批全国重点文物保护单位’,
‘第一批中国世界遗产’,
‘战马’

‘stellaris infinite legacy 是一款可供 2 
至 4 名玩家使用的 2 小时 4x 棋盘游戏’, 
‘stellaris infinite legacy 提供了您喜欢的
4x 棋盘游戏’, 
‘基于广受赞誉的 stellaris pc 游戏’, 
‘使 stellaris pc 游戏与众不同’, 
‘其简单规则会根据您在游戏中的选择而
增长’

Harvest / ‘兵马俑’, ‘奴隶主’,’殉葬品’, 
‘奴隶’,’临潼区’

‘游戏’, ‘棋盘’, ‘赞誉’, ‘玩家’, ‘个性化’
‘基于广受赞誉的 stellaris’,

Bert

‘dozen’,
‘electronics’, 
‘batteries’,
‘20’,
‘wifi’

‘第一批中国世界遗产’,
‘第一批全国重点文物保护单位’, 
‘奴隶主死后奴隶要作为殉葬品为奴隶
主陪葬’, 
‘兵马俑是古代墓葬雕塑的一个类别’, 
‘奴隶是奴隶主生前的附属品’

 ‘其简单规则会根据您在游戏中的选择而
增长’, 
‘其中包括个性化的定制内容和突如其来
的故事’, 
‘legacy 提供了您喜欢的 4x 棋盘游戏’, 
‘legacy 是一款可供 2 至 4 名玩家使用的 
2 小时 4x 棋盘游戏’

LIAAD

‘the’,
‘your’,
‘electronics’,
‘ibackpack’,
‘has’

‘兵马俑，即秦始皇兵马俑，亦简称秦兵马
俑或秦俑，第一批全国重点文物保护单位，
第一批中国世界遗产，位于今陕西省西安
市临潼区。兵马俑是古代墓葬雕塑的一个
类别。古代实行人殉，奴隶是奴隶主生前的
附属品，奴隶主死后奴隶要作为殉葬品为
奴隶主陪葬。兵马俑即制成兵马（战车、战
马、士兵）形状的殉葬品’

‘stellaris’,
‘infinite’,
‘legacy’,
‘名玩家使用的’,
‘棋盘游戏，其简单规则会根据您在游戏中
的选择而增长’,

	 However, individual cases do not represent the 
whole, and we will use more data to determine 
whether the Bert model is the most suitable method 
for this study. Next, we will explain to you the four 
methods we compared.
	 1)	NLTK
		  NLTK is a natural language processing library 
for Python. A virtual example is shown in Table VI.

TABLE VI
A VIRTUAL EXAMPLE OF NLTK

Original
text

兵马俑，即秦始皇兵马俑，亦简称秦兵马俑或秦

俑，是第一批全国重点文物保护单位

Input
C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14
C15C16C17C18C19C20P3C21C22C23C24C25C26
C27C28C29C30C31C32C33C34

Output
C21C22C23C24C25C26C27C28C29C30C31C32 
C33C34,
C4C5C6C7C8C9C10

Answer
是第一批全国重点文物保护单位

即秦始皇兵马俑
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	 2)	LIAAD
		  Yake is a lightweight unsupervised automatic  
keyword extraction method mentioned. A virtual  
example is shown in Table VII.

TABLE VII
A VIRTUAL EXAMPLE OF LIAAD

Original
Text

兵马俑，即秦始皇兵马俑，亦简称秦兵马俑或秦

俑，是第一批全国重点文物保护单位

Input
C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14 
C15C16C17C18C19C20P3C21C22C23C24C25C26
C27C28C29C30C31C32C33C34

Output
C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14 
C15C16C17C18C19C20P3C21C22C23C24C25C26
C27C28C29C30C31C32C33C34

Answer
兵马俑，即秦始皇兵马俑，亦简称秦兵马俑或秦

俑，是第一批全国重点文物保护单位

	 3)	Harvest
 		  HarvestText has many features such as keyword  
extraction, knowledge extraction, etc. In this study, 
we used it to obtain keywords in the text based on 
algorithms such as Textrank, tfidf, etc., using JIEBA 
for word separation and TFIDF for extraction. A virtual  
example is shown in Table VIII.

TABLE VIII
A VIRTUAL EXAMPLE OF HARVEST

Original
Text

兵马俑，即秦始皇兵马俑，亦简称秦兵马俑或秦

俑，是第一批全国重点文物保护单位

Input
C1C2C3P1C4C5C6C7C8C9C10P2C11C12C13C14 
C15C16C17C18C19C20P3C21C22C23C24C25C26
C27C28C29C30C31C32C33C34

Output C1C2C3,
C14C15C16C17

Answer
兵马俑

秦兵马俑

	 4)	Bert
		  BERT is a pre-trained language model mentioned.  
In this study, we used it for keyword extraction.  
A virtual example is shown in Table IX.

TABLE IX
A VIRTUAL EXAMPLE OF BERT

Original
Text

兵马俑，即秦始皇兵马俑，亦简称秦兵马俑或秦俑，

是第一批全国重点文物保护单位

Input
C 1C 2C 3P 1C 4C 5C 6C 7C 8C 9C 10P 2C 11C 12 
C13C14C15C16C17C18C19C20P3C21C22C23C24
C25C26C27C28C29C30C31C32C33C34

Output
C21C22C23C24C25C26C27C28C29C30C31C32 
C33C34,
C1C2C3

Answer
是第一批全国重点文物保护单位

兵马俑

	 Secondly, we compared four pre-trained models  
based on Bert for keyword extraction. Assuming 
that the most similar candidate to the document is a 
good keyword/keyphrase representing the document,  
converting the document and the candidate into a 
vector, we used the cosine similarity between the 
vectors to calculate the similarity between the  
candidate and the document. The top five most similar 
candidates of the document are used as the resultant  
keywords, as shown in the Table X. M1=quora- 
distilbert-multilingual, M2=distilbert-base-nli- 
mean-tokens, M3=distiluse-base-multilingual- 
cased-v1, M4=distiluse-base-multilingual-cased-v2. 
After comparison, we found that the M2 worked  
better, showing excellent performance in the similarity  
task. We applied the comparison to the large-scale 
data in an attempt to draw a conclusion that was not 
individual cases. We searched all 120 projects to  
generate 5340 snippets. For these 5340 snippets, we 
used four models based on Bert to generate 64,044 
keywords, such information was saved into the  
database, as shown in Fig. 4. These 64,044 keywords 
are the large-scale data for further research.

TABLE X
KEYWORD EXTRACTION UNDER DIFFERENT MODELS BASED ON BERT

Model Top 5 Characteristic

Human results

‘兵马俑’,
‘亦简称秦兵马俑或秦俑’,
‘第一批中国世界遗产’,
‘第一批全国重点文物保护单位’,
‘兵马俑是古代墓葬雕塑的一个类别’

M1

‘兵马俑即制成兵马’,
‘兵马俑是古代墓葬雕塑的一个类别’,
‘形状的殉葬品’,
‘古代实行人殉’, 
‘奴隶主死后奴隶要作为殉葬品为奴隶主陪葬’

Use parallel data in 
more than 50 languages 
and fine-tune

M2

‘第一批中国世界遗产’,
‘第一批全国重点文物保护单位’,
‘奴隶主死后奴隶要作为殉葬品为奴隶主陪葬’,
‘兵马俑是古代墓葬雕塑的一个类别’,
‘奴隶是奴隶主生前的附属品’

STSb performance: 
85.16
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Model Top 5 Characteristic

M3

‘亦简称秦兵马俑或秦俑’,
‘兵马俑’,
‘兵马俑即制成兵马’,
‘即秦始皇兵马俑’,
‘兵马俑是古代墓葬雕塑的一个类别’

Support 15 languages

M4

‘第一批中国世界遗产’,
‘奴隶是奴隶主生前的附属品’,
‘亦简称秦兵马俑或秦俑’,
‘奴隶主死后奴隶要作为殉葬品为奴隶主陪葬’,
‘兵马俑是古代墓葬雕塑的一个类别’

Support more than 50 
languages

Fig. 4. Example of different keywords extracted by four models based on Bert in database

TABLE X
KEYWORD EXTRACTION UNDER DIFFERENT MODELS BASED ON BERT (CON.)

IV. RESULTS AND DISCUSSION

	 In this section, as shown in Fig.5, we describe 
the results of information retrieval and keyword 
extraction.

Fig. 5. The overall flow chart of the project with results

A.	 Data Source

	 This study used two datasets: List A, List A’. List A 
is the original dataset on Wikipedia, which is a list of 
the highest-funded crowdfunding projects (including 
those that failed to receive funding), and List A’ is 
a list of projects from A with only Kickstarter and 
IndieGoGo platforms retained. In this study, we focus 
on the keyword extraction of the 5340 summaries 
retrieved from 120 projects in List A’ to select a better 
method and model.
	 For these 5340 snippets, we used NLTK, LIAAD, 
and Harvest to generate 42,825 keywords, and used 
four models based on Bert to generate another set 
of 64,044 keywords. We hired five master students 
to help us mark the correctness of these keywords. 
Finally, we created a corpus to storage those tagged 
106,869 pairs of text and its keyword for keyword 
extraction based on crowdfunding projects.

B. 	Method Comparison

	 After the keyword extraction, the next step is 
evaluation. The project-related keywords will be 
selected from all the keywords extracted. Different 
methods resulted in 58836 keywords. We artificially 
marked correctness to derive the precision, recall, 
and F-measure of each method in the field of 
crowdfunding projects.
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TABLE XI
TOTAL NUMBER OF KEYWORDS IN DIFFERENT METHODS

Method Total Number of 
Keywords Correctness

NLTK 15915 1349

LIAAD 15626 1984

Harvest 11284 1533

Bert 16011 2676

	 There are 120 projects. Each project retrieves 100 
summaries, sometimes less than 100, and ends up 
with 5340. We took 5340 summaries as input, and 
set the number of keywords extracted to 3 for each 
method. Thus, NLTK got 15915 keywords, LIAAD 
got 15626 keywords, Harvest got 11284 keywords, 
and Bert got 16011 keywords. As shown in Table XI, 
Harvest extracts the least keywords because it is based 
on the jieba-tfidf algorithm for keyword extraction, 
while JIEBA is only applicable to only Chinese word 
separation1, so the difference between the Harvest and 
other methods is as high as four thousand, but the 
content of this study focuses on Chinese content, so 
we only consider the precision rate, recall rate, and 
F-measure.
	 As shown in Table XII, the results show that 
the Bert model works better because the selected 
candidates are closer to the document’s meaning. 

TABLE XII
COMPARISON OF DIFFERENT METHODS

Method Total Number 
of Keywords

Effective
number Precision Recall F-measure

NLTK 15915 1349 8.5% 1 15.6%

LIAAD 15626 1984 12.7% 1 22.5%

Harvest 11284 1533 13.6% 1 23.9%

Bert(V1) 16011 2676 16.7% 1 28.6%

	 From Fig. 6 we can see that NLTK has the 
lowest F-measure, only 15.6%. Bert has the highest 
F-measure, with 28.6%. It is better than the other three 
methods, the most important reason is that only Bert 
can obtain the bidirectional feature representation 
of the context among these four keyword extraction 
methods. So, Bert is the most suitable method for 
extracting keywords on crowdfunding projects.

Comparision of Different Methods

Fig. 6. Comparison of different methods

C. 	Model Comparison

	 Next, the comparison of different models 
based on Bert is shown in Table XIII. Different 
models resulted in 64044 keywords, we marked  
the correctness of keywords and calculated the 
F-measure of each model, as shown in Table XIII. M1= 
quora-distilbert-multilingual, M2=distilbert-base- 
nli-mean-tokens, M3=distiluse-base-multilingual-
cased-v1, M4=distiluse-base-multilingual-cased-v2. 
And “0” means incorrect, “1” means correct. From 
Table XIII, we can see that M3 works better.

TABLE XIII
COMPARISON OF DIFFERENT MODELS WITH 64044 KEYWORDS

Total Number 
of Keywords 1 0 Precision Recall F-Measure

M1 16011 2274 13737 14.2% 1 24.9%

M2 16011 1670 14341 10.4% 1 18.8%

M3 16011 2676 13335 16.7% 1 28.6%

M4 16011 2475 13536 15.5% 1 26.8%

	 From Fig.7 we can see that M3 has the highest 
F-measure of 28.6%. While M2 only has 18.8% of 
F-measure. Although an example shows that M2 
performs better, but large-scale data shows that M3 
performs well. 

  1https://github.com/fxsjy/jieba (last accessed on 1 October 2021)
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Comparision of Different Methods

Fig. 7. Comparison of different models

	 In order to find out the effect of data size, we 
divided the number of snippets feedback into four 
sub-sets: TOP25, TOP50, TOP75 and TOP100. We 
compared the performance of Bert-M1, Bert-M2, 
Bert-M3 and Bert-M4 under these four sub-sets. 
When only the first 25 snippets were taken for each 
project, M3 achieved the highest F-measure of 30.0%; 
When the first 50 snippets were taken for each project, 
M3 achieved the highest F-measure of 30.1%; When 
the first 75 snippets were taken for each project, M3 
achieved the highest F-measure of 29.1%; When the 
first 100 snippets were taken for each project, M3 
achieved the highest F-measure of 28.6%. We found 
that the performance of M3 is always the best model 
regardless of the size of the data, as shown in Table 
XIV.

TABLE XIV
COMPARISON OF DIFFERENT METHODS ON 

DIFFERENT SIZES OF DATA

Method TOP N TOP25 TOP50 TOP75 TOP100

NLTK

True 881 1293 1340 1349

Total 8449 13625 15348 15915

Precision 10.4% 9.5% 8.7% 8.5%

Recall 65.3% 95.8% 99.3% 100%

F-score 18.0% 17.3% 16.1% 15.6%

LIAAD

True 1283 1877 1974 1984

Total 8382 13395 15062 15626

Precision 15.3% 14.0% 13.1% 12.7%

Recall 64.7% 94.6% 99.5% 100%

F-score 24.8% 24.4% 23.2% 22.5%

Method TOP N TOP25 TOP50 TOP75 TOP100

Harvest

True 967 1443 1523 1533

Total 6401 10125 11070 11284

Precision 15.1% 14.3% 13.8% 13.6%

Recall 63.1% 94.1% 99.3% 100%

F-score 24.4% 24.8% 24.2% 23.9%

Bert-M1

True 1461 2121 2251 2274

Total 8500 13717 15444 16011

Precision 17.2% 15.5% 14.6% 14.2%

Recall 64.2% 93.3% 99.0% 100%

F-score 27.1% 26.6% 25.4% 24.9%

Bert-M2

True 1076 1551 1649 1670

Total 8500 13717 15444 16011

Precision 12.7% 11.3% 10.7% 10.4%

Recall 64.4% 92.9% 98.7% 100%

F-score 21.2% 20.1% 19.3% 18.8%

Bert-M3

True 1674 2465 2634 2676

Total 8500 13717 15444 16011

Precision 19.7% 18.0% 17.1% 16.7%

Recall 62.6% 92.1% 98.4% 100%

F-score 30.0% 30.1% 29.1% 28.6%

Bert-M4

True 1550 2277 2439 2475

Total 8500 13717 15444 16011

Precision 18.2% 16.6% 15.8% 15.5%

Recall 62.6% 92.0% 98.5% 100%

F-score 28.2% 28.1% 27.2% 26.8%

	 We also compared the performance of NLTK, 
LIAAD and Harvest under these four sub-sets, as 
shown in Table XIV. From the data point of view, 
the smaller the TOPN, the smaller the recall rate. 
However, as TOPN becomes larger, the accuracy 
rate will also decrease under normal circumstances. 
So the performance can be judged by the F-measure 
in combination. We found TOP25 always had the 
highest F-measure, because the noise was minimal 
at this time. We can think that the higher the ranking 
of the snippets retrieved on the Internet, the more 
relevant the snippet and the project, and the higher 
the correct keyword extraction rate. But there are 
two exceptions: when the method is Bert-M3, TOP50 
has the highest F-measure of 30.1%; and when the 
method is Harvest, TOP50 has the highest F-measure 
of 24.8%. These two methods have better anti-noise 
performance, because they change little with the 
change of TOPN.
	 In summary, the experimental results show that the 
M3 model performs best When the first 50 snippets 
are taken for each project.
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	 In addition, in order to show that when the first 
50 snippets are taken for each project, Bert’s M3 
model is the most suitable method for this study, we 
compared the keywords extracted by Bert with the 
keywords extracted by human. We computed the ratio 
of the edit distance to the length of max (string1, 
string 2). 0 means that the sequences are identical, 
while 1.0 means that they have nothing in common. 
When the ratio of the edit distance is between 0-0.6, 
we think that the keywords extracted by Bert are 
true. We used the keywords extracted manually as 
the ground truth, and found that F-measure was as 
high as 74.0%, F-measure was as high as 85.0%. The 
details are shown in Table XV.

TABLE XV
COMPARISON OF KEYWORDS EXTRACTED BY 

MACHINE AND HUMAN

Human
Results M3 M3-Edit 

Distance Precision Recall F-Measure

3192 2465 1823 74.0% 100% 85.0%

V. CONCLUSION AND FUTURE WORK

	 In this research, we proposed Bert to extract 
keywords from crowdfunding projects, and compared 
it with NLTK, LIAAD and Harvest, Bert performed 
best. Compared with the four models based on 
Bert, M3 performed best. Based on 106,869 pairs 
of keywords, Bert’s M3 model is the best keyword 
extraction method for crowdfunding projects. And 
when retrieving TOP50 snippets, M3 performed better, 
it achieved 85.0% of F-measure. Keyword extraction 
is widely used in the field of NLP. If we can accurately 
describe the document with a few simple keywords, 
we can understand whether an article is what we need 
by just looking at a few keywords, which will greatly 
improve our information acquisition efficiency. 
	 In the future, we plan to study the effect of mixing 
these Bert models on the keyword extraction of 
crowdfunding projects. Because the five candidates 
selected by M3 are not all optimal in TABLE IX: it 
does not propose the word “第一批中国世界遗产 ,  
while M2 does. So, we may consider a mixture of 
several models. For example, we may use the M3 
to select the first two candidates and use the M2 to 
select the first three candidates, so that the combined 
five candidates will be more similar to the text than 
the candidates selected by a single model. We think 
selecting candidates by a mixture of different models 
will be more similar to the keywords that were 
selected by human. 
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	 Abstract―Peeled white leg shrimp is an 
important exports economic product of many 
countries within the coastal areas. In the shrimp 
processing, shrimps are beheaded and peeled 
with an automatic machine; after that, the 
peeled shrimps will be inspected to classify the 
well-peeled shrimps from the abnormal peeled 
shrimps. However, the inspection process is 
conducted in manual work, and this may result in 
misinterpretation and reduce the manufacturing 
efficiency due to exhausted humans. Nowadays, 
machine learning plays an important role in 
food industries for monitoring manufacturing 
quality activities. This powerful technology has 
made significant breakthroughs in this field 
and their performances greatly surpass human 
work. In this paper, a deep convolutional neural 
network based on VGG-16 transfer learning for 
abnormalities in peeled shrimp classification is 
proposed. This method makes up two of the main 
steps preprocessing and model network definition. 
The dataset preprocessing aims to prepare the 
provided dataset to suit our classification model by 
aligning images into the C shape pattern, cropping, 
and resizing images to meet the need of VGG-16 
input layer requirement. The network model 
definition aims to build the classification model 
by considering the VGG-16 transfer learning 
model. This model was customized by replacing 
the old classification layer with our designed fully 
connected layers and was trained by using the 
best parameters conducted in the experimental 
process. The results obtained from our VGG-16 
model achieve 98.36% of accuracy with 0.0213 
seconds for classification time, and it produces 
better results than other comparative models.

	 Index Terms―Abnormalities Peeled Shrimp, 
VGG-16, Transfer learning, Image classification

I. INTRODUCTION

	 White leg shrimp or Litopenaeus Vannamei 
is a type of marine shrimp that is native to South 
America and commonly found in the coastal regions 
of the Eastern Pacific Ocean from northern Mexico 
to northern Peru [1]. Nowadays, white leg shrimp 
farming is widely popular worldwide because these 
shrimps have a fast growth rate, good adaptability the 
various environmental conditions, and high consumer 
demands. According to a survey of global shrimp 
exports, shrimp frozen is the world’s 137th most 
traded product, with a moreover total trade of $19 
billion [2]. 
	 White leg shrimp is an important export economic 
product of many countries such as India, Ecuador, 
Vietnam, Thailand, etc. [3]. The exported shrimp 
must be processed to preserve freshness and high 
quality. However, preserving the shrimp quality 
is very difficult because the dead shrimps will be 
decomposed rapidly through the Self-Autolysis 
process; the internal organs in the shrimp head release 
enzymes such as Tyrosine, Tryptophane, and Cystine. 
These enzymes spread to the other organs, and the 
external microorganisms enter the shrimps, causing 
the flesh color of the shrimps to turn opaque white 
to yellow, indicating the shrimps were degraded  
quality [4]. 
	 Freezing is one of the most popular shrimp 
processing to preserve the shrimp quality by reducing 
the temperature of the shrimp to below -18o degrees, 
the water in the shrimp turns into ice. This process 
will preserve the freshness and quality better than 
other food processing techniques [4]. Frozen shrimp 
is a product that has been processed by freezing 
processing. It is popular in many countries because 
it is cheap, easy to cook, and has a variety of health 
benefits. The exported frozen shrimp consists of 
frozen whole shrimp, frozen peeled shrimp, frozen 
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peeled and tail-on shrimp, frozen be-headed shrimp, 
and frozen boiled shrimp [5].
	 The frozen peeled shrimp is the most popular 
frozen exported shrimp the processing of this frozen 
shrimp consists of several steps: The first step, the 
shrimps are washed in clear water at a temperature 
below 0o degrees to reduce the microorganism, the 
next step, these shrimp are sorted according to their 
size, then, these shrimps are beheaded to reduce the 
self-Autolysis of the chemicals in internal organs in 
the head of shrimp, the next step, the behead shrimps 
are peeled to reduce microbial contamination, then, 
the peeled shrimps are inspected for classifying the 
abnormalities of peeled shrimps and fixing them, 
and the last step, the peeled shrimp are frozen at 
a temperature below -18o degrees to preserve the 
quality of their shrimps [6].

Fig. 1. The Abnormalites of peeled shrimps. Normal peeled shrimp 
(P) and abnormal peeled shrimp consists of: Whole or Head-on 
(HO), Headless (HL), Peeled tail-on (PTO), and Peeled leg-on 
(PLO)

	 The inspection process detects the abnormalities 
of peeled shrimps since the shrimps are peeled by  
a high-speed automatic machine. Sometimes, the 
employees will detect the abnormalities of peeled 
shrimps with incomplete problems consisting of four 
types as follows: whole or head-on (HO) is un-peeled 
shrimp and their head has not been cut, headless (HL) 
is un-peeling, but their head has been cut, peeled tail-on  
(PTO) is peeled shrimp but their tail has remained, and 
peeled leg-on (PLO) is peeled shrimp, but their leg has 
not been removed. An example normally (P) and the 
abnormalities peeled shrimp images are shown in Fig. 1.  
However, classification and inspection of peeled 
shrimps are difficult and still depend on manual work, 
as a consequence of misjudgments and reduce the 
manufacturing efficiency because exhausted humans. 
	 Nowadays, computer vision technology plays an 
important role in the food industry, mainly including 
food safety and quality evaluation [7], food process 
monitoring and packaging [8], and foreign object 
detection [9]. This technology has more advantages 

than human manual work, and this may result in 
increasing manufacturing efficiency and reliability 
and releasing humans from labor. Moreover, computer 
vision is becoming popular in the food industry, 
especially the shrimp industry. In the past few years, 
computer vision techniques have been applied to 
the field of the shrimp industry as follows: Trung 
Thanh N Thai proposed the a method for estimating 
shrimp population density and calculating the size 
of the shrimp based on computer vision techniques 
[10], R. P. Surya Sanker presented the infected shrimp 
with the white spot disease classification based KNN 
machine learning [11], Dah Jye Lee provided the 
method for evaluating the quality of shrimp based 
on image processing techniques [12], Dong Zhang 
proposed the method for grading shape of shrimps 
by using Evolution-constructed based machine 
learning [13], and Zihao Liu presented the method 
for segmenting the touching pairs of cooked shrimp 
in order to evaluate the quality of their shrimp [14].
	 The majority of the research focused on shrimp 
segregation, size monitoring quality control, and 
disease detection using image processing and 
machine learning techniques. However, there are no 
researchers on the peeled shrimp quality inspection. 
The automated peeled shrimp inspection is very 
challenging since nobody has done this before and 
the developed applications should outperform human 
efficiency. Transfer learning is a class of machine 
learning techniques and it is very popular in image 
classification tasks by using the existing knowledge 
to solve different problems. This powerful technology 
is used in many real industrial applications and it 
can classify the quality of a product via appearance 
images [15]. In order to classify the abnormalities 
of peeled shrimps, a transfer learning technique will 
become to solve this problem.
	 This paper proposed a deep learning method 
based on VGG-16 [16] transfer learning network 
architecture to classify the abnormalities of the 
peeled shrimp which consists of four types: HO, HL, 
PTO, and PLO. Our proposed method includes two 
main steps: dataset preprocessing, and definition of 
a training network composed of a pre-trained model, 
future extraction, and the abnormalities peeled shrimp 
classification. 
	 The remainder of this paper is organized as 
follows: The first part is aimed to introduce a 
statement of the problem. The second part describes 
the experimental setup for the white leg shrimp 
classification with transfer learning. In the third part, 
the experimental results are presented. The fourth 
in the art, the experimental analysis is discussed by 
comparing with other transfer learning and traditional 
supervised learning methods. Finally, the last part 
summarizes the paper and, future work is carried out.
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II. METHODOLOGY

	 Our proposed approach aims to classify the 
abnormalities of peeled shrimp images, and it makes 
up of two main steps: Data preprocessing, and 
VGG-16 architecture definition. Since the provided 
dataset was photographed with disordering and the 
size of image does not meet the need of the VGG-
16 input layer requirement. Data preprocessing aims 
to prepare the provided dataset by aligning all the 
peeled shrimps in images into the same pattern and 
resizing these images to match the requirement of 
the VGG-16. The use of VGG-16 as transfer learning 
requires a classification layer customization. The 
VGG-16 architecture definition aims to customize 
the classification layer by replacing the old one with 
our fully connected layer architecture. Our proposed 
approach is presented as the following.

A.	 Data Preprocessing

	 The dataset is obtained from the peeled shrimp 
images that are simulated to cover all forms of the 
peeled shrimp abnormalities and these images will be 
grouped according to their class. Each image is taken 
with the same focal length in the same environment 
and a resolution of 1,280x960 pixels.

	 The VGG-16 requires a complex dataset with 
a specific symmetrical size of image for building a 
powerful classification model. However, the provided 
dataset is generated from disordered images, and there 
are no symmetrical sizes that can directly affect our 
classification model efficiency. To overcome these 
problems, aligning and resizing the image will be 
applied. Image alignment is a process to compute 
the transformation that aligns the dataset into the 
same pattern, and image resizing is the process to 
reduce the dimension of images. However, resizing 
the large image to a smaller size may result in a loss of 
quality and missing features of interesting objects in 
case of these objects are very smaller than the image 
size. Therefore, the object should be cropped with 
an asymmetrical size before resizing to maintain the 
high quality and good features of the objects. 
	 Fig. 2 gives an overview of the data preprocessing 
procedure consisting of four main steps: (1) The 
background extraction based on color segmentation, 
(2) noise and hole removal using morphological 
operation opening follow by closing, (3) the image 
alignment based on skeletonization, and (4) object 
region identification based symmetrical bounding box 
calculation and cropping region. 

Fig. 2. Overview of the dataset preprocessing method

	 1)	Background Extraction
		  The segmentation-based color [17] is the 
powerful method for extracting the interested object 
from a color image by considering values of the 
color spaces. It is very important to select the right 
color space for the right jobs as they will provide a 
good result on extracting objects. The color spaces 
selection is determined by the distribution of each 
value of each color channel, and their value should be 
clearly differentiated from each others. Fig. 3 shows 
the distributed values of each color space of a shrimp 
image, and the result shows that CIELab [18] color 
space provides a different distribution of each channel 
value than other candidate color spaces i.e., HSV 
[19], RGB [20], YCbCr [21].

The CIELab color space is a device-independent  
color model. This color model is not relative to any 

particular devices and covers the entire range of 
human color perception. 

Fig. 3. The distribution values of CIELab, HSV, RGB, and YCbCr 
color space



16	 INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 6, No. 2 July-December 2022

Indexed in the Thai-Journal Citation Index (TCI 2)

			   Therefore, the CIELab is a useful color 
model in image processing to segment object jobs 
where L, A, and B represent Lightness, the position 
of color between red and green, and the position of 
color between yellow and blue, respectively. In this 
research, the CIELab color segmentation can extract 
the background from a shrimp object by converting 
input image I0 from RGB color space into the CIELab 
color space, then limiting the range of L to 50-100, 
and B to 0-127. The result of this step is a binary 
image, as shown in Fig. 2 with I1.

	 2)		 Noise Removal and Hole Filling
			   Once the background was extracted off from 
the object, noises and holes are always appear over 
the segmented binary image. Noise is a small group of 
white pixels surrounded by a lake of black pixels, while 
a hole is a group of back pixels surrounded by white 
pixels of an interested object. The removal of holes and 
noises can be performed by using image processing 
techniques with morphological opening followed by 
closing [22]. The morphological opening operation 
is powerful for handling small noise by eroding an 
image and then dilating the eroded images, while the 
morphological closing operation is great for filling 
small holes by dilating an image and then eroding the 
dilated image. The result after using the opening and 
closing operation is shown in Fig. 4 with I2.

Fig. 4. Overview of object alignment method

	 3)		 Object Alignment
			   The binary image I2 was presented after noises 
and holes removing, then the object alignment will 
be calculated. Fig. 4 shows an overview of an object 
alignment procedure by considering the characteristic 
of a skeleton of shrimp that has a shape like the C and 
these shrimps will be aligned into this pattern.
			   The skeleton is extracted from I2 by reducing 
a white region in a binary image to a skeletal remnant 
that largely preserves the extent and connectivity of 
the original region. The skeleton can be expressed in 
terms of morphological erosions and openings [23] 
by using formula 1-2 and the skeletonized image is 
shown in Fig. 4.

Fig. 5. Skeleton of an object represents in green color, the long path 
of the skeleton represents the red color and the angle of rotation 
represents the green angle.

	 The skeleton is made up of many branches 
connected to many paths. The C pattern will be 
identified by observing the longest path of the skeleton 
as shown in Fig. 5. The longest path is identified by 
finding every endpoint (The orange and green points)   
of the skeleton and paring these points in order to find 
the length between the paired points. The longest path 
of the skeleton is a path between the endpoint at the 
head of the shrimp and the endpoint at the tail of the 
shrimp (The green points) where a path formed by 
these points provide a maximum length.

S(A)			   = 	 (1)

S k (A)		  = 	 (2)

	 Where B is a structure element, (A! kB) indicates 
k successive erosions of  A, and K is the last iterative 
step before A erodes to an empty set. 

θ				    = 	 (3)

Where Y1	 = max(y1, y2) and Y2 = min (y1, y2) 
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	 The shrimp will be aligned into the C pattern by 
rotating this shrimp to the vertical with the Angle of 
Rotation (AoR). Fig. 5 shows the AoR which is the 
angle between the Y-axis and the line between the 
head point and the tail point of the shrimp, this angle 
is performed with formula 3, and the rotated image 
is shown in Fig. 4 (I2.3). However, the shrimp can be 
flipped on the left or right hand. If the shrimp was 
flipped to the right hand, it would be flipped back to 
the left by observing the middle point of the longest 
path of the skeleton. The x coordinate of this point 
would be less than the x coordinate of the head and 
tail points. The flipped image is shown in Fig. 4 (I3).

	 4)		 Symmetrical Bounding Box Calculation and 
Cropping Region
			   The most of the images are used to train 
the machine learning models are symmetrical size, 
so the cropped images must also be symmetrical. 
The Bounding Box (BB) is a popular method for 
identifying the cropping region that fits the interested 
object [24] as shows in Fig. 6 with the red rectangle. 
However, this method is not suitable for this research 
because the cropped object is asymmetrical. The 
Symmetrical Bounding Box (SBB) is our modified of 
Bounding Box (BB) method to calculate the cropping 
region in order to crop an interested object with a 
symmetrical size. This method uses a list of boundary 
points for calculating their cropping region. 
			   The Border Following (BF) is one of the 
fundamental techniques in the image processing 
of digitized binary images, it is used to address the 
boundary of object region by driving a sequence of 
coordinates or the chain codes from the boundary 
between white region and background [25]. Once the 
BF was applying, the result of this method represents 
a list of the pixel coordinates of region boundary as 
formula 4, then SBB will be calculated by using the 
formula 5-6.

listx			   = [x1,x2,x3...xn]	 (4)
listy			   = [y1,y2,y3...yn]

cropping 	 = (startx, starty) to (endx, endy)	 (5)

					     (6)
	

max(max( ) min( ),max( ) min( ))x x y ylist list list list∂ = − −				    = max(max(listx) ‒ min(listx),
				       max(listy) ‒ min(listy))

Where, { , }i x y⊂ and β  is margin size

	 Fig. 6 shows a result obtained from SBB with 
a margin of 100 with the green rectangle. This 
method provides a starting point and ending point in 
order to crop a region with a symmetrical rectangle 
surrounding the interesting object while the BB 
provides a rectangle that fits the object as the red 
rectangle. All input images will be cropped with the 

symmetrical rectangle obtained from SSB, and the 
cropped images have a space between the object 
and the border in order to prevent miss featured 
in the feature extraction process all of the cropped 
images are resized into 224x244 pixels to serve the 
requirement of the VGG-16 input layer. Table I shows 
the example cropped images categorized by class of 
the abnormities of peeled shrimp.

Fig. 6. The green rectangle is a result obtained by SBB and the red 
rectangle is a result obtained by BB the symmetrical. 

B.	 Dataset and VGG-16 Architecture Definition

	 Transfer learning is a machine learning method 
based on a convolutional neural network. This 
method uses existing knowledge to solve different 
tasks but related filed of problems. Generally, the 
machine learning method requires a sufficient dataset 
and perfect network architecture to build a model 
for classifying multi-class of problems through the 
learning process. However, the transfer learning 
method uses less dataset and learning time than 
other machine learning methods because it uses a 
pre-trained weight as the starting point for learning 
cause the speed up for training and the performance 
of the classification model has been improved.

	 1)		 Dataset
			   The peeled shrimp dataset consists of a total 
5,074 of color images out of which 880 are normal 
peeled shrimps (P), 1004 are abnormal unpeeled 
shrimps, and their head still on (HO), 1,272 are 
abnormal unpeeled shrimps but their heads are 
beheaded (HL), 950 are abnormal peeled shrimps 
but their tail still on (PTO), and 968 are abnormal 
peeled shrimps but their leg still on (PLO). Table I 
shows the example labeled dataset by classes. All 
images are pre-processed and normalized resulting 
in an image size of 224x224 with all pixel values in a 
range of 0-1 that meet the need of the VGG-16 input 
layer requirement. This dataset is split randomly into 
three parts for training, validating, and testing our 
classification model. The first spitted dataset is used 
to fit the model and consists of 60% of all datasets 
and the remaining is equally split for validating and 
testing (20% for validation and 20% for testing).

starti			  =

endi	 		  =
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TABLE I
THE ABNORMAITIES PEED SHRIMP DATASET

Label Type Class Status Example Sample

0  Whole or Head-on HO Abnormal 1,004

1  Headless HL Abnormal 1,272

2  Peeled Tail-on PTO Abnormal 950

3  Peeled Leg-on PLO Abnormal 968

4  Peeled P Normal 880

	 2)		 VGG-16 Architecture 
			   VGG-16 is sixteen layers based on 
convolutional neural network architecture used by the 
Visual Geometry Group from Oxford University to 
obtain outstanding results in the ILSVRC2014(Large 
Scale Visual Recognition Challenge 2014) 
competition [16]. It was still considered to be an 
excellent model in the classification task. This model 
uses a set of weights pre-trained on ImageNet and 
it achieves 92.5% which currently in top five test 
accuracy in ImageNet [26].
			   Fig. 7 shows the architecture of the VGG-
16 network consists of thirteen convolutional layers 
and three fully connected layers. However, the use 
of the VGG-16 as a transfer learning will require to 
freeze all the weight layers from trainable to non-
trainable and create a new fully connected layers that 
fits the new dataset instead of the three old layers on 
top of the output layers from the base model. The 
characteristics of VGG-16 used in our work are as 
follows: 

 The input layer uses 224x224x3 pixels of 
image size. 
 The whole convolution layer uses a kernel 

size of 3x3 with a stride size of 1 and sets 
the padding as the same. The used pooling 
layers are max pooling with 2x2 layers with 
a stride size of 2. VGG 16 uses the Rectified 
Linear Unit as the activation function with 
the formula (7).

		 Relu (x) = max (0, x)	 (7)
 In the classification task, cross-entropy is 

used as a loss function to assess the true and 
predicted value with formula (8) y(xi) where 
represents the true label and ŷ (xi) represents 
the prediction label. The loss of each batch is 
shown in formula (9) where n represents the 
category number and m is the sample number 
in the batch.

		 H	 = 	 (8)

		 loss	 = 	 (9)

	 The output layer uses Softmax as a probability 
distribution which is the highest probability 
with the formula (10). In order to classify 
tasks, there are five categories m in multi-
classification prediction. The label Y has m 
values where ( ) {0,1..., }iy m∈  is a category in 
sample space. ( | )p y j x= =  represents the 
probability that x belongs to an exact category 
j=1,2...,m. The classifier parameters represent 
as 1 2[ , ,..., ]t t t

mθ θ θ θ=  . Thus, the probability will 
belong to a certain class.

		 	 (10)
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	 The old classification layer with three fully 
connected was replaced with our designed 
classification layer that is suited for our task as shown 
in Fig. 6. Our proposed model-based transfer learning 
is trained by using the best parameters conducted in 
the experiment process consisting of the optimization 

algorithm with Adam, training iterate with 1000 
epoch, 128 of batch size and learning rate with 0.001. 
The overfitting problem will be eliminated by setting 
the early stopping with 3 of patience which refers 
to the number of epochs with no improvement after 
training and it will be stopped.

Fig. 7. VGG 16 network architecture by freezing the last three old Fc layers and replaces it with our designed Fc layers.

III. RESULTS AND DISCUSSION

	 The experimental results of our proposed the 
VGG-16 transfer learning based on the abnormities 
peeled shrimp classification are statistically described 
as accurate compared with the difference models 
including five transfer learning models and three 
supervised learning models by considering the various 
confusion matrix-based performance matrices. These 
metrics consist of four main indicators: (1) Accuracy 
is characterized as the percentage of relevant results 
measuring all the correctly classification class. 
(2) Precision is used to evaluate exactness of a 
classification model. (3) Recall is the measure of 
completeness of a classification model. (4) F-measure 
is defined as the weighted harmonic mean of precision 
and recall [28]. 
	 All experimental methods in this paper were 
programmed in Python version 3 and there ware 

implemented on the NVIDIA DGX1 AI cloud server, 
CPU Dual 20-core Intel Xeon E5-2698 v4 2.2 GHz, 
GPUs 8X NVIDIA Tesla V100, and 512 GB 2,133 
MHz DDR4 of system memory. 
	 In order to evaluate our proposed models, it is 
necessary to run the training model with several 
times to determine the average accuracy because 
the classification model requires random data for 
training, validation and testing, which may result in 
an accuracy instability. 
	 Table II represents the results obtained from 
VGG-16 models running in 35 times, our testing 
results achieve 98.36% in average of accuracy with 
0.0213 seconds on a classification time and the model 
size is 64.54 MB. All indicators produce good and 
consistent results, and the standard deviation of all 
indicators is very small since our proposed method 
provides the result clustered around the mean.
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TABLE II 
THE COMPARISON MEAN OF ACCURACY, PRECISION, RECALL, F-MEASURE, PREDICTION TIME AND MODELS SIZE

Method Model Accuracy
(%)

Precision
(%)

Recall
(%)

F-measure
(%)

Time
(Sec)

Size
(MB)

Transfer Learning

VGG16 98.36 98.46 98.45 98.42 0.0213 64.54

MobileNet 97.45 97.54 97.59 97.55 0.0159 19.49

Xception 94.95 95.24 95.15 95.09 0.0240 91.70

Resnet-50 97.44 97.54 97.56 97.50 0.0249 102.56

Densnet 98.06 98.18 98.18 98.13 0.0514 82.25

Inception 96.18 96.25 96.44 96.28 0.0076 93.37

Supervised 
Learning

SVM 74.81 75.64 77.33 75.03 0.0091 0.400

CNN 91.01 91.32 91.46 91.19 0.0093 2.170

RNN 77.95 78.02 79.65 77.00 0.0004 0.280

	 Fig. 8(a) represents the training and validating 
accuracy curves of the VGG-16 model which was 
trained with a pre-processed dataset. These curves are 
increasing and flatting closely to 100% of accuracy. 
Fig. 8(b) represents the training and validation loss 
curves that the validation loss is slightly greater than 
the training loss. These curves are decreasing and 
flat to the point of stability after 100 epochs until the 
end. This kind of curve represents the best fit learning 

curve [29]. Fig. 8(c) represents the confusion matrix 
of the impact of false class rates. This matrix provides 
the rich of true positives and true negatives accuracy 
for each class while false positives and false negatives 
are very small. Therefore, it can be concluded that the 
VGG-16 model training has a good effect, keeping 
a few losses, owing to validating the accuracy and 
avoiding being affected by the over-fitting problem. 

	 		   
	 (a)		  (b) 

		   
		  (c)

Fig. 8. Training and Validating analysis over 1,000 epochs: (a) Training and validating accuracy analysis, (b) Training and validating loss 
analysis, (c) Confusion Matrix analyses of VGG-16 trained with preprocessed dataset.
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	 Fig. 9 represents the comparison accuracy 
between the VGG-16 models that were trained with 
and without a preprocessed dataset. These models 
were trained with the same parameter setting and 
were ran in 35 times with 1000 epochs. Each time, 

the accuracy of the VGG-16 model was trained with 
a preprocessed dataset is higher than the VGG-16  
model trained with a normal dataset. Thus, the 
preprocessed dataset optimizes the classification 
model’s accuracy.

Fig. 9. The comparison accuracy between VGG-16 was trained with preprocessed dataset and VGG-16 was trained with normal dataset with 
1000 epochs running in 35 times.

	 All of these models are compared to ones of 
our proposed model in order to verify that it is 
superior. The comparison of results between our 
proposed model and other comparative models by 
considering performance indicators are presented. 
Table II represents all indicators results obtained 
from different models based on the abnormities 
peeled shrimp classification running in 35 times. 
These models were trained with the preprocessed 
dataset by using the same parameter setting. The 
VGG-16 model provides higher accuracy than other 
competitive models with 98.36% and all indicators is 
accurate in the same high accuracy. It is clear that the 
VGG-16 is more accurate than other transfer learning 
models and supervised learning models.
	 The VGG-16 has a greater accuracy than a simple 
CNN because the fundamental architecture of the 
VGG-16 is based on CNN, but it is more complexity 
and has been trained with a larger dataset, so it 
will require less learning time and deliver a higher 
accuracy when trained with a new dataset. 
	 Furthermore, The VGG-16 has a significantly 
greater accuracy as compared to SVM and RNN since 
it has a better feature extraction process by adding the 
convolutional layer and pooling layer connected in a 
complex architecture. This process will generate good 
attributes that are easy to classify in the classification 
layer. However, an RNN uses this process with only 
simple architecture and an SVM don’t have these 
process. 
	 Moreover, The VGG-16 is more accurate than 
other transfer learning methods. Every transfer 
learning approach is based on CNN with various 
degrees of complexity of architecture. The proper 

method should be well structured and have sufficient 
complexity in order to suit the new dataset. The 
outcome is the sole criterion for selecting a method. 
Therefore, the VGG-16 is suitable for this study.
	 The classification time and model size are 
important indicators for measuring the performance 
of the classification models. Since the classification 
model size directly affects the classification speed. 
The results show that the models that were built 
with complex architecture tend to be a larger size 
and often take a lot of time to classify than models 
that were built with minimal architecture. The VGG-
16 was built 16 layers deep which is faster than the 
Resnet-50 which was built 50 layers deep. On the 
other hand, RNN is a less complicated architecture 
than the VGG-16, therefore it takes less classification 
time than the VGG-16. However, the complicatedness 
and size of classification models don’t have an effect 
on classification accuracy.
	 In summary, even though all of the models 
are based on the abnormities peeled shrimps’ 
classification. The VGG-16 with our designed 
classification layer was able to produce better 
results than the other competitive models and all 
indicators demonstrated the effectiveness of the 
VGG-16. Aligning and resizing images through 
data preprocessing is very important to increase the 
accuracy of our classification model. The size of 
models directly affects the classification times. The 
model with complex architecture tends to be large 
and it takes a long time to make a classification. The 
VGG-16 took less time to classify than the larger 
models. However, the model’s size and classification 
speed do not affect the accuracy of classification 
models.
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	 In order to evaluate the quality level of the results 
obtained from our proposed model. It is important to 
compare our proposed model with other competitive 
models since many models can investigate the 
abnormalities of peeled shrimp. CNN [29], RNN 
[30], and SVM [31] are commonly used classification 
approach, and there are frequently used as the 
preferred primary since many of the advanced models 
today are inspired by these models. MobileNet [32], 
Xception [33], Resnet-50 [34], Densnet [35], and 
Inception [36] are the transfer learning models that 
achieve the top class accuracy in ImageNet tests and 
are frequently used in classification tasks as the same 
things as the prior models. 

IV. CONCLUSION

	 In this paper, a deep convolutional neural 
network with the VGG-16 based transfer learning 
for the abnormalities peeled shrimp classification is 
proposed. The major contribution of this work is the 
successful development of an effective methodology 
for classifying the abnormalities of peeled shrimp. 
The provided dataset was preprocessed by aligning 
images based on skeleton calculation, cropping 
images with the symmetrical bounding boxes, and 
resizing images to meet the need of the VGG-16 
input layer requirement. The VGG-16 model was 
customized with our designed classification layers 
and was trained with our designed parameters. All 
indicator results obtained from our classification 
model show that the VGG-16 with our designed 
classification layer offers better accuracy than others. 
The preprocessed dataset with our method directly 
effects to increase the accuracy of classification 
models. 
	 In future work, our provided method will be 
applied to the real production line. However, the 
peeled shrimps in the real production line are always 
stick together. The segmentation of stick peeled 
shrimp is our primary work.
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	 Abstract—This study mostly relied on online 
customer reviews to reveal a problem with gripping 
comfort in perfume bottles, which was limiting 
customer willingness to purchase. The absence 
of ergonomic design owing to inappropriate 
dimensions in large-volume perfume bottles 
was the primary reason for of problems with 
comfortable gripping. As voted by local users in 
the preference survey, a rectangular-shaped bottle 
was used as the foundation of this study. Taguchi’s 
experiment design was created according to the 
extraction of dimensions from a rectangular 
bottle. Based on the experimental design, bottle 
samples were fabricated by using the rapid 
prototyping (RP) process – a 3D Printer. Kansei 
words were applied to elicit customer feelings on 
bottle samples for grip comfort. For evaluating the 
responses and determining the proper dimension 
factors that resulted in the most comfortable grip 
and ergonomically designed perfume bottle, Grey 
relational analysis was used in this study.

	 Index Terms— Content Analysis, Ergonomics 
Design, Grey Relational Analysis, Grip comfort 
perfume Bottle, Product Design and Development, 
Taguchi Method.

I. INTRODUCTION

	 Perfume has now become an essential component of 
our daily lives. They are pleasant-smelling fluid-based  
items that many individuals utilize in their regular 
lifestyle. They are being worn all over the world 
by people of different genders, ages, and cultures. 
For years, they act as a symbol of personal style 
[1]. Perfume is becoming one of the most popular 
products among all fashionable labels. Because each 
brand has some distinct products, the emergence of 
brands has generated a scenario of confusion among 
consumers’ purchase intentions. They may be in the 

form of the aesthetic appearance of perfume bottles 
or distinction in fragrance [2]. The global perfume 
market is growing at a compound annual growth 
rate of 3.9% from 2019 to 2025 [3]. In the context 
of Thailand, revenues generated from the perfume 
industry amount to US$266.9 million in 2021, and 
the market is expected to grow at a compound annual 
growth rate of 3.80% [4]. This demonstrates the need 
of studying many facets of perfume attributes. Many 
investigations have emphasized various elements, 
such as examining purchase intent based on factors 
related to the perfume bottle package design [5]-[9], 
any other researchers also studied odor perception 
[10], [11] and perfume bottle form [12]-[15]. Most 
of these studies are based on survey methods where 
the pre-determined product attributes are fixed. This 
study used content analysis of internet reviews, which 
allows for a more in-depth look at customers’ genuine 
perceptions by considering the whole spectrum of 
criteria addressed [16]. Customer reviews have 
evolved into a space where customers may express 
their feelings about the products they have used, 
primarily through their level of satisfaction. These 
reviews also provide a unique set of information 
comprising positive and negative comments, as well 
as ratings, allowing market researchers to run various 
analyses and identify the features that are highly 
appealing, as well as those that are criticized and need 
to be improved [17]-[19]. Online retail platforms as 
well as some general discussion platforms, where 
customers share their feeling about various aspects 
of a particular product in the form of reviews have 
become a major source of the voice of the customer 
aiding to examine customers’ needs and preferences 
as well as design requirements. 
	 An in-depth investigation of these needs, 
preferences, and design criteria may lead to the 
identification of the product’s features or the crucial 
element, which could lead to product innovation in 
the form of inventing a new product or revamping an 
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existing one [19]. This study looked at user reviews 
on Fragrantica.com’s general discussion forum. 
Fragrantica is an online encyclopedia of perfume 
that also has a community of perfume lovers who 
offer their opinions on a variety of topics, including 
the scent, brand name, shape, size, material, and 
color of the perfume bottle, and nearly anything 
else about perfume [20]. As stated above, this study 
used Fragrantica.com’s general discussion forum 
to examine reviews linked to various features of 
perfume bottles and identify difficulties people have 
with perfume bottles that have not yet been addressed 
by researchers or that need to be improved. After 
analyzing many opinions on the discussion form, it 
was discovered that buyers had difficulty gripping 
the perfume bottle comfortably due to the bottle’s 
insufficient proportions. Difficulty in griping may 
also cause problems like carpel tunnel syndrome 
and trigger finger [21]. Following an examination of 
various articles (described in the research background 
section of this study), it was determined that several 
researchers appear to have employed multi-criteria 
decision-making techniques to improve the aesthetic 
of perfume bottles. No one, however, has investigated 
what proportion of perfume bottles is most pleasant in 
the customer’s hands. In this study, we attempted to 
find online reviews where customers mentioned the 
issue of comfort grip, match it with local users via 
an online survey, optimize the bottle dimension via 
a multi-criteri decision-making method, and obtain 
customer feeling on grip comfort on the optimized 
bottle size via Kansei engineering. In order to 
access the depth of human emotions and understand 
customer needs, Kansei engineering translates human 
emotion to a quantifiable value where Grey relation 
analysis aids decision-making in uncertain contexts 
and circumstances involving several attributes by 
comparing each alternative to an ideal outcome. 

II. RESEARCH BACKGROUND

	 This section will be mentioned about the related 
works and backgrounds of perfume design and 
characteristics where the existing designs and physical 
characteristics of perfume bottles were studied via the 
perceptions and experiences of the customers who 
commented on some ideas and reviews through the 
online-block platform. The results were also presented 
in this section as the preliminary study before going 
to the design stage in the next section.

A.	 Studies on “Perfume Attributes”

	 Consumers value packaging and bottle design 
because they are the first quality that a product 
shares with them. It is the catalyst for a possible 
purchase [9]. The Influence of perfume packaging 
on Jordanian female customer purchasing behavior 

was investigated by Al Saed et al. [7], who found  
that all aspects of perfume packaging, except 
package material, have a substantial impact on 
consumer purchasing behavior. Chen et al. [22] 
researched customer’s psychological impressions of 
perfume bottle form and concluded that aesthetically 
pleasing forms attract more customer preference. 
Sivagnanasundaram et al. [6] looked at the shape, 
material, and color of packaging in relation to gender. 
He found that there was a unisexual preference for 
the rectangular bottle, regardless of color or material. 
Similarly, men and women appear to like red-squared 
and blue-squared bottles equally, but males prefer 
black-squared bottles more. Lesot et al. used machine 
learning methodologies to investigate the forms of 
perfume bottles and the emotions associated with each 
shape, concluding that shapes influence consumers’ 
emotions when they are introduced to packaging [15].
Wei et al. employed Kansei engineering and Type I 
quantification theory to perform a study on perfume 
bottle designs, demonstrating that the integrated 
model works well for recommending new product 
design and development using various parts of the 
bottle and visuals of the respective product. Tien-
You et al. [1] investigated customer preferences for 
perfume bottle forms and found that circle shapes are 
the most appealing to buyers [22].
	 The fuzzy analytic hierarchy process was utilized 
by Chen et al. [12] to show that it can be used to 
generate alternative designs during the conceptual 
stage of design, providing perfume bottle designers 
an advantage. Lin et al. [13] created new perfume 
bottle designs based on client preferences using grey 
relational analysis, grey prediction, and the technique 
for “order of preference” by similarity to the ideal 
solution. Elango et al. [5] looked into the aspects that 
influence consumer purchasing decisions for local 
brand perfume packaging in Bangkok in 2020, and 
discovered that visual package design has an effect on 
consumer purchasing intents. According to the results 
of his consumer behavior survey, 71 % of respondents 
bought perfume in the 50-100 ml range per bottle. 
He also revealed that 72 % of those respondents 
wear perfume every day. As a result, another size to 
satisfy consumer behavior is 100 ml, which is a nice 
amount for customers who use perfume on a daily 
basis. They believe it is good to invest in and do not 
need to buy a new bottle of perfume on a regular 
basis. The customer’s ease when holding the bottle to 
spray perfume is also influenced by the shape. They 
may decide not to buy the product if it does not fit 
their palm nicely. 
	 Based on the studies mentioned above, there 
was clear that shape and size of perfume bottle 
that provide better grip comfort are one of the most 
influential factors for customer purchase intention 
apart from fragrance. Therefore, we looked for grip 
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comfort reviews on the internet. And the output is 
described in the next section.

B.	 Online Customer Reviews and Analysis

	 Reviews are no longer a choice for online 
users, but rather an expectation [24]-[26]. When a 
customer wants to find out more about a product or 
compare other product options, they have access 
to thousands of reviews that include both positive 
and negative feedback from other customers which 
serve as a guide for purchasing a new product [25]. 
The close evaluation of positive feedback will 
indicate the product’s most popular feature, whilst 
the evaluation of negative feedback will reflects the 
feature that needs to be improved [18], [19]. Previous 
research has revealed that online reviews are often 
used for product innovation. Kim et al. [27] used 
online reviews as a resource to improve various 
aspects of a washing machines. Rianmora et al.  
[28], [29] customized gimbal stabilizer and salad 
spinner respectively based on data from online user 
assessments. Online reviews were used by Kim et al. 
[30] for the product innovation of MP3 players and 
mobile headsets. Similarly, fragrantica.com [20] was 
used in this study to investigate the ergonomics of the 
perfume bottle design. The reviews were gathered 
using the general discussion form [31]-[36], and the 
analysis was performed. The reviews are shown in 
Tables I and II. 
	 Based on the reviewed results, the following data 
were obtained:
a.	 Mainly 100 ml. or more long volume bottles are 

harder to grip.
b.	 The majority of rectangular and square bottles are 

hard to grip.
c.	 People with carpal tunnel syndrome had high 

difficulty in holding long rectangular and squared 
bottles. 

d.	 In addition, a variety of other and irregularly 
shaped enormous-sized bottles were difficult to 
hold.

e.	 The spray position also makes it hard to 
grip bottles.

	 According to the comments and findings from the 
target users, these can be made clear that the bottles 
lack a good ergonomic characteristics, and this would 
be better to design the bottle for fitting the user’s palm 
during spraying or holding quickly. 

TABLE I
PREFERRED SIZE REVIEW [31]-[36]

No. Review

1 “30 ml and 50 ml work best for me, because I tend 
to rotate the scents and also I don’t want to keep the 
bottles for too long in hot weather conditions. As for 
what bottles look prettiest. In my view this depends 
on the design of the bottles: some look best in 50 ml 
(the dainty stuff), some look best in 100 ml (the bold 
designs).”

2 “I prefer the nice BIG bottles, that way I do not fret 
about running out!”

3 “I usually prefer buying 30 ml and 50 ml bottles... 
unless it’s a scent from my top 5, of which I would 
definitely buy 100 ml.”

TABLE II
ONLINE PRODUCT REVIEW [31]-[36]

Product Review

“I recently got Da Man 
(Amber) and I love it, 
especially. The dry down. 
Just one annoyance, though. 
The bottle is really clumsy 
for spraying. My hands have 
to be completely dry and my 
index finger stretches too far 
to spray. Ergonomics must not 
be Da’s strong point.”

  

“For the rectangular and 
square bottles, I have carpal 
tunnel in my hands and by 
far the worst for me would be 
the big square or rectangle-
shaped bottles. I have a 100 
ml bottle, it is very big to hold 
and spray.”

“100 ml bottle is like a heavy 
brick, impossible to hold and 
spray by one hand.”
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C.	 Role of Ergonomics in Package Design

	 Companies rapidly coming up with innovative 
products have significantly generated a scenario of 
fierce competition among each other. This rivalry 
among the companies has shortened the product’s 
life cycle. Identifying a product’s attribute which 
creates value for consumers is the key to innovation 
[37]. In this case, ergonomics appears to be the 
most important attribute that needs to be improved, 
which can also act as an innovation. Ergonomically 
designed items place a higher priority on comfort than 
aesthetics, making them simple and enjoyable to use 
[38]. Since corporations compete on the ease of use of 
their products, ergonomic features are recognized as 
critical [39], [40]. Researchers agree that, if the user 
experiences, such as safe usage and comfort, are not 
met, the affective and cognitive parts of the design 
are rendered ineffective [39], [41], [42]. Improper 
size in relation to shape may also make gripping 
more difficult, resulting in a decrease in consumer 
willingness to buy.

III. CUSTOMER PERCEPTION

	 Analyzing the customer’s opinion shows the 
customer’s actual feelings about the product [43]. 
Taking into account the problem of griping, an online 
survey was prepared to match the situation faced by 
the reviewers to the people of Thailand, This online 
survey was widely disseminated among students, 
product design researchers, and some members of 
the local community. The survey’s findings revealed 
that the reviewer’s and local people’s problems were 
similar. The questionnaires with respective responses 
are listed below.

1. Gender

2. Age Group

3.	In your daily life, how important is perfume?
	 (1=Not Important 7=Highly Important)

4. When do you like to put perfume on?

5.	How likely are you impressed by perfume bottle design?  
(1=Very Unlikely 7=Very likely)

6. 	How vital is it to you that a design is user-friendly?  
(1=Not Vital , 7=Highly Vital)

7. 	How much do you agree the design should be user-centered? 
(1=Not Agree 7=Highly Agree)

8. What aspects of the perfume container fascinate you the most 
in terms of ergonomics?
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9. How crucial is it for you to be able to spray with ease?

10. 	Have you ever had difficulty with gripping to spray in perfume  
	 bottles?

11.	 Do you believe that poor ergonomics in gripping to reach the 
spray caused by the incorrect form and size of the perfume 
bottle may create health problems in the finger or hand?

12. 	How significant is the sense of comfort you get when you hold 
the perfume bottle in your hands?

13. 	To you, how essential is safety in perfume bottle design (i.e., 
protection against injury caused by frequent gripping due to 
inappropriate dimension design)?

14. 	Do you believe that a perfume bottle with a longer breadth 
and length will be more difficult to handle and spray?

15. 	How much is the need of comfort of hand/wrist to you while 
griping bottle?

16. What location would you like the spray top to be?

17.	 What are your go-to perfume container shapes?

	 A total of 203 persons took part in the survey. 
According to the survey’s findings, around 69.5% 
of men and 30% of women replied. 90% of the 
respondents were in the 20-29 year-old age bracket. 
Perfume appeared to play a significant role in the 
lives of the respondents. Respondents appeared 
to wear perfume primarily throughout the day, on 
special occasions, and at night. The design of the 
perfume bottle seems likely to have charmed a 
long number of users. The users seemed to place a 
high value on a user-friendly design. Almost 67% 
of respondents said the design should be centered 
on the user. Shape and grip comfort was discovered 
to be the most fascinating aspects of the perfume 
bottle in terms of ergonomics. Spraying convenience 
appears to be important to users. The difficulty of 
gripping has also been reported by respondents. Poor 
ergonomics in gripping to reach the spray caused by 
the inappropriate form and size of the perfume bottle, 
according to 65% of respondents, may cause health 
problems in the finger or hand, while 35% believe it 
may happen. The ability to grip the bottle comfortably 
while avoiding damage appears to be a highly desired 
feature among the respondents. It was also confirmed 
that a perfume bottle with a wider width and length 
is more difficult to grasp and spray. While gripping 
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the perfume bottle, hand-to-wrist comfort was also 
required. About 66.5% chose the middle position for 
the spray, while 17.3% chose Left and 16.3% opted 
Right. The respondent seems to prefer square and 
rectangular shapes. This selection could potentially 
be based on the respondents’ ergonomic perceptions. 
Minitab 19 software was used for item analysis to 
ensure the internal consistency of the number of 
reviews received. The Cronbach’s alpha can be 
calculated using the formula:

			             	 (1)
 
K	 is the total number of factors. 

	is the variance for the current sample of respondents. 
	 is the variance for the sum of all respondents.

Cronbach’s Alpha: 
Alpha
0.8297

	 The Cronbach’s Alpha value of 0.8297 indicates 
that the survey has strong internal consistency [44].

	 Methods Applied for Design Optimization

	 Gtilay Hasdoan et al. [45] attempted to throw 
some light on how user models might be used in 
product design and development to satisfy customers’ 
expectations. The designer’s assumption that various 
product attributes will be incorporated may not meet 
the requirements of the user. This happens when 
customers do not grasp how to use the product or 
when there are unforeseen accidents with the product 
in a certain context, causing a mismatch between the 
designer’s prediction and the customer’s actual use. 
Optimized the lat bar design for pull-down training 
stations using Taguchi design and a neural network 
for muscle responsiveness, proving that the method 
is appropriate for product optimization [46]. Lin et al.  
used grey relational analysis, grey prediction, and 
the Technique for Order of Preference by Similarity 
to Ideal Solution to produce new perfume bottle 
designs based on client preferences [13]. Sutono 
et al. employed a hybrid strategy that integrated 
Taguchi with grey connection analysis and principal 
component analysis to show that the hybrid method 
was capable of optimizing car design while meeting 
the multi-Kansei needs of the client [47]. Li et al. 
used fuzzy logic and Taguchi design to optimize the 
car body, with the results indicating an optimized 
product [48]. Based on customer feedback, the 
outcome revealed an upgraded and optimized product. 
Employed Kansei engineering to translate a customer 
request into a better design for eyeglasses [49]

	 Hybrid approaches are widely employed for 
product design optimizations, according to many 
researchers. In this study, the Taguchi method was 
used to create the experiment in this study, which 
was then combined with grey relational analysis 
and Kansei engineering. Chaiwat et al. discovered 
that this strategy is especially effective for shape 
parameter optimization of a wine bottle, using Kansei 
engineering and Taguchi-based Grey Relational 
analysis [50].

IV. RESEARCH CONCEPT

	 After the survey confirmed the griping problem, 
the recommended design was chosen for further 
investigation. The favored shape dimensions were 
gathered from the market, and the Taguchi method 
was utilized to create the experiment. The 3D 
perfume model was built using a 3D printer, and the 
Grey-Relation analysis was integrated with Kansei 
engineering to determine the user’s grip comfort 
based on their feeling. The diagram (Fig. 1) depicts 
the flowchart of this research.

Fig. 1. Methodology

A.	 Selection of Perfume Bottle Shape and Dimension 
Extraction

	 The rectangular shape of 100 ml was chosen for 
this investigation since it received the highest rating 
on the survey questionnaire. The potential dimensions 
of the perfume bottles were extracted, and a range 
was determined for use in the experiment design. 
Dimensions were gathered from numerous sources 
on the internet like [51] as well as from store-bought 
bottles show in Fig. 2(a) and 2(b).
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(a) The average dimensions of perfume bottle with 3 different 
sizes; 100 ml, 50 ml, and 30 ml [51] 

(b) Measuring the real bottles from different brans at the 
cosmetic stores

 
Fig. 2. Dimension extraction of perfume bottle

	 Many concepts have been applied in this study for 
obtaining clean and clear results where the designs 
of the perfume bottle can be introduced to support 
users in different categories [51]-[58]. Total Height 
is obtained from the sum of height from bottom to 
neck and height from neck to top. Table III shows the 
extracted dimension for carrying out the design the 
of experiment. Fig. 3 depicts the parameters for the 
perfume bottle study.

TABLE III
THE EXTRACTED DIMENSIONS

Length

(A)

Width

(B)

Height 
bottom to 

Neck
(C)

Neck to 
top Height

(D)

Position of 
Spray

(E)

55 30 90 30 Left

65 33 96 35 Middle

70 36 105 39 Right

Fig. 3. The main components of perfume bottle

B.	 Determination of Response Parameter Using 
Kansei Words

	 Kansei is a Japanese word that refers to a 
customer’s feelings and emotions. Kansei engineering 
blends human emotions and feelings to design fields 
in order to build a product that reflects consumer 
feelings and maximizes customer delight. Kansei 
words shown in Table IV are primarily chosen to 
elicit a customer’s emotion to the product. To apply 
Kansei to the realm of design, qualitative data must 
be quantified [52]. The user’s feelings toward product 
characteristics were quantified using a semantics 
scale of 1-7.
 

TABLE IV
SELECTION OF KANSEI WORDS

Product 
Characteristics

Descriptions

Hand/ Wrist Comfort Wrist and hand motion are both 
relaxing while using the product

Overall Comfort While utilizing the product, 
comfort is felt in the palm, finger 
joints, and virtually everything 
else in the human hand.

Safety Condition of Protection from 
injury 

User-friendly Easy to use operate and understand

C.	 Design of Experiment

	 The Taguchi method is mostly used to build the 
experimental design for this project. Taguchi Design 
is a statistical method for planning and assessing trials 
aimed at improving product quality [50], [53]. To 
examine the process, the original data is converted 
to a signal-to-noise (S/N) ratio, which is the ratio of 
the mean to the standard deviation. Lower-the-better, 
higher-the-better, and nominal-the-better [50], [54] 
are the three types of S/N ratios. 
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	 For, this study higher the better (S/N) is preferred, 
and the following equation was used for Higher-the-
better (S/N):

	 (2)
 
Where, 	
n 			   =	number of replicates 
Zij 			  =	response observed value at ith replication  
				    of jth response 		
i 			   =	1,2, .., n 
j 			   =	1,2, .., k

D.	 Fabricating Perfume Prototype

	 Once the experiment was developed, the 
perfume bottles were printed according to their 
run. The perfume bottle was created utilizing ABS 
(Acrylonitrile Butadiene Styrene) material and XYZ 
3D Printer with different views as shown below (Fig. 4)  
to get responses from the users. Illustrated in Fig. 5  
are the perfume bottle samples that were fabricated 
by using rapid prototyping (RP) - 3D Printing process 
where the physical parameters were obtained from 
the above experimental design. Three classic styles 
of the nozzle-head pressing set are introduced; the left 
RP model presents the pressing set on the left-hand  
side of the bottle, the middle RP model shows the 
middle area of pressing activity, and the right RP 
model provides the nozzle-head set at the right-hand 
side of the bottle.

Fig. 4. 3D printing machine with different views during fabricating 
sample models of the perfume bottles

Fig. 5. Three styles of printed perfume bottle samples

E.	 Selection of Participants

	 The study included thirty participants (15 men 
and 15 women) with an average age of 22.6 years 
and a standard deviation of 3.2 years. A university 
dormitory population was used to choose all of 
the participants. They were all right-handed and in 
good health, with no musculoskeletal issues in their 
wrists. Individuals with a variety of hand lengths, 
including short, medium, and long-handed, were 
enlisted. Every participant signed a consent form and 
was compensated for their time. The experimental 
protocol was approved by the local institutional 
review board. Short (177.5 mm, 30th % ile), medium 
(177.6-180.3 mm, 45th-55th % ile), and long (120.3 
mm, 70th and greater % ile) were the three categories 
for men’s hand length. Short (165.7 mm, 30th% ile), 
medium (167.6-170.5 mm, 45th–55th% ile), and long 
(190.5 mm, 70th% ile and greater) were the three 
categories for female hand length. Previous research 
has revealed a similar measurement [57]. Participants 
were requested to offer their response by gripping 
the bottle in their hand and expressing the relevant 
semantic number with reference to Kansei words.

F.	 Grey Relational Analysis

	 Grey Relational analysis is a useful method 
for supporting decision-making in ambiguous 
circumstances and situations with varying quality 
by evaluating the similarity of variables in each 
alternative to the best choice [55]. Taguchi mainly 
fails for optimizing the multi- objective problems 
thus grey relational analysis was selected which has 
ability for multi-objective optimization mainly by 
exploring the relationship between the variables and 
the responses [50], [56]. The steps involved in Grey 
Relation Analysis are given below as:
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Step 1.	 Normalization of signal to noise ratio as 
				    Pij (0<P<1) given by Eq. 		         (3)
				    For ‘‘Higher-the-better’’

Pij	 =	 	 (3)

Where, 
Pij 	 = 	the noramalized value 
Qij min 		 refers to the minimum value max 
Qij max 	 refers to the maximum value at i th  

					     replicate of j th response
i 	 =	 1,2,..,n
j 	 =	 1,2,..,k 

Step 2. 	 Calculation of the deviation sequence Eq. (4).

∆ij	 =	 	 (4)
Qoj 	 =	 optimum performance value of  
		  the j th response 

Step 3. 	 Calculation of Grey relational coefficient 
from the deviation sequence from the given 
equation:

GRCij	 =	 	 (5)

Where,
GRCij 		  the grey relational coefficient for  
		  the i th replicate of j the response
∆𝑖j 	 =	 the deviation sequence
∆min 	 =	 minimum value of delta
∆max 	 =	 maximum value of delta
δ 		  distinguishing coefficient which  
		  is defined in the range 0 ≤δ≤1 

Step 4.	 Using the average of the grey relational 
coefficient, the grey relational grade is 
calculated by the given equation as:

Gi	 =	 	 (6)
Where, 	

Gi 	 =	 grey relational grad for the i th  
		  replicate
k 	 = 	the number of responses

G.	 Analysis of Variance

	 The hypothesis that the means of two or more 
populations are equal is tested using analysis of 
variance (ANOVA). ANOVA compares the response 
variable means at different factor levels to determine 
the importance of one or more factors [58]. 

V. RESULT AND DISCUSSION 

A.	 Taguchi Experimental Design and Result

	 The Taguchi design was mostly used in this study. 
For five factors and three levels, the L 27 orthogonal 
array was employed. The users’ semantic replies 
for Kansei words were collected and averaged. The 
higher the better the S/N ratio was employed. Minitab 
19 was used for the experiment design and signal-to-
noise ratio analyses. Table V depicts the experimental 
design. 

TABLE V
TAGUCHI DESIGN OF EXPERIMENT

No. of 
Iteration

Bottle Design parameters

Length

(A)

Width

(B)

Height from 
Bottom to Neck

(C)

Neck to top 
Height

(D)

Position of 
Spray

(E)

1 55 30 90 30 Left

2 55 30 90 30 Middle

3 55 30 90 30 Right

4 55 33 96 35 Left

5 55 33 96 35 Middle

6 55 33 96 35 Right

7 55 36 105 39 Left

8 55 36 105 39 Middle

9 55 36 105 39 Right

10 65 30 96 39 Left

11 65 30 96 39 Middle

12 65 30 96 39 Right

13 65 33 105 30 Left

14 65 33 105 30 Middle

15 65 33 105 30 Right

16 65 36 90 35 Left

17 65 36 90 35 Middle

18 65 36 90 35 Right

19 70 30 105 35 Left

20 70 30 105 35 Middle

21 70 30 105 35 Right

22 70 33 90 39 Left

23 70 33 90 39 Middle

24 70 33 90 39 Right

25 70 36 96 30 Left

26 70 36 96 30 Middle

27 70 36 96 30 Right

	 In practice, the ways to identify the size of 
the hands (for both left and right ones) are quite 
subjective and difficult, therefore, in this research, 
the customer perceptions and experiences were very 
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useful and crucial for classifying dimensions of hands 
into three categories: short, medium, and long hands. 
The responses of participants with short, medium, and 
long-size hands are converted to signal to noise ratio.
	 The “Higher- the better” S/N ratios for each of the 
participant feelings were determined using Eq. (2). 
Table VI to VIII show the S/N ratio of participants 
with three sizes of hands: short, medium, and long, 
respectively.

TABLE VI
S/N RATIO FOR SHORT-SIZE HANDS

No. 
of 

Iteration

S/N 
Hand to 

Wrist 
Comfort

S/N 
Overall 
Comfort

S/N 
Safety

S/N 
User 

Friendliness

1 13.1515 13.1318 13.1115 13.0908

2 13.6166 13.6082 13.5995 13.5493

3 13.4504 13.4799 13.4682 13.4142

4 13.4922 13.5225 13.4701 13.4161

5 13.6166 13.6082 13.5582 13.5898

6 13.6985 13.7328 13.7271 13.7618

7 13.4083 13.3949 13.3387 13.2809

8 13.2380 13.1772 13.2013 13.2689

9 13.6985 13.6920 13.6445 13.5955

10 13.6985 13.7328 13.7676 13.7628

11 13.0643 13.0862 13.1085 13.1747

12 12.9316 12.9952 13.0597 13.1252

13 14.2131 14.1799 14.2228 14.2283

14 13.9001 13.8583 13.8955 13.8536

15 14.2131 14.2184 14.1852 14.2283

16 14.1359 14.1394 14.2202 14.3020

17 13.9398 13.8992 13.8574 13.8546

18 13.2380 13.2204 13.2454 13.2280

19 14.2515 14.2192 14.1861 14.1522

20 13.8601 13.8574 13.8946 13.9720

21 12.9761 12.9962 13.0607 13.0825

22 13.1949 13.1762 13.1570 13.0938

23 13.4504 13.5216 13.5938 13.6261

24 13.6985 13.7733 13.7685 13.8041

25 13.7797 13.8155 13.8918 13.9296

26 13.4922 13.4808 13.5109 13.5416

27 13.1949 13.1328 13.1125 13.1788

TABLE VII
S/N RATIO FOR MEDIUM-SIZE HANDS

No. 
of 

Iteration

S/N 
Hand to 

Wrist 
Comfort

S/N 
Overall 
Comfort

S/N 
Safety

S/N 
User 

Friendliness

1 13.2236 12.3958 13.0643 13.3801

2 13.2236 13.0643 12.9019 11.8583

3 13.6849 12.7364 12.9019 13.9794

4 13.6849 13.2236 12.7364 13.0643

5 13.0643 12.7364 14.5400 13.2236

6 12.5678 13.6849 12.7364 13.0643

7 12.0412 12.5678 13.6849 13.0643

8 12.0412 13.0643 12.7364 11.8583

9 13.6849 13.6849 13.8334 13.2236

10 13.3801 13.8334 12.3958 12.9019

11 12.5678 13.2236 12.9019 12.9019

12 13.9794 13.3801 13.0643 13.3801

13 13.5339 12.7364 12.9019 13.3801

14 13.8334 13.2236 13.3801 13.3801

15 13.6849 13.3801 12.7364 13.2236

16 14.8073 13.9794 14.1230 14.1230

17 14.4032 14.8073 14.2642 14.8073

18 13.9794 13.6849 13.5339 13.0643

19 13.9794 12.9019 13.0643 12.3958

20 12.9019 12.9019 12.0412 11.6715

21 13.0643 13.5339 13.5339 11.0857

22 12.3958 11.4806 12.0412 12.3958

23 13.0643 13.0643 13.2236 11.4806

24 13.3801 13.5339 12.5678 11.8583

25 13.2236 13.3801 12.3958 12.7364

26 12.7364 13.2236 12.7364 11.8583

27 12.0412 13.6849 12.0412 12.0412
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TABLE VIII
S/N RATIO FOR LONG-SIZE HANDS

No. 
of 

Iteration

S/N 
Hand to 

Wrist 
Comfort

S/N 
Overall 
Comfort

S/N 
Safety

S/N 
User 

Friendliness

1 12.2203 12.4273 12.2203 12.7364

2 12.3958 12.6141 12.9019 12.5678

3 11.2854 12.6141 13.5339 13.8334

4 11.2854 13.8200 13.3801 13.8334

5 12.7364 13.4922 13.2236 13.3801

6 13.0643 12.7970 12.7364 13.0643

7 12.2203 12.7970 12.7364 12.7364

8 13.2236 13.4922 12.0412 12.2203

9 11.8583 12.9761 13.2236 13.2236

10 12.9019 13.6577 11.8583 12.0412

11 12.5678 12.4273 13.3801 12.7364

12 12.9019 12.9761 13.8334 14.1230

13 12.0412 13.3235 13.2236 13.3801

14 12.2203 13.3235 13.6849 13.9794

15 12.9019 13.6577 11.6715 12.5678

16 12.9019 14.1359 13.5339 13.0643

17 13.6849 14.8787 12.9019 13.2236

18 12.7364 13.4922 13.5339 12.3958

19 12.3958 12.9761 13.0643 12.9019

20 12.5678 14.1359 11.6715 13.2236

21 12.3958 14.2896 13.2236 12.5678

22 12.2203 13.4922 12.9019 13.8334

23 11.8583 12.7970 12.5678 12.7364

24 11.2854 12.6141 12.2203 13.2236

25 12.3958 13.3235 13.5339 14.1230

26 12.5678 12.9761 13.3801 13.6849

27 12.3958 13.1515 11.6715 13.5339

B.	 Grey Relation Analysis Result

	 This section will discuss how to identify the proper 
conditions and physical characteristics of a perfume 
design where Eq. (3) was used to normalize the 
“Higher-the-better” S/N ratio, and Eq. (4) was used 
to compute the deviation sequence value utilizing 
the normalized value. The deviation sequence value 
was used to calculate the grey relational coefficient 

by using Eq. (5), and the grey relational coefficient 
was then used to calculate the grey relational grade 
by using Eq. (6).
	 Finally, using their grade values, the grey 
relational average grade for each level of parameters 
for the respective hand was calculated to obtain the 
ideal perfume bottle model. Tables IX to XI shows 
the grey relation coefficient and grade for short-size 
hands, medium-sized hands, and long-size hands.

TABLE IX
GREY RELATIONAL COEFFICIENT AND GRADE 

(SHORT-SIZE HANDS)

No. of 
Iteration

Grey Relational Coefficient
(Short-size Hands) Grade Rank

Hand to
Wrist

Comfort

Overall
Comfort

Safety User
Friendliness - -

1 0.3750 0.3601 0.3435 0.3348 0.3534 24

2 0.5097 0.5004 0.4827 0.4475 0.4851 13

3 0.4517 0.4529 0.4352 0.4071 0.4367 18

4 0.4650 0.4676 0.4359 0.4077 0.4440 17

5 0.5097 0.5004 0.4667 0.4612 0.4845 14

6 0.5441 0.5571 0.5398 0.5302 0.5428 11

7 0.4390 0.4261 0.3968 0.3739 0.4089 19

8 0.3944 0.3700 0.3628 0.3712 0.3746 21

9 0.5441 0.5372 0.5014 0.4633 0.5115 12

10 0.5441 0.5571 0.5609 0.5307 0.5482 10

11 0.3573 0.3507 0.3429 0.3510 0.3505 25

12 0.3333 0.3333 0.3333 0.3413 0.3353 27

13 0.9451 0.9396 1.0000 0.8922 0.9442 1

14 0.6525 0.6291 0.6399 0.5762 0.6244 7

15 0.9451 0.9986 0.9393 0.8922 0.9438 2

16 0.8510 0.8847 0.9955 1.0000 0.9328 4

17 0.6792 0.6566 0.6141 0.5768 0.6317 6

18 0.3944 0.3799 0.3730 0.3621 0.3774 20

 19 1.0000 1.0000 0.9406 0.8027 0.9358 3

20 0.6277 0.6285 0.6392 0.6489 0.6361 5

21 0.3410 0.3335 0.3335 0.3333 0.3353 26

22 0.3845 0.3698 0.3530 0.3354 0.3607 22

23 0.4517 0.4673 0.4804 0.4743 0.4684 15

24 0.5441 0.5785 0.5614 0.5505 0.5586 9

25 0.5831 0.6025 0.6373 0.6208 0.6109 8

26 0.4650 0.4532 0.4496 0.4450 0.4532 16

27 0.3845 0.3603 0.3437 0.3519 0.3601 23
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TABLE X
GREY RELATIONAL COEFFICIENT AND GRADE 

(MEDIUM-SIZE HANDS)

No. of 
Iteration

Grey Relational Coefficient
(Med.-size Hands) Grade Rank

Hand to
Wrist

Comfort

Overall
Comfort

Safety User
Friendliness - -

1 0.4662 0.4082 0.4585 0.5659 0.4747 15
2 0.4662 0.4883 0.4327 0.3869 0.4435 22
3 0.5520 0.4454 0.4327 0.6921 0.5306 8
4 0.5520 0.5123 0.4092 0.5163 0.4975 10
5 0.4424 0.4454 1.0000 0.5402 0.6070 3
6 0.3818 0.5971 0.4092 0.5163 0.4761 14
7 0.3333 0.4262 0.5937 0.5163 0.4674 17
8 0.3333 0.4883 0.4092 0.3869 0.4044 25
9 0.5520 0.5971 0.6388 0.5402 0.5820 4
10 0.4922 0.6307 0.3682 0.4941 0.4963 12
11 0.3818 0.5123 0.4327 0.4941 0.4552 20
12 0.6256 0.5382 0.4585 0.5659 0.5470 6
13 0.5206 0.4454 0.4327 0.5659 0.4912 13
14 0.5868 0.5123 0.5186 0.5659 0.5459 7
15 0.5520 0.5382 0.4092 0.5402 0.5099 9
16 1.0000 0.6677 0.7498 0.7311 0.7871 2
17 0.7739 1.0000 0.8192 1.0000 0.8983 1
18 0.6256 0.5971 0.5539 0.5163 0.5732 5
19 0.6256 0.4661 0.4585 0.4355 0.4964 11
20 0.4206 0.4661 0.3333 0.3724 0.3981 26
21 0.4424 0.5664 0.5539 0.3333 0.4740 16
22 0.3645 0.3333 0.3333 0.4355 0.3667 27
23 0.4424 0.4883 0.4870 0.3587 0.4441 21
24 0.4922 0.5664 0.3878 0.3869 0.4583 19
25 0.4662 0.5382 0.3682 0.4733 0.4615 18
26 0.4004 0.5123 0.4092 0.3869 0.4272 23
27 0.3333 0.5971 0.3333 0.4022 0.4165 24

TABLE XI
GREY RELATIONAL COEFFICIENT AND GRADE 

No. of 
Iteration

Grey Relational Coefficient
(Long-size Hands)  Grade Rank

Hand to
Wrist

Comfort

Overall
Comfort

Safety User
Friendliness - -

1 0.4503 0.3333 0.4012 0.4288 0.4034 27
2 0.4820 0.3512 0.5371 0.4009 0.4428 23
3 0.3333 0.3512 0.7830 0.7824 0.5625 9
4 0.3333 0.5366 0.7046 0.7824 0.5892 6
5 0.5585 0.4692 0.6393 0.5835 0.5626 8
6 0.6590 0.3706 0.4963 0.4958 0.5054 14
7 0.4503 0.3706 0.4963 0.4288 0.4365 24
8 0.7223 0.4692 0.3762 0.3536 0.4803 18
9 0.3964 0.3918 0.6393 0.5365 0.4910 17
10 0.6051 0.5009 0.3537 0.3333 0.4483 22
11 0.5178 0.3333 0.7046 0.4288 0.4961 16
12 0.6051 0.3918 1.0000 1.0000 0.7492 2
13 0.4219 0.4408 0.6393 0.5835 0.5214 13
14 0.4503 0.4408 0.8792 0.8788 0.6623 4
15 0.6051 0.5009 0.3333 0.4009 0.4601 21
16 0.6051 0.6226 0.7830 0.4958 0.6266 5
17 1.0000 1.0000 0.5371 0.5365 0.7684 1

No. of 
Iteration

Grey Relational Coefficient
(Long-size Hands)  Grade Rank

Hand to
Wrist

Comfort

Overall
Comfort

Safety User
Friendliness - -

18 0.5585 0.4692 0.7830 0.3760 0.5467 12
19 0.4820 0.3918 0.5843 0.4602 0.4796 19
20 0.5178 0.6226 0.3333 0.5365 0.5026 15
21 0.4820 0.6754 0.6393 0.4009 0.5494 11
22 0.4503 0.4692 0.5371 0.7824 0.5597 10
23 0.3964 0.3706 0.4606 0.4288 0.4141 25
24 0.3333 0.3512 0.4012 0.5365 0.4056 26
25 0.4820 0.4408 0.7830 1.0000 0.6765 3
26 0.5178 0.3918 0.7046 0.7038 0.5795 7
27 0.4820 0.4151 0.3333 0.6386 0.4673 20

	 The optimal model of the perfume bottle that 
could contain values of participants’ emotions and 
feelings was determined and listed into Table XII to 
XIV. 
	 For the “short-size hands”, the suggestions were 
shown as: the length (65 mm) at level 2, width (33 mm)  
at level 2, height bottom to neck (90 mm) at level 1,  
height from neck to top (35 mm) at level 2,  
and position of spray at left at level 1, as listed in 
Table XII

TABLE XII
GREY RELATIONAL AVERAGE GRADE FOR EACH LEVEL OF 

PARAMETERS (SHORT-SIZE HANDS)

Level Length

(A)

 Width

(B)

Height 
bottom 
to Neck

(C)

Neck 
to top 
Height

(D)

Position 
of Spray

(E)

1 0.4491 0.4907 0.5116 0.5791 0.5313

2 0.6320 0.5968 0.4014 0.5912 0.5009

3 0.5244 0.5179 0.4014 0.4352 0.4352

Delta 0.1830 0.1061 0.1103 0.1560 0.0961

Rank 1 4 3 2 5

	 The optimum design of perfume bottles for short- 
hand users is depicted in the figure below (Fig. 6) as;

Fig. 6. Optimum perfume bottle design for “short-size hand” users
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For the “medium-size hands”, the suggestions were 
shown as the length (65 mm) at level 2, width (36 mm)  
at level 3, the height bottom to neck (90 mm) at level 1,  
the height from neck to top (35 mm) at level 2 and 
the position of spray in middle at level 2 as presented 
in Table XIII and Fig. 7.

TABLE XIII
GREY RELATIONAL AVERAGE GRADE FOR EACH LEVEL OF 

PARAMETERS (MEDIUM-SIZE HANDS)

Level Length

(A)

 Width

(B)

Height 
bottom to 

Neck
(C)

Neck 
to top 
Height

(D)

Position of 
Spray

(E)

1 0.4982 0.4698 0.5530 0.4779 0.5043
2 0.5894 0.4886 0.4871 0.5786 0.5130

3 0.4381 0.5575 0.4855 0.4691 0.5075

Delta 0.1513 0.0877 0.0675 0.1096 0.0087
Rank 1 3 4 2 5

Fig. 7. Optimum perfume bottle design for “medium-size hand” 
users

	 For the “long-size hands”, the suggestions were 
shown as the length (65 mm) at level 2, width (33 mm)  
at level 2, the height bottom to the neck (96 mm) at 
level 2, the height from neck to top (35 mm) at level 2  
and the position of spray in middle at level 2 as 
presented in Table XIV and Fig. 8.

TABLE XIV
GREY RELATIONAL AVERAGE GRADE FOR EACH LEVEL OF 

PARAMETERS (LONG-SIZE HANDS)

Level Length

(A)

 Width

(B)

Height 
bottom to 

Neck
(C)

Neck 
to top 
Height

(D)

Position of 
Spray

(E)

1 0.4971 0.5200 0.5255 0.5306 0.5268

2 0.5866 0.5636 0.5638 0.5701 0.5454

3 0.1521 0.5200 0.5092 0.4979 0.5263

Delta 0.4345 0.0436 0.0546 0.0722 0.0191

Rank 1 4 3 2 5

Fig. 8. Optimum perfume bottle design for “long-size hand” users

C.	 ANOVA for the Grey Relational Grade

	 The percentage contribution of each shape 
parameter in the response variable is attributed using 
ANOVA to determine which of the shape parameters 
are significant and influence the consumer emotions 
and experiences. Fig. 9 to Fig. 11 are the ANOVA 
results to support the perfume design of “short, 
medium, and long-size-hand” users.

• Analysis of Variance – (Short-Size Hands)

Fig. 9. ANOVA results to support the perfume design of “short-
size hand” users

	 None of the parameters appear to be significant 
in the ANOVA for “short-size hand users” based on 
this table. With contributions of 24%, 23%, and 22%, 
respectively, bottle length (A), height from bottom 
to the neck (C), and height from neck to top (D) 
supplied the most variability, while width (B) and 
spray position (E) (14%) contributed the least.

• Analysis of Variance – (Medium-Size Hands)

Fig. 10. ANOVA results to support the perfume design of “medium-
size hand” users
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Only the length (A) and neck-to-top height (D) 
were significant in influencing the grey relational 
grade values, accounting for 43% and 27% of total 
variability, respectively. As a result, the length (A) 
and neck-to-top height (D) were the most important 
factors influencing client sentiments and feelings. 
The remaining variables, such as height from bottom 
to the neck (C), width (B), and spray position (E), 
were found to be insignificant, and their effects were 
minimal.

• Analysis of Variance – (Long-Size Hands)

Fig. 11. ANOVA results to support the perfume design of “long-
size hand” users

	 None of the parameters for long-hand users appear 
to be significant in the ANOVA based on this table. 
With 36%, 13%, and 21% contributions, respectively, 
bottle length (A), height from bottom to neck the (C), 
and height from neck to top (D) offered the most 
variability, whereas width (B) with 11% and spray 
position (E) with (14 %) gave the least.

VI. CONCLUSION

	 This study mostly relied on customer feedback 
to identify a gripping problem in a perfume bottle 
caused by inappropriate dimensions. This challenge 
was solved by using the Taguchi method to create 
an experimental design, using Kansei words to elicit 
user sentiment about grip comfort, and using grey 
relational analysis to find the best combination of 
perfume bottle dimensions. For users with short, 
medium, and long hands, three optimum parameters 
for bottle design were discovered. The length (65 mm),  
breadth (33 mm), height from bottom to neck (90 mm),  
height from neck to top (35 mm), and position of 
spray at left was the recommended design of perfume 
bottle for small hand users that could store values of 
participants’ emotions and sentiments. The length 
(65 mm), width (36 mm), height from bottom to the 
neck (90 mm), height from neck to top (35 mm), 
and the position of spray in the middle at was the 

optimal design model of rectangular perfume bottles 
that could carry values of consumer emotions and 
feelings for medium hand users. The ideal design 
model of the rectangular perfume bottle that could 
hold values of customer emotions and sentiments 
for long-hand users was the length (65 mm), width 
(33 mm), height bottom to the neck (96 mm), height 
from neck to top (35 mm), and the position of spray 
in the middle. The length (65 mm), width range (33-
36 mm), height from bottom to neck (90-96 mm), 
height from neck to top (35 mm), and position of 
spray in the middle could be considered the ideal 
design framework for rectangular perfume bottles 
for users of all sizes of hands that can store values 
of participants’ emotions and sentiments. In the case 
of short long-hand users, none of the dimension 
factors were shown to be significant in rectangular 
perfume bottle design. In the case of medium-hand 
users, length and height from neck to top factors 
were determined to be significant in the dimensional 
design of perfume bottles. In all cases, length, height 
from the bottom to the neck, and height from the 
neck to the top contributed the most to the variation, 
while width and spray position contributed the least. 
This study aims to demonstrate the importance of 
gripping comfort, which appears to be overlooked in 
perfume bottle design. This research also addresses 
the issue of gripping comfort by determining the right 
dimensions of rectangular perfume bottles using a 
hybrid optimization technique based on the emotion 
of the customer. The analysis of customer emotions 
was primarily used to boost customer willingness to 
buy. Other perfume bottle shapes could be subjected 
to a similar investigation.

VII. LIMITATIONS OF THIS STUDY

	 This research was carried out in Thailand. In 
this study, only right-handed university students 
were used as participants. The study was based on 
customer emotion and feelings in order to determine 
the appropriate size of the perfume bottle enhancing 
purchase willingness. This study did not include any 
musculoskeletal examination for grip comfort. 
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	 Abstract—We present the experimental results 
of utilizing object detection to solve the problem 
of detecting and also classifying the parasite eggs 
in the fecal slides. We experimented with different 
detection techniques and different sizes of the 
backbone part. The trained models were evaluated 
using standard mean Average Precision (mAP) on 
the results from labeled data collected from the 
closed environment and also manual evaluation 
on the results from field data collected from actual 
medical diagnoses that do not have accurate labels. 
On the lab data, VFNet achieved a very good 0.897 
mAP at the Intersection over Union (IoU) of 0.7 
thresholds but performed rather poorly in the 
classification part on the field data. The relatively 
older technique Cascade Faster R-CNN had a little 
below average result in the lab data but had a very 
good classification accuracy on the field data. The 
backbone part also had conflicting results on the 
lab data and field data. The smaller backbones 
performed better in the lab data but lost to the 
bigger backbones on the field data.

	 Index Terms—Deep Learning, Microscopic 
Images, Object Detection 

I. INTRODUCTION

	 According to World Health Organization (WHO), 
liver cancer is the fourth leading cause of cancer 
death in 2018 [1]. With liver fluke or Opisthorchis 
Vivertini (OV) being one of the causes of liver cancer 
and one of the causes of OV infection is raw fish 
consumption which is common in the north-eastern 
region of Thailand. The accumulation of OV will 
eventually lead to liver cancer in advanced age if not 
treated properly.
	 Parasite infection in humans can be detected by 
analyzing the fecal slide but OV is not the only type of 
parasite eggs found in human feces. Minute Intestinal 
Flukes (MIF) are in fact very similar to OV as shown 

in Fig. 1 but they infect different organs, OV infects 
livers whereas MIF infects small intestines. 
	 While finding the parasite eggs in the fecal slide 
is achievable, it is very difficult to distinguish them 
and would need experts to do the job.
	 This paper aims to utilize the object detection 
methods and create models that can accurately detect 
and classify the types of parasite eggs in the fecal 
slides which would free up the experts for other tasks. 
And without the need for experts, the diagnosis can 
be done on a larger scale easily as medical students, 
nurses or clinicians can perform the task as well.

II. RELATED WORK

	 Bruun et al. [2] used an elliptic filter to detect 
the eggs to detect the eggs. The filters were designed 
using the average size of the eggs and manually 
selected rotation angles. Yang et al. [3] used the classic 
artificial neural network (also known as multi-layer 
perceptron) to classify the parasite eggs. Two models 
were used in this work, one for determining whether 
or not the object is a parasite egg and another one for 
classification. Akintayo et al. [4] used a convolutional 
autoencoder for the localization and classification of 
microscopic nematode eggs.

III. DATA

A.	 Training Data

	 To train an object detection model, the images 
and corresponding annotations of the objects inside 
the images are needed. We used the data obtained 
from a medical laboratory and the two types of 
parasites (OV and MIF) that were cultivated in a 
closed environment. Then the eggs were added to 
the fecal slides; one type per slide either OV or MIF. 
This ensured that all the eggs in the images were 
correctly classified and reduced the problems with 
incorrect labeling.
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	 The fecal slides were then passed through the 
Kato-Katz method. The images were taken from the 
microscope with about 40 times magnification using 
hand-held digital cameras and smartphone cameras. 
This increased the variation of the obtained images to 
some extent. The locations of the eggs in these images 
were then manually tagged by domain experts from 
the Department of Disease Control (DDC), Ministry 
of Public Health.
	 In total, there were 1,684 MIF images and 1,553 
OV images with 2,439 MIF eggs and 3,510 OV eggs. 
These images were then separated into 2,465 training 
images and 772 validation images. The examples of 
the data are shown in Fig. 1.

B.	 Field Data

	 We also used real images obtained from actual 
medical diagnoses. As it is possible that the images 
gathered from the closed environments using 
cultivated parasites may not represent the real-
world problem well enough. But with the difficulty 
of classifying the eggs resulted in many incorrect 
labeling and conflicting classification of the images 
from the same slides from multiple sources, we used 
them only as test data instead. The examples of the 
field data are shown in Fig. 2.

Fig. 1. Example images from the lab data, with MIF on the left and OV on the right. Note that the color difference is per slice basis and cannot 
be used to distinguish the eggs in the picture.

Fig. 2. Example images from the field data. With MIF on the left and OV on the right.
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IV. EXPERIMENT

	 We experimented with standard object detection, 
having the detectors do both localizing and classifying 
the objects. The option of using object detection 
to only locate the objects and use sophisticated 
classification models is also considered but we choose 
not to use it because that would require near-perfect 
object localization for the models to be accurate.
	 We compared different object detection algorithms 
in terms of performance and speed. The performance 
of the algorithms was measured using mean Average 
Precision (mAP) and measure the speed with how 
many images can the algorithms process in one 
second during the inference phase. 
	 We chose to standardize on one single framework 
that contained many algorithms in order to reduce 
the differences between each experiment to only the 
differences in the algorithms as much as possible. 
MMDetection [5] was chosen for this.

	 All techniques except the YoloV3 used the same 
data augmentation in the training phase. Each input 
image was resized to have a smaller size equal to 
800 pixels and keep the aspect ratio after resizing the 
bigger size was not bigger than 1333 pixels, if it was 
bigger, we center cropped it to 1333 pixels. Then the 
images were randomly flipped with 0.5 probability 
both vertically and horizontally. The input images 
were then normalized using MSCOCO [6] mean and 
standard deviation. And as the images needed to be 
stacked as batches for training, we pad the smaller 
images with zero to make the size equal to the biggest 
image in each batch, if that particular model needed 
the input to be divisible by 32 then we padded all 
images further to meet that requirement. 
	 The optimizer and learning rate schedule for each 
model was configured similarly to the original paper. 
Except with a smaller learning rate as we used smaller 
batch sizes for our smaller GPUs.

TABLE I
MEAN AVERAGE PRECISION AND COMPUTATION TIME OF EACH TECHNIQUE. 

Technique Backbone  Mean Average Precision (mAP) Speed
(frames/sec)0.3 0.5 0.7 0.9

Deformable DETR ResNet 50 0.847 0.814 0.517 0.001 4.519
YoloV3 DarkNet 53 0.845 0.835 0.723 0.097 8.364
RetinaNet ResNet 101 0.875 0.838 0.737 0.402 4.898
Faster R-CNN ResNet 101 0.873 0.853 0.751 0.426 4.666
Cascade Faster R-CNN ResNet 101 0.860 0.830 0.752 0.462 4.040
RetinaNet ResNet 50 0.888 0.857 0.755 0.433 5.660
Cascade Faster R-CNN ResNet 50 0.870 0.836 0.765 0.482 4.681
GFL ResNeXt 101 DCN 0.919 0.880 0.773 0.366 3.858
DETR ResNet 50 0.916 0.898 0.800 0.096 5.996
Faster R-CNN ResNet 50 0.912 0.885 0.807 0.457 5.474
VFNet ResNet 50 0.944 0.927 0.840 0.565 5.313
GFL ResNet 101 DCN 0.941 0.935 0.875 0.533 4.409
VFNet ResNeXt 101 DCN 0.945 0.937 0.878 0.611 2.506
GFL ResNet 50 0.945 0.941 0.882 0.518 5.770
VFNet ResNet 50 DCN 0.953 0.944 0.897 0.597 4.729

The table is sorted by mAP at IOU 0.7. 

TABLE II
SENSITIVITY AND SPECIFICITY SCORE OF EACH TECHNIQUE

Technique Backbone MIF OV
Sensitivity Specificity Sensitivity Specificity

Cascade Faster R-CNN ResNet 101 0.931 0.981 0.848 0.912
Cascade Faster R-CNN ResNet 50 0.933 0.993 0.851 0.903
DETR ResNet 50 0.961 0.971 0.908 0.667
RetinaNet ResNet 50 0.931 0.978 0.833 0.893
RetinaNet ResNet 101 0.924 0.976 0.837 0.889
Faster R-CNN ResNet 101 0.933 0.993 0.840 0.893
Faster R-CNN ResNet 50 0.963 0.993 0.890 0.922
YoloV3 DarkNet 53 0.939 0.967 0.862 0.936
Deformable DETR ResNet 50 0.818 0.999 0.816 0.934
GFL ResNet 50 0.984 0.983 0.915 0.897
GFL ResNet 50 0.984 0.988 0.936 0.893
GFL ResNet 101 DCN 0.99 0.965 0.915 0.854
GFL ResNeXt 101 DCN 0.951 0.977 0.787 0.807
VFNet ResNet 50 DCN 0.984 0.990 0.911 0.893
VFNet ResNet 50 DCN 0.984 0.988 0.915 0.914
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Fig. 3. A comparison of the 4 chosen IOU. IOU 0.3 is purple, 0.5 is red, 0.7 is yellow, and 0.9 is blue compared to the ground truth (green). The 
left image shows similar bounding boxes in different locations while the right image shows different bounding boxes with the same starting points.

	 We also experimented with the effectiveness 
of using bigger feature extractors as part of the 
algorithms (also known as backbones). As backbones 
like ResNet [7] can be made more accurate by simply 
adding more layers but this would increase processing 
time and thus reduce the speed. We intended to see 
whether or not using a bigger backbone helps increase 
performance in measurable metrics and how much the 
speed decreases. The ResNet 50 [4], ResNet 101 [4], 
and ResNeXt 101 [8] are chosen. With ResNet 50 as 
the baseline, ResNet 101 is twice the depth of ResNet 
50, and ResNeXt is 101 a larger version of ResNet 
101. We also trained some models using Deformable 
Convolution [6] layers in the detection stage.
	 We then measure the inference speed of each 
technique using an Nvidia GTX 1080 GPU with a 
batch size of 1 and the same resizing as the training 
stage.

A.	 RetinaNet

	 RetinaNet introduces Focal Loss. A method to 
reduce the imbalanced data problem where there are 
too many background objects in the ground-truth 
compare to the foreground objects by reducing the 
contribution of score from the background class [10]. 
Two models were trained. One with ResNet 50 as 
the backbone and one with ResNet 101. Both models 
were trained for 24 epochs with a batch size of 2. We 
used Stochastic Gradient Descent as the optimizer 
with a base learning rate of 0.01, the a momentum 
of 0.9, and a weight decay of 0.0001. The warm-up 
procedure was by using a 0.00001 initial learning rate 
and linearly increased by 0.000002 after every batch 
until it reached the base learning rate (500 batches). 
The learning rate was then reduced by a factor of 0.1 
at epochs 16 and 22.

B.	 YOLO v3

	 Yolo v3 predicts the center point of each 
foreground object and uses a set of handcrafted 
anchor boxes to help determines the object boxes’ 
width and height. Then classify the objects on the 
same output head as the bounding boxes head [11].
	 The Yolo v3 was trained with a different pre-
processing procedure than other models as it is the 
only model that was trained using square input in the 
original paper. And with our expected performance 
of Yolo being a fast model with some accuracy 
compromise, we decided to use the square resizing as 
well and also used Yolo’s unique backbone DarkNet 
53. The input images were randomly cropped to the 
minimum of 30% of the original size while keeping 
the center of all the bounding boxes. The images were 
then center-cropped with randomized sizes between 
320x320 and 608x608. 
	 The model was trained using Stochastic Gradient 
Descend (SGD) as the optimizer with a base learning 
rate of 0.00025 and momentum of 0.9. The learning 
rate was warm up by starting at 0.000025 and linearly 
increase to the base value after 2000 batches. The 
model was trained for 100 epochs and the learning 
rate was reduced by a factor of 0.1 at epoch 80 and 
90.

C.	 Faster R-CNN

	 Faster R-CNN is a two-stage network. An 
improved version of R-CNN and Fast R-CNN. It 
utilizes Region Proposal Network (RPN) to predict 
regions of interest after the backbone stage. Then 
uses the Region of Interest Pooling network (ROI 
Pooling) to choose the relevant boxes and then predict 
the bounding boxes and classify the objects [12].



44	 INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 6, No. 2 July-December 2022

Indexed in the Thai-Journal Citation Index (TCI 2)

	 Two models were trained with one using ResNet 
50 and one with ResNet 101 as backbones. The models 
were trained using SGD with a base learning rate of 
0.005, a momentum of 0.9, and the a weight decay of 
0.0001. The warm-up train phase was using an initial 
learning rate of 0.000005 and linearly increased to the 
base learning rate at 500 batches. Training for a total 
of 24 epochs with a batch size of 2. The learning rate 
was reduced by a factor of 0.1 at epochs 16 and 22.

D.	 Cascade Faster R-CNN

	 An improved version of Faster R-CNN. It is 
designed to solve the problem of positive samples 
vanishing when increasing the IOU threshold and 
when the testing phase uses a different IOU than 
during the training phase [13].
	 The training configurations were the same as the 
ones that were used to train Faster R-CNN.

E.	 DETR

	 DETR [14] utilizes the Transformer [15] for the 
prediction stage in order to get away with the hand-
crafted knowledge such as anchor boxes and Non-
Maximum Suppression.
	 The Decoupled Weight Decay Regularization 
version of the Adam (AdamW) optimizer was used 
with an initial learning rate of 1e-4 and weight decay 
of 1e-4. The input images were heuristically resized 
to have the a larger size equal to 1333 pixels and then 
random croped to have a smaller size between 480 to 
800 pixels. The batch size was 2. The model trained 
for 24 epochs and the learning rate was divided by 
10 at epochs 16 and 22.

F.	 Deformable DETR

	 A proposed improved version of DETR to increase 
the convergence speed and feature spatial resolution 
[16].
	 The model was trained using AdamW like DETR 
and similar other setups. In addition to using a smaller 
learning rate with 0.1 factor at the backbone, sampling 
offsets, and reference points.

G.	 Generalized Focal Loss 

	 An improved version of RetinaNet and its 
Focal Loss. Instead of calculating the IOU score 
on the bounding box head separate from both the 
bounding box and classification and then perform 
Non-Maximum Suppression on the joined value of 
all three. GFL combines the IOU and classification 
score and NMS suppression over this value not on 
the bounding box [17].
	 As it is being an improved version of RetinaNet, 
we trained GFL using the same configuration. With 
the exception of an additional ResNeXt 101 backbone 
and using DCN [6] on both ResNet 101 and ResNeXt. 

H.	 VarifocalNet

	 As the name implies, VarifocalNet or VFNet is 
another variation of Focal Loss [7] similar to the GFL 
combines the star-shaped bounding boxes. The VFNet 
replaces the classification score of the ground-truth 
class with the IOU score between predicted boxes 
and ground-truth boxes [18]. Very similar in concept 
to the GFL but with the difference is being that GFL 
combines both bounding boxes and classification 
scores together whereas VFNet keeps them separated 
like the original Focal Loss. 
	 VFNet was trained using the same configuration 
as RetinaNet and GFL. With the backbone being 
ResNet 50, ResNet 50 DCN, and ResNeXt 101 DCN. 
In order to measure the performance of DCN, we 
trained VFNet with ResNet 50 and ResNet 50 DCN 
two separate models each.

VI. COMPARATIVE RESULTS 

A.	 Lab Data 

	 We evaluate the models on the validation dataset 
using the Mean Average Precision (mAP) metric. The 
score was calculated by computing the intersection 
over union (IOU) between the predicted bounding 
box and ground truth. The IOU threshold was set 
at 0.3, 0.5, 0.7, and 0.9. The predicted bounding 
box with over the chosen IOU score compared to 
a ground-truth bounding box was considered as 
matched. Precision was the ratio between the correctly 
predicted bounding boxes over the total number of 
predicted bounding boxes.
	 Table I shows the mAP for the five detectors sorted 
by mAP at IOU 0.7. VFNet models outperformed 
everything in terms of precision while YOLO v3 was 
significantly faster than other models. The scores of 
VFNet with ResNet 50 and ResNet 50 DCN are the 
average of the two models of each backbone.
	 To visualize the differences between the IOU 
numbers, Fig. 3 shows bounding boxes with IOU 0.3  
to IOU 0.9 compare to ground truth. While the 
bounding boxes with IOU 0.9 were very similar to 
the ground truth but we decided that boxes with IOU 
0.7 are good enough for our usage, which as shown 
in Table I faster models had a significant drop in 
precision at IOU 0.9 compared to IOU 0.7.
	 We then measure each technique’s specificity and 
sensitivity performance. The specificity score was 
calculated by the number of pictures without the eggs 
from the specific class and the models did not predict 
any object over the total number of pictures without 
the eggs from the specific class. The sensitivity score 
was calculated by the number of pictures with eggs 
from each class and the model correctly detected 
over the total number of pictures with eggs from the 
specific class. Because the specificity test did not need 
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any label, we included the field data along with using 
the data from the different classes. The results are 
shown in Table II.

B.	  Field Data

	 Without the usable labels as stated in section III-B, 
we only had the models predict these images and 
manually verify the bounding boxes’ precision and 
classification accuracy on some images with known 
classes.
	 We selected a small portion of images that contains 
eggs from only one class. The results are as shown 
in Fig. 4 to Fig. 9. Contradicted to the lab data and 

mAP table, GFL performed worse than other hi-mAP 
models by tending to not predict anything like Fig. 7.  
The best performing in this test is Cascade Faster 
R-CNN with its remarkable classification accuracy 
on top of good detection as well. The most surprising 
result of this test would be Yolo v3, considering its 
performance in the lab data it did very well in the field 
data, especially in classification. Every model tested 
was capable of reliably detecting most of the eggs 
but often fail to classify them and predict everything 
as OV. This suggests there should be some kind of 
biases in the training data.

Fig. 4. Example result of an image with a MIF egg from the field data
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Fig. 5. Example result of an image with a MIF egg from the field data
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Fig. 6. Example result of an image with a MIF egg from the field data
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Fig. 7. Example result of an image with an OV egg from the field data
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Fig. 8. Example result of an image with an OV egg from the field data



50	 INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 6, No. 2 July-December 2022

Indexed in the Thai-Journal Citation Index (TCI 2)

Fig. 9. Example result of an image with an OV egg and unrelated noises in the forms of overlay characters
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C.	 Backbone Comparison

	 In the lab data, the smaller backbone performs 
significantly better than the bigger ones, with the 
baseline ResNet 50 outperforming other backbones 
in all techniques except VFNet in which the best is 
still ResNet 50 but with DCN.
	 In the field data, however, the results are 
somewhat different. The bigger backbone in Cascade 
Faster R-CNN performed noticeably better than the 

smaller counterpart in terms of classification. Also, 
for most models, the ones with a bigger backbone 
are less likely to predict false positives, especially on 
noises that are not in the training data such as overlay 
characters as shown in Fig. 9.
	 The DCN showed good results in the Lab data 
as in Table I but no noticeable difference in the field 
data. The side-by-side comparisons of VFNet with 
ResNet 50 with and without DCN are shown in Fig. 10  
and Fig. 11. 

Fig. 10. Side-by-side comparison between base ResNet 50 and ResNet 50 DCN using VFNet technique on MIF images

Base ResNet 50                                                                   ResNet 50 DCN

Fig. 11. Side-by-side comparison between base ResNet 50 and ResNet 50 DCN using VFNet technique on OV images
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CONCLUSION

	 The task of detecting and classifying parasite eggs 
is certainly possible using object detection techniques. 
The performance of each technique however may be 
different from the usual object detection task like 
COCO, possibly due to the training data we had been 
different from the real data used for evaluation. We 
determined that Cascade Faster R-CNN [10] is the best-
performing technique for this task primarily because 
of its classification accuracy in test data. The bigger 
backbones showed worse results than the smaller 
counterpart in the lab data but with manual evaluations 
on the test dataset, some techniques like Cascade 
Faster R-CNN and RetinaNet had better results with 
bigger backbones. DCN showed satisfactory results on 
evaluation data but no noticeable difference in the test 
data. These points may need further prove with fully 
labeled test data.
	 The improved versions of Focal Loss on GFL 
[14] and VFNet [15] had significantly improved 
performance over the original RetinaNet [7]. The 
Deformable DETR on the other hand did not work 
very well on our task even when compared to the 
original DETR. The Transformer based DETR 
[11] tended to predict the noises and also had poor 
classification accuracy resulting in a rather poor 
specificity score. We suspected that the model had 
to be fine-tuned on some unseen data first. 
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	 Abstract—Financial fraud causes a major loss 
to a bank. The challenge of classifying fraud is a 
high true positive rate while keeping the number 
of false positives as low as possible. One difficulty 
is the unbalanced size of the labeled data which 
causes a low detection rate and a high false-positive  
rate. We present a method to sample the data to cope 
with the unbalance problem in the fraud detection 
problem. The location feature is applied to separate 
accounts into ‘local-only’ and ‘has-abroad’.  
The proposed feature extraction can separate 
many fraud transactions from legitimate 
transactions. To differentiate fraud from 
legitimate transactions, fraud can be considered 
an outlier. Transformation functions, deviation, 
risk, and probability features are applied in this 
work to both numeric and non-numeric features. 
The experimental result shows that the location-
based separation together with the proposed 
features achieves higher TRP and lower FPR than 
not dividing the group. It achieves a true positive 
rate of 75.00% for ‘local-only’ and 100% for  
‘has-abroad’. The lowest false positive rate is 
8.23% for ‘has-abroad’. Comparing the efficiency 
of the proposed features with the classification 
using an isolation forest, the true positive rate is 
improved from 56.25% to 75.00% and the false 
positive rate is increased from 2.47% to 28.02%.

	 Index Terms—ATM Fraud, Outlier Detection

I. INTRODUCTION

	 Bank fraud is a deceptive activity for monetary 
gain. Frauds involve many forms of complicated 
financial transactions depending on the tools that a 
fraudster is targeting. According to a survey by [1], 
23% of respondents in Thailand encountered fraud 
in 2016. An Automatic Teller Machine (ATM) is 
widely used for many purposes, i.e., withdrawing, 

transferring, and making bill payments. In addition, 
a credit card and a debit card can be used for 
withdrawing money from an ATM, which can be 
targeted by fraudsters. A skimming technique can be 
used to steal card information and duplicate it into 
white fake cards, to be used as an identification of the 
account for a cash withdrawal.
	 Fraud detection is implemented to identify  
a suspicious transaction, to prevent losses to the 
bank. Although machine learning has extensively 
been studied for credit card fraud detection, the 
prediction model cannot directly be implemented 
for an ATM because the channel of transactions 
affects the different fraud behaviors. Formerly, it was 
manually performed by fraud analysts. Each ATM 
transaction was inspected by rule-based software 
and the suspicious transactions were notified to the 
analyst. The fraud investigation was taken manually 
by making a phone call to the account’s owner for 
a confirmation of the transaction. As the number of 
transactions has increased extensively and many 
false-positive transactions were reported by the rule-
based software, such a method becomes unfeasible. 
Machine learning utilizes previously known fraud 
transactions to construct a model to predict a new 
transaction. The suspicious transaction can then be 
notified automatically.
	 The ATM fraud detection models can be 
summarized into three categories: (1) Aggregation  
[2]-[4], (2) Binary Classification [5]-[11], and (3) Outlier  
Detection [12], [13], [14]. The aggregation method 
extracts the pattern of transactions. The numeric 
features in a fixed period are aggregated to represent 
a normal behavior [4]. In addition, [3] defined the 
behavior pattern using non-numeric values such as 
point-of-sale terminals and type of transactions to 
define the risk of the transaction. The usage of a credit 
card was identified as a sequence of operations [2]. 
The relationship among the transactions is extracted 
using a neural network for defining the confidence of 



Indexed in the Thai-Journal Citation Index (TCI 2)

INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 6, No. 2 July-December 2022	 55

the new transactions. Recently, [15] used an automatic 
deep learning-based feature extraction to represent 
each transaction using 200 detailed features. The 
model was able to reduce 54% of the false positives 
predicted by the traditional model.
	 The binary classification applies a machine learning 
technique to predict whether a transaction is a fraud. The 
detection model is trained with labeled transactions. 
Dorronsoro et al. [5] applied a Multi-Layer Perceptron  
(MLP), which can perform real-time fraud detection. A 
system called CardWatch [6]; applied a feed-forward  
MLP of three-layers architecture. The proposed 
architecture can detect 85% of fraudulent transactions. 
The difficulty of the binary classification method 
is unbalanced of the labeled data between frauds 
and non-fraud transactions, which results in the 
classification of the non-fraud cases rather than the 
fraud cases. In the credit scoring domain, research 
has mainly focused on features that represent the 
behavior to be utilized in the prediction models. 
The performance for the minority class decreases 
significantly as the imbalance ratio increases [16], 
[17]. However, only a few works have addressed the 
design solutions for unbalanced credit data sets [18]. 
In addition, extracting good features that are able to 
separate fraud from legitimate transactions plays an 
important role.
	 Abnormal behavior can be considered an 
outlier. It as a transaction with characteristics that 
significantly deviated from the characteristics of inlier 
transactions as a fraud [14]. Applied a graph-based  
method for anomaly detection for determining 
financial frauds in money laundering on transactions 
[12]. Wu et al. Applied a convolutional algorithm  
that defined the boundary between normal and 
abnormal transactions, to detect frauds in an 
Automated Banking Machine (ABM) [11]. Applied 
a probabilistic model to compare the features of 
previously known transactions to find outliers [13]. 
Detected fraud transactions using the aggregated 
features to define the boundary of normal behavior 
for each account. Any transactions that are outside the 
boundary are considered fraudulent transactions [14]. 
There are many adoptions of deep neural networks in 
fraud detection using graph-based anomaly detection 
[18], [19]. Since transactions can be considered as 
sequential data, that are many methods that apply 
a Long Short-Term Memory (LSTM) network for 
fraud detection [20], [21]. One limitation of applying 
time series credit card detection is a lack of consistent 
patterns due to a limitation of proper data labeling of 
the huge dataset. Deep Anomaly Detection (DAD) 
was proposed [22] to track the customer’s profile 

and usage behavior. 
	 To measure the efficiency of the prediction model: 
the True Positive Rate (TPR), False-Positive Rate 
(FPR), and True Negative Rate (TNR) are considered. 
TPR measures the efficiency that correctly identifies 
fraudulent transactions. In contrast, TNR measures 
the efficiency of correctly identifying legitimate 
transactions as non-fraud. Lastly, FPR shows 
the proportion of legitimate transactions that are 
incorrectly identified as fraud. Due to an extremely 
low number of known fraud transactions, a prediction 
model can correctly predict one of the two classes. 
For example, many transactions are predicted as 
fraud, while they are non-fraud cases and overlook 
fraud cases, creating losses to the bank. In this work, 
a high number of TPR with a low FPR is preferred 
for prediction. The consequence of a false positive is 
the cost of investigating the transaction.
	 Two problems are being considered in this work. 
The first problem is unbalanced of the dataset. The 
previous research of our companion paper of [24] 
reported that the ratio of ATM fraud transactions from 
a bank in Thailand is less than 0.0002 of the total 
transactions. Sampling methods such as under and  
over-sampling were applied, but the accuracy is low. 
The second problem is the features representing 
customer behavior. Since many machine learning 
algorithms use numeric values for constructing 
models, non-numeric features were excluded.
	 In this work, we present a feature-based account-
grouping method to cope with the unbalanced dataset 
problem. Also, the transformation functions are 
utilized for extracting numeric and non-numeric 
features. A descriptive analysis shows that the 
proposed features can separate suspicious transactions 
from normal transactions. Outlier detection methods, 
such as isolation forests and local outlier factors, are 
used to classify the frauds.
	 The experiments of the proposed methods are 
conducted on both supervised and unsupervised 
learning models. The results show that the proposed 
grouping method achieves higher TPR for both 
supervised and unsupervised methods. The FPR for 
the unsupervised methods is lower. Similarly, the 
proposed features achieve higher TPR.
	 The rest of this paper is organized as follows. 
Section 2 presents the result of a preliminary study 
and the previous works. Section 3 explains the data 
preprocessing. Section 4 presents the details of the 
feature extractions. Section 5 presents the feature-
based sampling. The experimental result and the 
discussion are in Section 6. The conclusion is in 
Section 7.
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II. PRELIMINARY STUDY AND PREVIOUS WORKS

A.	 Data Sampling

	 The popular sampling strategies for data consist 
of applying different forms of resampling to change 
the class distribution of the data. This can be done 
by either over-sampling the minority class or under-
sampling the majority class until both classes are 
approximately equally represented [23].
	 Over-sampling is the simplest strategy that 
increases the amount of data in the minority class. 
It is a non-heuristic method that balances the class 
distribution through the random replication of 
positive examples. The drawback of the oversampling 
method is the original class distribution since it is 
artificially altered. In contrast, an under-sampling 
method may result in throwing out useful information 
about the majority class by randomly removing data. 
Despite its simplicity, it has empirically been shown 
to be one of the most effective resampling methods. 
However, the major problem with this technique is 
that potentially important data may be discarded in 
the prediction process. The study of [23] reported that 
an over-sampling method called SMOTE (Synthetic 
Minority Over-sampling TEchnique) proposed 
by [25] outperformed other sampling methods. It 
generates artificial examples from the minority class 
by interpolating the existing instances.
	 In this work, achieving a high true positive rate 
while keeping the number of false-positive lows is 
being focused on. The preliminary results for the 
no-sampling, under-sampling, and over-sampling 
methods are shown in Table I.

TABLE I
PREDICTION RESULT USING 

DIFFERENT SAMPLING METHODS

Sampling 
Method Classifier TPR FPR TNR

No 
Sampling

Neural Network 0.00% 0.00% 100.00%

Random Forest 5.88% 0.00% 99.99%

Isolation Forest 56.25% 2.47% 97.52%

Overall 20.71% 0.82% 99.17%

Under-
Sampling

Neural Network 90.63% 47.04% 52.95%

Random Forest 56.25% 1.15% 98.84%

Isolation Forest 0.00% 0.67% 99.32%

Overall 48.96% 16.29% 83.71%

Over-
Sampling

Neural Network 90.63% 47.14% 52.85%

Random Forest 0.00% 0.14% 99.85%

Isolation Forest 12.50% 4.72% 95.27%

Overall 34.37% 17.34% 82.66%

	 Without sampling, the model only predicted the 
transactions as non-fraud. Therefore, the TNR of the 
three models was high which are 100.00%, 99.99%, 
and 97.52% for the neural network, random forest, 
and isolation forest, respectively. Comparing the 
over-sampling to the under-sampling, the under-
sampling using random forest achieved the best 
result which that was 56.25% TPR and 1.15% FPR. 
Although the TPR of the random forest is lower than 
the neural network, the false positive rate shows that 
the random forest performed better.
	 The overall performance is computed from the 
average true positive, false positive, false negative, 
and true negative of the three models for each 
sampling technique. The overall result shows that 
applying the sampling technique either an under-
sampling or over-sampling technique achieved a 
better true positive rate. From the preliminary result, 
we can conclude that utilizing a sampling technique 
can improve the performance of the prediction model, 
to achieve a high true-positive rate while keeping  
a low false-positive rate.
	 In our preliminary study in [24], there were 227 
fraud transactions, where 35 took place locally in 
Thailand and 192 were from abroad. The ratio of 
frauds, when compared to the total number of 
transactions in one year was 0.0033% for local 
transactions and 18.69% for abroad transactions. 
The transactions that took place abroad have a higher 
chance of being fraud, as shown in Fig. 1. In this way, 
utilizing a location feature can be used to separate the 
dataset.

B.	 Outlier Detection Methods

	 Many outlier detection methods were proposed to 
identify data points that do not conform to the normal 
characteristics by measuring distances or densities. 
	 The Isolation Forest algorithm presented in [26] 
constructs a binary search tree to isolate outliers. It 
isolates data points in each tree level by selecting 
features and splitting values of the majority points 
to differentiate a common range of features from the 
uncommon. Fig. 2 illustrates the partition of a data 
point denoted by a rectangular point. If a data point is 
an outlier (as shown in Fig. 2 (b)), it is distinguishable 
in early partitioning. In other words, the number of 
partitions for the observation is less, as compared 
to the partition of Fig. 2 (a). Isolation Forest is an 
algorithm with low time and space complexity. It 
also has the ability to deal with high-dimensional 
data with irrelevant attributes. To get more accurate 
partitioning, Isolation Forest constructs multiple 
trees and averages the distances from the root node 
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to each leaf node (an isolated node). The number of 
samples and features that are picked for partitioning 
are random and different for each tree. In this way, the 
distance from the root node to each isolated node is 

different in each tree. The isolated nodes that are far 
from other nodes are isolated, to be nearby the root 
nodes of every tree.

(a) Number of legitimate and fraudulent transactions in different countries

(b) Number of legitimate and fraudulent transactions in Thailand

Fig. 1. Percentages of frauds and non-frauds in different locations

	 The Local Outlier Factor (LOF) presented in [27] 
is a density-based method that employs a k-nearest 
neighbors search. Each data point is scored by 
comparing the local density of the point, denoted by 
An in Fig. 3, with the local densities of its neighbors, 
denoted by B. The local density of A is the average 
reachable distance of A from its k neighbors. The 
reachable distance from A is defined by the maximum 
distance from A to B and B to the other neighbors such 
as c. In Fig. 3, the reachable distance from A is the 
distance from A to B.
	 The degree of being an outlier is the reachable 
distance from A to its nearest neighbors and from 
a neighbor B to its neighbors. For every neighbor 
B of A, the local density is the average reachable 
distance with each k-nearest neighbor’s average 
reachable distance. If the average reachable distance 
is approximately equal to 1, the density of A is 
similar to its neighbor [28]. On the other hand, A is 
an inlier if the average reachable distance is less than 
1. Otherwise, it is an outlier. In Fig. 3, the average 
reachable distance of A is greater than 1, therefore, 
A is considered as an outlier.

  (a) Nominal Point                                    (b) Anomaly Point
Fig. 2.  (a) Partitions of a normal point. (b) Partitions of an anomaly 
point

Fig. 3.  An illustration of the local density of observation A to one 
of its k-nearest neighbors B

Fig. 4.  Example of the normal behavior of an account within a 
fixed period

C.	 Aggregated Features

	 The normal pattern of transactions was extracted 
by aggregating numeric features extracted from 
the previous transaction during a fixed period to 
summarize the account behavior. In [4], the normal 
behavior was represented using the mean value of 
the numeric features such as the transaction amount 
and the number of transactions per day, which are 
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defined as µx and µy in Fig. 4. To identify fraud 
using the previous transactions, normal behavior 
was defined using µx and µy by defining a boundary 
from (0,0) to (5µx,0) and from (0,0) to (0,5µy). For an 
aggregate transaction, denoted by t, it is identified as 
a normal behavior if t lies within the solid boundary. 
See transaction t1 in Fig. 4 for an illustration. The 
aggregated transactions of  day t2 are defined as fraud 
since it lies outside the solid boundary.

III. PREPROCESSING

A.	 ATM Transactions and Feature Selection

	 The ATM transactional data was obtained from 
a bank in Thailand. Due to the non-disclosure 
agreement, the name of the financial institution is 
omitted in this work. The ATM transactions were 
collected from 1/01/2017 to 31/12/2017. The number 
of transactions is 1,317,717. 
	 For each transaction, there are 14 features, in 
which 2 features are numeric and the remaining 12 
features are non-numeric values. The detail of each 
numeric feature is described below:

•		 Trans_Amnt: Amount of money in a transaction
•		 Fee_Amnt: Amount of fee, applied in a 

transaction
	 The detail of each non-numeric feature is 
described below:

•		 Card_No: Identification number of an ATM card
•		 Account_ID: Identification number of a bank 

account
•		 Trans_Date: Date of transaction
•		 Trans_Time: Time of transaction
•		 Service_Type: Service such as ATM, Account 

Setting, etc.
•		 Trans_Type: Transactions such as withdraw, 

deposit, etc.
•		 Trans_CD: Result of a transaction, e.g. success, 

failure, or rejection
•		 Trans_Reason: Reason for the response 

transaction
•		 Terminal_ID: Identification number of an ATM 

terminal
•		 Terminal_Bank: Owner of the ATM terminal
•		 Dest_Account_ID: Destination account number 

of the transaction
•		 Flag: Fraud label. For example, ‘False’ indicates 

a legitimate transaction.
	 In this work, behavior features of withdrawal 
transactions through an ATM are aggregated daily. 

Therefore, the non-numeric features, which are 
‘Service_Type’, ‘Trans_Time’, ‘Trans_Reason’, and 
‘Dest_Account ID’ are omitted and 10 raw features 
are used in this research.

B.	 Preprocessing

	 From the obtained data of 1,317,717 transactions, 
only withdrawal transactions, where the terminal 
country can be retrieved and the amount is greater 
than zero, are used. Therefore, 1,045,847 transactions 
are used, whereas 227 transactions of 43 accounts are 
frauds. The preprocessed features of each transaction 
that are used as input in this work are shown in Table II.
	 To represent the behavior of each account, 
features of ‘date of the month’ and ‘day of the week’ 
are derived from the ‘Trans Date’ feature. In addition, 
the location of the terminal ID is replaced with the 
corresponding coordinates.
	 In our preliminary study in [24], fraud transactions 
frequently took place abroad as shown in the 
descriptive analysis in Fig.1. Two new features, 
i.e. the ‘distance’ and the ‘velocity’ between the 
two consecutive transactions of each account are 
extracted. The intuition is the location of the two 
consecutive transactions should be varied to the 
interval between the transactions. Therefore, the 
latency of the two transactions in  different countries 
or provinces should not be too close.
	 Let 𝓣 = {T1, …, Tn} be a set of transactions of n  
accounts in the dataset. For each account i, let Ti 
be a set of k transactions, where Ti = {t1,...,tj,...,tk}. 
Each transaction tj is a set of features as shown 
in TABLE  II. The transaction tj is defined as tj = 
{tacc,tcard,tdate,tdom,tdow,tamt,tcd,ttype,tterID,tterBank,tloc,tflag}
	 Let dist(tj−1,tj) be the L1 distance between the 
two consecutive transactions, i.e. and it is defined as 
follows:

	 	 (1)

where  is the coordinates of the location where the 
transaction tj took place. Let velocity(tj−1, tj) be  
a latency between the two transactions. It is defined as 
the ratio of the distance to the number of days of the 
two consecutive transactions. It is defined as:

	 	 (2)

where dist(tj−1, tj) is the distance as defined in (1) 
and days(tj−1, tj) is the number of days between the 
transactions tj-1 and tj.
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TABLE II
DESCRIPTION OF 14 FEATURES BEING USED IN THIS WORK

Features Notation Description

Account ID tacc Account number of ATM card number.

Card No tcard Card number that was inserted.

Trans Date tdate Date of transaction.

Trans DOM tdom Date of month.

Trans DOW tdow Day of week.

Trans Amt tamt Amount of money in the transaction.

Trans CD tcd Result of the transaction.

Trans Type ttype Type of the transaction.

Terminal ID tterID ID of ATM terminal.

Bank tterBank Bank owner of the ATM terminal.

Location tloc Coordinate of a terminal’s location.

Flag tflag Flag indicating non-fraud (0) or fraud (1).

Distance dist Distance from the previous transaction.

Velocity velocity Latency of the previous transaction.

	 From the obtained 10 raw features, each 
transaction is transformed to find the distance and 
the velocity of the two consecutive transactions. 
Therefore, the features of the transaction tj become:
tj = {tacc, tcard, tdate, tdom, tdow, tamt,  tcd,ttype,tterID,tterBank,tloc,tflag, 
dist, velocity}. 

	 The details of the features being utilized in this 
work can be found in Table  II.

IV. BEHAVIOR FEATURE EXTRACTION

	 Given a set of transactions 𝓣 = {T1,...,Tn} on n 
accounts, the transactions of each account Ti are 
preprocessed. An ATM transaction tj ∈ Ti of each 
account i has 14 features as explained in Section III, 
which are 
tj = {tacc, tcard, tdate, tdom, tdow, tamt, tcd, ttype,  tterID, tterBank, tloc, 
tflag, dist, velocity}
	 The 14 features show the details of each 
transaction. To represent whether the transaction is 
consistent with the normal behavior of the account 
or likely the result of a fraudster, four transformation 
functions, which are ‘Normal Behavior’, ‘Deviation 
of Normal Behavior’, ‘Risk Value’, and ‘Probability’, 
are derived. Each function is denoted by g(f, i),  
c(f, j, i), r( ), and p( , i), respectively, where f is a 
feature with a numeric value and  is a non-numeric 
value in a transaction tj of an account i. The summary 
of the transformed features that are used in this work is 
summarized in Table  III. The details of each function  
are described in the following subsections.

TABLE III
SUMMARY OF THE DERIVED FEATURES OF A SET OF TRANSACTIONS TI OF AN ACCOUNT I

Features Description

c(tamt, i) Deviation from the average transaction amount

c(tterBank, i) Deviation from the average transaction amount of a bank

p(tterBank, i) Probability of using this bank

r(tterBank) A risk score of this bank

c(tterID, i) Deviation from the average amount of a terminal

p(tterID, i) Probability of using this terminal

r(tterID) A risk score of this terminal

c(tloc, i) Deviation from the average amount for a country

p(tloc, i) Probability of using this country

r(tloc) A risk score of this country

c(dist, i) Distance deviation from the average distance between consecutive transactions

c(velocity, i) Velocity deviation from average velocity between consecutive transactions. (m/day)

c(tdow, i) A number of days that deviate from the average day of the week

c(tdom, i) A number of days that deviate from the average day of the month
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A.	 Normal Behavior Value

	 To obtain normal behavior, only normal 
transactions are considered to characterize the 
normal behavior of each account. In other words, 
the transactions tj ∈ Ti in which tflag = 1 are excluded 
from the normal behavior computation.
	 Given a set of normal transactions Ti of an account 
i, where Ti = {t1 ,...,tj ,...,tk} and tj

f lag  = 0 for 1 ≤ j ≤ k, let 
g(f ,i) be an average value of a numeric feature f such 
as tj

amt of account i, which is defined as follows:	

			   g(f ,i)	 =	 	 (3)

where fj is a numeric feature value of a transaction j.
	 The non-numeric features are transformed into 
numerical values by aggregating the transaction 
amount that occurred with the non-numeric values. 
For example, 10 transactions took place in Bangkok. 
The total amount of those transactions was 12,000. 
The non-numeric value of tloc = Bangkok is 12000/10. 
Therefore, g( ) where x = Bangkok becomes 1200.
	 Let g( , i) be the average transaction amount 
of a non-numeric feature  of value equal x such as 
‘Bangkok’ for ‘Terminal Location’. It can be defined 
using the following equation:

		  g( , i)	 = 	 	 (4)

where k is the number of transactions such that  f ∈ Ti  
and = x.
	 In this paper, the normal behavior model of an 
account consists of aggregated features derived from 
tamt, dist, velocity, tdom, tdow, tterID, tterBank, and tloc. Only 
tamt, dist, and velocity, which are numeric values, are 
aggregated using g(f, i). The remaining features apply 
g( , i).

B. 	Deviation from Normal Behavior Value

	 The deviation from the normal behavior value 
considers all the transactions of each account, 
including both legitimate and fraud. To represent the 
variation of each transaction tj to the normal behavior 
of account i, a confidence value is computed using 
the normal behavior value to determine the deviation 
from the current transaction.
	 Let c(f, j, i) be the confidence on the value of 
feature f for each transaction tj ∈ Ti in an account i. It 
is defined as follows:	

		  c(f, j, i)	 = 	 	 (5)

where g(f, i) is the normal behavior value of the 
feature f as defined in (3). A non-numeric feature, 
such as the terminal location, is defined using g( , 
i), as defined in (4). The value of  is the transaction 
amount occurring with the value of the non-numeric 
feature.

	 The confidence value c(f, j, i) is computed for tamt, 
velocity, dist, tdom, tdow, tterID, tterBank, and tloc.

C.	 Risk Value
	 The risk value is the ratio of the total number of 
known fraudulent transactions to the total number of 
every transaction that occurred with the non-numeric 
feature . It is determined from all transactions in 
the training dataset that are associated with all the 
non-numeric feature  with a value x.
	 Let r( ) be the risk value for the feature , with  
a value of x. Let  be the set of all fraudulent 
transactions and let 𝓣 be a set of all transactions. 
The risk value is defined as follows:	

		  r( )	 =	 	 (6)

where, h( , , tl) is the total number of known 
fraudulent transactions in  associated with the value 
of the feature , and h(𝓣, , tl) is the number of all 
transactions in 𝓣 with the feature . 
	 The number of fraud transactions h( , , tl) is 
obtained using the following condition:

		  h( , , tl)	 =	  

	 The value of h(𝓣, , tl) can be obtained 
analogously using all transactions in 𝓣. 
	 For example, if  = ‘location’ and x = ‘Bangkok’. 
There are 10 transactions in in ‘Bangkok’, where 90 
are legitimate and 10 are fraudulent transactions. The 
risk value of the of ‘location’ = ‘Bangkok’ is 0.1. The 
risk values are determined for non-numeric value , 
of tterID, tterBank, and tloc. 

D. 	Probability

	 A probability feature shows how likely the 
account i will complete the transaction tj regarding 
to the non-numeric feature  of a value x.
	 Given a set of transactions Ti of the account i, a 
probability is a ratio of the number of transactions 
tj ∈ Ti that has the feature =x to the total number 
of transactions of Ti. Since fraud transaction is rare, 
the number of legitimate transactions that occurred 
with  should be larger. In this way, the probability 
of a normal transaction is higher than fraud. The 
probability is defined as follows.	

		  p( , i) 	 =	 	 (7)

where,
		  h(Ti, , tl)	 = 	

	 The probabilities are computed for non-numeric 
values, i.e.,  of tterID, tterBank, and tloc.
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V. FEATURE-BASED DATA GROUPING

	 To achieve a high true positive rate while keeping 
the false positive rate as low as possible, accounts are 
separated into ‘local-only’ and ‘has-abroad’ groups 
based on the location feature, tloc. 
	 Given a set of transactions Ti of an account i and 
Ti ∈ 𝓣, all transactions tj ∈ Ti is assigned to the ‘has-
abroad’ group if there is a transaction tj such that the 
location tj

loc is not in Thailand. Otherwise, they are 
assigned to the ‘local-only’ group.
	 The number of transactions in the ‘local-only’ 
group is 1,025,216, where 16 transactions are frauds 
and the rest are legitimate transactions. For the ‘has-
abroad’ group, there are 16,330 transactions, where 
16 transactions are frauds and the rest are legitimate 
transactions.

A.	 Analysis: Behavior Features and Data Grouping

	 To visualize the performance of the features in 
identifying fraud, a two-dimensional scatter plot of 
ATM transactions for terminal risk score and country 
risk score features is shown in Fig. 5(a). The frauds are 
in red and the normal transactions are in blue. From 
the graph, the transactions with a terminal risk score 
of 1 are frauds. However, there are some frauds whose 
feature values are close to the legitimate transactions 
that are depicted in Fig. 5(b). From the figure, it can 
be concluded that the separation between normal and 
fraudulent transactions is hard to be defined.  
	 A plot of the country and the terminal risk scores 
of transactions in the ‘has-abroad’ group is shown in 
Fig. 6(a). Compared to the plot in Fig. 5(b), the fraud 
transactions in Fig. 6(a) can be separated. Using the 
other derived features such as the deviation from the 
average amount of a country and the terminal’s risk 
score, the fraud transactions can also be separated as 
depicted in Fig. 6(b).

VI. EXPERIMENT

	 The ATM transactional data from 1/01/2017 to 
31/12/2017 were obtained from a bank in Thailand. 
Due to the nondisclosure agreement, the name of the 
bank cannot be given. The objective of this work is 
to effectively detect fraud transactions while keeping 
a low number of false positives. The true positive 
rate (TPR), the false positive rate (FPR), and the true 
negative rate (TNR) are used to show the efficiency 
of the model.

(a) Labeled ATM transactions of terminal risk score and 
country risk score.

(b) The points in the lower-left shaded area of Fig. 5(a)

Fig. 5. Examples of fraud transactions (red) that are similar to 
legitimate transactions (blue).

(a) The transactions in the has-abroad group in the lower-left
thevshaded area of Fig. 5(a)

(b) The transactions in the has-abroad account group with 
the terminal risk and deviation amount.

Fig. 6 Effects of the proposed risk score features for separating 
fraud transactions
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	 Only withdrawal transactions, where the terminal 
country is known and the amount is greater than zero, 
are used. The total number of transactions in the 
experiment is 1,045,847. They are separated into the 
training and the testing sets. The training set contains 
the transactions from 01/01/2017 to 30/09/2017. 
	 The transactions in the testing set of each account 
are transformed using the same functions. They are 
used to compare the result of the prediction model 
and the label assigned by the fraud investigators.
	 The testing set is the transactions from 01/10/2017 
to 31/12/2017. The performance of the proposed 
features, the grouping using location-based features, 
and the classifiers including an outlier detection are 
being studied. Three patterns of the data grouping, 
i.e., ‘no-grouping’, ‘local-only’, and ‘has-abroad’ are 
used. In ‘no-grouping’, all the 1,045,847 transactions 
are used, where 790,984 (75.63%) transactions are for 
training and 254,863 (24.37%) are for testing. The 
735,865 (71.77%) transactions in ‘local-only’ group 
are for developing a model and 289,351 (28.23%) 
are for testing. Among the testing transactions, 16 
transactions were identified as frauds and confirmed 
by the bank. The 12,939 (79.23%) transactions in 

‘has-abroad’ are for model development; 3,391 
(20.77%) are for testing where 16 were identified as 
frauds by the bank.
	 Two outlier detection models: Local Outlier 
Factor (LOF) and Isolation Forest (IF) are employed. 
The two models are available in SciKit-Learn library 
[29]. Each model requires different parameters. 
LOF utilizes two parameters which are the number 
of neighbors and the contamination. The former 
parameter is the minimum number of k-nearest 
neighbors of each transaction required to classify the 
transaction as normal, while the latter is the estimated 
ratio of frauds in the population, which can be set 
between 0 and 0.5. IF requires three parameters. 
The first one is maximum number of samples for 
constructing each tree. The second is the maximum 
number of features to be used for each tree. Lastly, 
the contamination parameter is the ratio of fraud in the 
data set. In addition to the outlier detection methods, 
two binary classification models based on the artificial 
neural network (ANN) and Random Forest (RF) are 
employed. parameters settings for each experiment 
are in TABLE IV.

TABLE IV
PARAMETER SETTINGS FOR ATM FRAUD DETECTION

Model
Tuning Parameters

Local-Only Has-Aboard No grouping

LOF n neighbors = 8, contamination = 0.1 n neighbors = 3, contamination = 0.4 n neighbors = 4, contamination = 0.5

IF max samples = 1000, max features = 12,
contamination = 0.045

max samples = 320, max features = 15,
contamination = 0.0145

max samples = 1000, max features = 15,
contamination = 0.0125

ANN hidden layer size = 40, 20, 10, 10 hidden layer size = 40, 20, 10, 10 hidden layer size = 40, 20, 10, 10

RF maximal depth=10, number of trees=10 maximal depth=10, number of trees=10 maximal depth=10, number of trees=10

TABLE V
CONFUSION MATRIX FOR FRAUD DETECTION

Predicted

Fraud Not Fraud

Actual
Fraud TP FN

Not Fraud FP TN

	 The classified result can be decomposed using 
a confusion matrix for fraud detection as shown in 
TABLE V. True Positive (TP) outcome occurs when 
a fraud transaction (positive) is correctly classified 
as a fraudulent transaction. A False Positive (FP) 
occurs when a non-fraudulent transaction (negative) 
is incorrectly identified as a fraudulent transaction. A 
False Negative (FN) occurs when a fraud transaction 
(positive) is incorrectly identified as a non-fraudulent 
transaction (negative). Lastly, a True Negative (TN) 
outcome occurs when a non-fraudulent transaction 
(negative) is correctly identified as a non-fraudulent 
transaction (negative).

The overall performance measures are true positive 
rate (TPR), false-positive rate (FPR), and accuracy. 
TPR is a ratio of the number of correctly classified as 
fraud transactions to the total number of transactions 
that are actually a fraud. It can be calculated as follow:

				    TPR	

FPR is a ratio between the number of not fraud  
transactions that are wrongly classified as fraud and 
the total number of actual ‘not fraud’ transactions.  
It can be calculated as follow: 

				    FPR	

Accuracy is a ratio of the correctly classified  
transaction to the total number of transactions. It can 
be calculated as follow:
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A.	 Performance of the Sampling Methods

	 The results shown in Table VI are from the 
parameters settings of each model in Table IV. The 
binary classifier, the ANN, cannot detect any fraud 
transactions. In other words, every transaction is 
predicted as a legitimate transaction.
	 For the ‘local-only’ sampling method, the RF 
achieves 62.5% for detecting fraud, while the IF 
achieves a higher TPR of 75%. Comparing the false 
positive rate, IF is better than RF. However, the LOF 
obtains a lower FPR but it can correctly detect less 
than half of the fraud transactions.
	 For the ‘has-abroad’ sampling method, the IF can 
correctly detect all fraud transactions while the RF 
cannot detect any frauds. The IF can also achieve a 
low FPR of 8.23% that is lower than the LOF.
	 Table VII shows the confusion matrix of the IF 
classifier for detecting the fraud in the ‘has-abroad’ 
group. The result shows that it can correctly detect 
all 16 fraud transactions, while incorrectly detecting 
278 normal transactions as frauds. The false-positive 
rate is 8.23%. The LOF detects 9 out of 16 fraud 
transactions but incorrectly detects 1,251 normal 
transactions as frauds.
	 Table VIII shows the confusion matrix of the 
IF for detecting the fraud in the ‘local-only’ group. 
It can detect 12 fraudulent transactions out of 16 
transactions. However, 81,077 normal transactions 
are incorrectly detected as frauds, which results in 
28.02% false-positive rate. The LOF model detects 7 
out of 16 frauds and incorrectly detects 39,530 normal 
transactions.

TABLE VI
COMPARISON OF PERFORMANCE OF THE ATM FRAUD 

DETECTION MODEL OF ‘LOCAL-ONLY’ AND ‘HAS-ABROAD’

Model
Local-Only

TPR FPR TNR

LOF 43.75% 13.66% 86.33%

IF 75.00% 28.02% 71.97%

ANN 0.00% 0.00% 100.00%

RF 62.50% 35.84% 64.15%

Model
Has-Aboard

TPR FPR TNR

LOF 56.25% 37.07% 62.93%

IF 100.00% 8.23% 91.76%

ANN 0.00% 0.00% 100.00%

RF 0.00% 1.30% 98.69%

TABLE VII
CONFUSION MATRIX OF ISOLATION FOREST (IF) FOR 

THE ‘HAS-ABROAD’ ACCOUNT GROUP

Predicted

Fraud Not Fraud

Actual
Fraud 16 0

Not Fraud 278 3,097

TABLE VIII
CONFUSION MATRIX OF ISOLATION FOREST FOR 

‘LOCAL-ONLY’ ACCOUNT GROUP

Predicted

Fraud Not Fraud

Actual
Fraud 12 4

Not Fraud 81,077 208,258

TABLE IX
CONFUSION MATRIX OF ISOLATION FOREST FOR 

‘NO-GROUPING’ ACCOUNT GROUP

Predicted

Fraud Not Fraud

Actual
Fraud 24 8

Not Fraud 32,172 260,538

	 Table IX shows the confusion matrix of the IF 
with ‘no-grouping’ transactions. The IF detects 24 
out of 32 fraud transactions. However, it incorrectly 
detects 32,172 normal transactions as frauds, which 
results in a 10.99% false-positive rate.
	 The overall result of the proposed sampling 
method is compared with a method that does not 
apply any grouping. The average of the prediction 
result in the confusion matrix for true positive, 
false positive, false negative, and true negative of 
the ‘local-only’ and the ‘has-abroad’ groups of each 
model are computed. The result is shown as the 
average of two sampling methods in Table X.
	 The result shows that utilizing the proposed 
sampling method achieves better TPR for the IF of 
87.50% and the false positive rate is 27.98%. The 
false-positive rate of the proposed grouping methods 
is higher than ‘no-grouping’, but the true positive rate 
is better. It can be concluded from the result that the 
proposed method is effective for the accounts that 
have transactions abroad.

TABLE X
COMPARISON OF PERFORMANCE OF THE AVERAGE OF 

THE ‘LOCAL-ONLY’ AND THE ‘HAS-ABROAD’ GROUPS WITH 
‘NO-GROUPING’

Model
‘Local-Only’ And ‘Has-Abroad’

TPR FPR TNR

LOF 50.00% 13.93% 86.06%

IF 87.50% 27.98% 72.21%

ANN 0.00% 0.00% 100.00%

RF 31.25% 35.44% 64.55%

Model
No Grouping

TPR FPR TNR

LOF 31.25% 5.21% 94.78%

IF 75.00% 10.99% 89.00%

ANN 0.00% 0.00% 99.99%

RF 6.25% 5.31% 94.69%
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TABLE XI
COMPARISON OF PERFORMANCE OF RAW FEATURES AND 

THE PROPOSED FEATURE EXTRACTION

Features Classifier TPR FPR TNR

Raw

ANN 0.00% 0.00% 100.00%

RF 5.88% 0.00% 99.99%

IF 56.25% 2.47% 97.52%

Proposed 
Feature

ANN 0.00% 0.00% 99.99%

RF 6.25% 5.31% 94.69%

IF 75.00% 10.99% 89.00%

B.	 Performance of Feature Extraction

	 The performance of the proposed feature extraction 
is compared using ‘no-grouping’. Comparing ‘no-
sampling’ with the raw feature is shown in Table XI. 
The proposed feature, applied with the IF, can detect 
75.00% TPR and 10.99% FPR. Although the false-
positive rate of the proposed feature is higher than 
using the raw feature, the performance for directly 
detecting fraud transactions correctly is much better.

C.	 Analysis

	 The experimental results show that the IF 
outperforms the other models. To identify an outlier, 
the IF looks through every tree and computes the 
average path length from the root to the isolation 
node. If the average path length of the observation 
is shorter than the average path length of a normal 
transaction, the observation is identified as an outlier. 
A fraud transaction as in Fig. 6 (a) is not located at the 
bottom of the tree. Apart from selecting the country 
and the terminal risk scores as the features, it selects 
the terminal amount deviation and the terminal risk 
scores features, as shown in Fig. 6 (a), in the other 
trees. Using these features, a fraud transaction is 
separated from normal transactions.
	 The LOF reports an outlier using the density of 
an observation and its k-nearest neighbors. From Fig. 
6(b), the average density of the fraud transaction to 
its k-nearest neighbors is close to one. Therefore, it 
could not detect 350,195 transactions as fraud.
	 Comparing our behavior features to the previous 
work in credit card fraud [3], the proposed method 
requires transactions of one account owner for a 
longer period than the previous work that utilized 
only 7 days. This limitation is caused by the number 
of transactions of ATM being lower than the credit 
card one card owner may have many cards but only 
a few accounts are owned by the same customer. 

VII. CONCLUSION

	 Three features: the deviation, the risk, and the 
probability features for both numeric and non-
numeric values are presented. The proposed features 
can separate legitimate transactions from frauds. The 
accounts are separated into two groups depending 
on the location of the previous transactions, which 
are ‘local-only’ and ‘has-abroad’ groups. The 
experimental result shows that the ‘has-abroad’ group 
can improve the true positive rate of detecting fraud 
from 75% to 100% TPR when applying the isolation 
forest outlier detection method. Moreover, the false 
positive rate is 8.23%.
	 From the experimental result, the proposed features 
and the location-based grouping is performed well on 
the transaction that occurred abroad. Compare to the 
previous research on fraud detection, the proposed 
location-based grouping extracts the behavior features 
of the accounts in the same group, while the previous 
works use the behavior of every account or credit 
card. To improve the performance of the transactions 
that occurred locally, like in Thailand, finer details of 
the location should be mentioned such as a place with 
many tourists or an isolation location of the ATMs. 
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Abstract— Disease outbreaks cause disruption 
in the economy and threaten human life. This 
study proposes a Fuzzy Multi-Objective Multi-
Period Mixed-Integer Linear Programming 
(FMOMILP) model for effective IMW 
management in outbreaks under uncertain 
environments considering financial and risk 
aspects. The strategic decision is to determine 
optimal locations and suitable capacity levels of 
temporary facilities, including temporary storage 
centers and temporary treatment centers, as well 
as optimal transportation strategies. To solve 
the proposed FMOMILP model, an integrated 
interactive fuzzy approach is employed. First, 
an equivalent auxiliary crisp model is used to 
handle the uncertainties by the feasibility degree 
(α) concept. The problem is solved using Fuzzy 
Goal Programming (FGP). A case study of the 
COVID-19 outbreak in Pathum Thani province 
in Thailand was carried out to demonstrate the 
proposed model’s performance. The proposed 
method yields solutions with varying feasibility 
degrees and allowed percentage deviations, 
providing alternatives for the decision-makers. 
The contribution of this study helps identify 
the optimal setting of temporary facilities in 
appropriate locations and seizes and improves 
the performance of IMW management subject 
to the uncertainty of data by trading off between 
conflicting objectives. A comparison of the results 
with (optimal solution) and without (actual 
solution) temporary facilities is also presented. 

Index Terms—Epidemic Logistics, Fuzzy Goal 
Programming, Medical Wastes, Multi-Objective 
Fuzzy Programming, Operational Risks, Reverse 
Logistics

I. INTRODUCTION

The amount of Infected Medical Waste (IMW) 
increases drastically as the number of infected people 
exponentially increases. This leads to one important 
challenge in outbreaks situation, which is effective 
reverse logistics to manage IMW. An effective reverse 
logistics plan of IMW is crucial in controlling the 
spreading of the disease since improper collection 
and treatment can hugely create risk for the medical 
staff, patients, and communities around hospitals and 
treatment centers. 

Coronavirus disease (COVID-19) is the most 
recent pandemic transmitted by human-to-human 
caused by a newly discovered coronavirus. On 31st 
December 2019, the first case was reported in Wuhan, 
China, and later developed into a global crisis [1]. 
The situation in Thailand might not be as critical as in 
some other countries. However, a surge in the number 
of infected people generates an increasing amount of 
IMW, which should be treated properly in a timely 
manner to control the risk of spreading the disease. 
Since the number of IMW rapidly increases, as well 
as the existing treatment centers’ capacity is not 
sufficient, the decision the establishment of temporary 
facilities is significant in designing effective reverse 
logistics of IMW.

Considering the actual outbreak situation, the 
availability and accuracy of collected information 
are always problems. These uncertainties cause 
ineffectiveness in designing each network since the 
problems are no longer purely deterministic. Thus, the 
inclusion of the uncertainty assumptions should be 
effectively applied when considering such problems 
where a great deal of unknown and uncertain 
parameters exists.
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In this study, considering a real situation in 
a province in Thailand, Pathum Thani, a Fuzzy 
Multi-Objective Multi-Period Mixed-Integer Linear 
Programming (FMOMILP) model is developed for the 
reverse logistics network design of IMW management 
in outbreaks with the purpose of improving the 
decisions of establishing temporary facilities with 
optimal locations and sizes, and determining the 
transportation strategies under uncertain environment.

The remainder of this paper is arranged as follows. 
Section 2 presents a literature review on relevant 
topics. Section 3 contains the problem description 
and mathematical formulation. Section 4 proposes an 
integrated interactive fuzzy programming approach. 
Section 5 validates the proposed model and approach 
via a case study of COVID-19 in Pathum Thani 
province, Thailand. Section 6 discusses and analyses 
the results. Lastly, Section 7 concludes the study and 
states limitations and further research directions. 

II. LITERATURE REVIEW

Our literature review would be focused on three 
related topics, i.e., (1) Risks in the supply chain, (2) 
Multi-objective fuzzy programming, and (3) Reverse 
logistics network model for IMW management. 

A.	 Risks in Supply Chain

Risks in the supply chain are classified into 
2 types: operational risks and disruptive risks [2]. 
Operational risks are concerned with risks from 
uncertain internal processes or external events, for 
example, demand uncertainties and cost uncertainties. 
Disruptive risks, on the other hand, are concerned 
with natural disasters, e.g., earthquakes, or man-made  
disasters. Epidemic outbreaks are one of the special 
cases of supply chain disruptive risk, which has 
dynamic nature over many regions, i.e., SARS, Ebola, 
and the latest one, which is COVID-19.

Risk is an abstract concept that is hard to evaluate 
accurately. Cheng and Yu [3] proposed a fuzzy 
comprehensive evaluation with the Delphi method to 
evaluate and assign weight to the risks in emergency 
logistics. Sherali et al. [4] developed a branch-and-
bound framework to minimize weighted and mitigate 
risks arising from the post-disaster. Considering 
multi-objective problems, Nolz et al. [5] presented 
a post-disaster problem considering transportation 
risk and location risk as one of the objectives. Three 
approaches to measuring risks were analyzed and the 
unreachability approach turned out to be the most 
suitable one for this problem. Abkowitz and Cheng 
[6] proposed a methodology for estimating costs and 
risks in hazardous waste transportation optimization. 
Several causes of accidents and their consequences 
were used in evaluating the risk.

B.	 Multi-Objective Fuzzy Programming

In a real situation, data are not always known or 
accurately obtained since there might be all kinds 
of unpredictable impacts from both environmental 
uncertainty and system uncertainty. As the outbreak 
nature is dynamic and there are several unpredictable 
conditions, uncertainties arise in various parameters 
such as disease transmission rate and recovery rate. 
As a result, Linear Programming (LP) based on crisp 
values is no longer capable to solve such problems. 
So, the fuzzy theory has been introduced to deal with 
problems containing uncertainties.

In addition, real-world problems are quite 
complex and usually contain more than one objective. 
Conflicting among objectives is a common problem 
in many cases, so there is no ideal outcome, which 
can improve all objectives concurrently [7], [8]. To 
solve these conflictive multi-objective programming 
problems, several approaches have been proposed 
based on the flexibility and ability to play with the 
degree of satisfaction among objectives of fuzzy 
programming approaches. Fuzzy programming 
approaches can start from preliminary methods 
such as weighted max-min, weighted additive, and 
Zimmermann methods. However, the solutions 
generated by these methods might not be efficient 
or practical [9]. Thus, several methods have been 
developed to generate more effective results. 
Interactive Fuzzy Linear Programming (i-FLP) is one 
of the methods developed to consider efficiency and 
user dependency in generating satisfactory outcomes. 
The i-FLP has the advantage of assisting decision-
makers in obtaining preferable solutions at various 
levels of feasibility. To make the method interactive, 
different approaches have been implemented such as 
Torabi and Hassini (TH) method, Selim and Ozkarahan 
(SO) method, and the Jimenez approach. Each method 
has its own advantages and disadvantages subject to 
its application in each situation.

Goal Programming (GP) is a part of linear 
programming that can solve multiple objectives. It 
was first introduced by Charnes et al. [10]. Charnes 
and Cooper [11] later provided a more precise 
definition. Because of its effectiveness, it has been 
widely used in a variety of research [12]. Traditional 
goal programming requires precise determination of 
aspiration levels and weights in order to minimize 
deviations. However, due to incomplete information 
and uncertain natures, it is difficult to determine 
these values precisely in practice. Therefore, Fuzzy 
Goal Programming (FGP) was developed to deal 
with fuzziness in the aspiration levels. Several 
FGP approaches were developed. For example, 
Narasimhan [13] developed an FGP approach 
considering both fuzziness in aspiration levels and 
weights. Later, Rubin and Narasimhan [14] proposed 
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a nested hierarchy approach to assign the priorities of 
each goal. Then, Arora and Gupta [15] developed a 
bilevel interactive FGP that incorporates the concept 
of tolerance.

C.	 Reverse Logistics Network Model for IMW 
Management

	 Recently, medical waste management during 
epidemic outbreaks has become more popular among 
researchers. This medical waste management is vital 
in designing effective waste management since it can 
help in controlling the spreading of diseases. The 
first known concept of Reverse Logistics (RL) was 
proposed by Stock [16] as the backward flow with 
the role of managing materials, recycling materials, 
and disposing of wastes. In another word, reverse 
logistics considers the flow starting from End-of-Use 
(EOU) products to the recovery of those products. 
Fleischmann et al. [17] analyzed the impact of the 
return flow and developed a Mixed-Integer Linear 
Programming (MILP) model, which was commonly 
used in further Closed-Loop Supply Chains (CLSC) 
problems.

The very first research of multi-objective reverse 
logistics associated with waste management was 
proposed by Shih and Lin [18] where the developed 
MILP and a dynamic programming model were 
employed to determine optimal routing and 
scheduling in managing IMW in Taiwan. Their 
models considered both ecological aspects and risks 
associated with transportation, which have been 
widely used in later research. Budak and Ustundag 
[19] proposed a MILP model to decide the suitable 
number of facilities and their locations for establishing 
an effective reverse logistics of wastes in Turkey. By 
considering an environmental impact, Alshraideh and 
Qdais [20] developed a stochastic model to optimize a 
capacitated vehicle routing schedule for of collection 
of medical wastes considering both transportation 
costs and the amount of gas emission. Mantzaras and 
Voudrias [21] proposed a nonlinear model to minimize 
the costs corresponding to the management of IMW 
in Greek. Temporary facilities are one important 
strategic decision in recent research. In addition, risks 
of disease spreading whether from hospitals or from 
transportation are considered a critical issue [22].

Regarding the uncertainty of the data arising 
from a limitation of data availability and imprecise 
in operations, much research has implemented 
fuzzy concepts to handle these uncertainties. For 

example, Negarandeh and Tajdin [23] developed a 
MOMILP model to manage wastes from hospitals 
considering profitability, environmental impact, 
social impact, and resilience of the network under 
uncertain environments. They implemented robust 
fuzzy programming to cope with uncertainty where 
LP-metric and goal programming were used to find 
efficient results from conflicting objectives.

A summary of the literature on the reverse 
logistics of IMW is presented in Table I. It is 
clearly seen that previous works are still limited. 
Therefore, the purpose of this study is to develop 
a fuzzy multi-objective multi-period mixed-integer 
linear programming model for designing an effective 
reverse logistics network for IMW in outbreaks. The 
proposed model’s objectives are to minimize total 
costs, risks at hospitals, and risks from transportation 
and treatments. The strategic decisions involve the 
establishment of temporary facilities, the size of the 
temporary treatment center, and the flow of the IMW. 
An integrated interactive fuzzy approach is employed 
to handle uncertainties in the costs and capacity of 
the facilities. By doing so, the optimal solutions can 
be generated to create a preferable trade-off among 
conflicting objectives under different degrees of 
feasibility. This study can assist the decision-makers 
in making better strategic decisions in designing the 
reverse logistics network for IMW in outbreaks under 
uncertain environments. The main contributions of 
this paper can be summarized as follows:

• This study proposed a fuzzy multi-objective 
multi-period mixed-integer linear programming 
model for designing an effective reverse logistics 
network for IMW in outbreaks considering data 
uncertainty and conflicting objectives (both financial 
efficiency and risks in operations).

• To handle the uncertainty of the data and 
balance the trade-off between conflicting objectives, 
an integrated interactive fuzzy approach is applied. 
Jimenez’s approach is applied to handle the 
uncertainty with the feasibility concept. The Fuzzy 
Goal Programming (FGP) method is then used to 
generate effective solutions that assist decision-
makers in making effective strategic decisions.

• To the best of our knowledge, this study is the 
first of its kind to integrate the Jimenez approach; and 
the Fuzzy Goal Programming (FGP) method to solve 
the reverse logistics network of IMW in outbreaks 
under an uncertain environment.
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 TABLE I
SUMMARY OF RELATED RESEARCH

References

Model specification Objectives
Problem 

formulation OptimizationMulti-
objectives

Multi-
periods

Data 
uncertainty

Financial 
aspect Risk Others

Shih and Lin 
(2003) x x - x x - DP, ILP Multiple criteria 

optimization

Alshraideh and 
Qdais (2016) x x - x - x MILP Genetic algorithm

Budak and 
Ustundag (2017) - x - x - - MILP Solver software

Mantzara and 
Voudrias (2017) - x - x - - MINLP Solver software

Yu et al. (2020) x x - x x - MOMILP Interactive fuzzy 
approach

Kargar et al (2020) x - - x x x MOMILP
Revised Multi-Choice 

Goal programming 
method

Negarandeh and 
Tajdin (2021) x - x x - x RMOMILP

Chance Constraint 
Fuzzy Programming 

(CCFP) 
 Improved Goal 
programming 

LP-metric

Zhao et al. (2021) x - x x x - RMOMILP

Goal programming 
lexicographic weighted 

Tchebycheff 
AUGMECON

This study x x x x x - FMOMILP Integrated interactive 
fuzzy approach

Abbreviations: DP: Dynamic programming, ILP: Integer linear programming, MILP: Mixed-integer linear programming, MOMILP: Multi-
objective mixed-integer linear programming, MINLP: Multi-objective stochastic mixed-integer nonlinear programming, RMOMILP: Robust 
multi-objective mixed-integer linear programming, FMOMILP: Fuzzy multi-objective mixed-integer linear programming.

III. PROBLEM DESCRIPTION AND  
MATHEMATICAL MODEL

A.	 Problem Description

	 In order to design an effective reverse logistics 
network of IMW in outbreak circumstances under 
uncertain environments, the principal challenge is 
to balance between financial efficiency and risks 
that arise from operations, which include the risk of 
disease spreading at the hospitals, storage centers, 
treatment centers, and along the transportation routes. 
Unlike any normal reverse logistics network design, 
the amount of IMW dramatically increases in a very 
short horizon due to the outbreak. To handle this 
situation, the framework of the proposed reverse 
logistics network design for IMW management in 
outbreak circumstances is presented in Fig. 1. The 
network consists of hospitals, existing treatment 
centers, and temporary facilities, including temporary 
storage centers and temporary treatment centers. 

Considering the rapid increase of IMW generated 
during outbreaks, temporary facilities help in 
providing adequate capacity for the treatment of the 
IMW. A FMOMILP model is presented to optimize the 
decisions of locations in establishing the temporary 
facilities, deciding the suitable size of temporary 
treatment centers, and determining the optimal flow 
of amount of IMW transferred among the facilities. 
	 The problem assumptions are as follows: 
		  •	A set of capacity levels is provided to be 
chosen for each candidate location as temporary 
treatment centers. Each level is subject to a particular 
capacity limitation and incurs a particular installation 
cost.

	 •	There is a lower limit on the utilization of 
facilities to be considered in each period.

	 • 	All uncertain parameters are assumed to 
have fuzziness under the triangular distribution.

	 • 	The total costs have a higher priority over the 
risk impact due to the preference of the decision-makers.
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Fig. 1.  The framework of the reverse logistics for IMW in outbreak 
circumstance.

B.	 Mathematical Model

	 1)	 Notations 
		  The notations used in the mathematical model 
of the facility location problem are expressed as 
follows:
		  Please be noted, the symbol ( ) represents the 
uncertain parameters in this model.
	 • Indexes
	 h	 Hospitals as well as other sources of medical 
waste
 	 t	 Candidate locations for temporary storage 
centers
 	 e	 Existing treatment centers 
	 d	 Candidate locations for temporary treatment 
centers
	 p	 Periods
	 n	 Capacity levels
	 • Parameters
	 PbAhh	 Risk probability at hospital h
	 PbAtt	 Risk probability at temporary storage 
center t
	 PbAee	 Risk probability at existing treatment 
center e
	 PbAdd	 Risk probability at temporary treatment 
center d
	 PbThtht	 Probability of transportation risk 
between hospital h and temporary storage center t
	 PbTtete	 Probability of transportation risk 
between temporary storage center t and existing 
treatment center e
	 PbTtdtd	 Probability of transportation risk 
between temporary storage center t and temporary 
treatment center d
	 PbThehe	 Probability of transportation risk 
between hospital h and existing treatment center e
	 PbThdhd	 Probability of transportation risk 
between hospital h and temporary treatment center d
	 Npatp

h	 Number of patients in hospital h in 
period p
	 Poptt 	 Population exposure at temporary 
storage center t
	 Popee	 Population exposure at existing 
treatment center e
	 Popdd	 Population exposure at temporary 
treatment center d

	 PopThtht	 Population exposure from transportation  
between hospital h and temporary storage center t
	 PopTtete 	 Population exposure from transportation  
between temporary storage center t and existing 
treatment center e
	 PopTtdtd	 Population exposure from transportation  
between temporary storage center t and existing 
treatment center d
	 PopThehe	 Population exposure from transportation  
between hospital h and existing treatment center e
	 PopThdhd	Population exposure from transportation  
between hospital h and existing treatment center d
	 RI		  Infection rate of the disease
	 	 Quantity of IMW generated at hospital 
h in period p
 	 Caphh	 Maximum capacity of IMW collection 
room in hospital h
	 	 Capacity of temporary storage center t 
 	 	 Capacity of existing treatment center e
 	 	 Capacity of temporary treatment center  
d with capacity level n
	 LBee	 Minimum quantity requirement of 
operating an existing treatment center e
	 LBdd 	 Minimum quantity requirement of 
operating a temporary treatment center d
	 	 Cost of installing temporary storage 
center t
	 	 Cost of installing temporary treatment 
center d with capacity level n
	 	 Cost of processing one unit of IMW at 
temporary storage center t
	 	 Cost of processing one unit of IMW at 
existing treatment center e
	 	 Cost of processing one unit of IMW at 
temporary treatment center d
	 	 Cost of transporting one unit of IMW 
between hospital h and temporary treatment center t
	 	 Cost of transporting one unit of IMW 
between temporary storage t and existing treatment 
center e 
	 	 Cost of transporting one unit of IMW 
between temporary storage t and temporary treatment 
center d
	 	 Cost of transporting one unit of IMW 
between hospital h and existing treatment center e 
	 	 Cost of transporting one unit of IMW 
between hospital h and temporary treatment center d
	 • Decision Variables
	 		 1 if a temporary storage center is 
established at location t; 0 otherwise
	 	 1 if a temporary treatment center 
with capacity level n is established at location d; 0 
otherwise
	 	 1 if an existing treatment center e is 
operated in period p; 0 otherwise
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	 	 1 if a temporary treatment center d is 
operated in period p; 0 otherwise
	 	 Quantity of uncollected IMW at 
hospital h in period p
	 	 Quantity of IMW stored at temporary 
storage center t in period p 
	 	 Quantity of IMW treated at existing 
treatment cnter e in period p
	 	 Quantity of IMW treated at temporary 
treatment center d in period p
	 	 Quantity of IMW transported from 
hospital h to temporary storage center t in period p
	 	 Quantity of IMW transported from 
temporary storage center t to existing treatment center   
e in period p
	 	 Quantity of IMW transported from 
temporary storage center t to temporary treatment 
center d in period p
	 	 Quantity of IMW transported from 
hospital h to existing treatment center e in period p
	 	 Quantity of IMW transported from 
hospital h to temporary treatment center d in period p 
	 2)	 Mathematical Model 
		  A mathematical model of a reverse logistic 
network of IMW in outbreak circumstance is 
formulated as follows:
		  •	Objective functions
			   The mathematical model aims to balance 
the trade-off between financial performance and the 
risks from operations in drastic increases of IMW in 
outbreak circumstances.

(1)

	 The first objective function as presented in 
Equation (1) represents the total costs of the reverse 
logistics network of IMW. The first and the second 
terms are installation costs of temporary facilities. 
The third is the processing cost at the temporary 
storage center. The fourth and the fifth terms are 
treatment costs. The other terms are transportation 
costs in the network.
	 The risks from operations are measured by a risk 
estimation model proposed by Nema and Gupta [24] 
where it concerns the probability of occurrence and 
the consequence of the risk.	

	 (2)
	 Two objective functions including risk at 
hospials and risk from transportation and treatment 
are formulated as shown in Equation (2). The risks 
are unitless, with the higher the risks, the greater the 
possibility of disease spreading. 

	 (3)
	 The second objective function as presented in 
Equation (3) represents the risk at the hospitals where 
a great amount of IMW is generated in a very short 
horizon. According to Yu et al. [25], the probability 
of accidental risk at the hospitals is estimated by 
experts. The consequence of accidental risk at the 
hospital (PbAhh) is corresponding to the uncontrolled 
amount of IMW ( ) the number of patients at the 
hospital ( ), and the spreading rate of the disease 
(RI). This objective aims to minimize the quantity of 
uncollected IMW at the hospital to reduce the risk of 
disease spreading to medical staff, patients, and the 
community around the hospital.

	
			   (4)

	 The third objective function as presented 
in Equation (4) represents the risk associated 
with transportation and treatment of IMW The 
transportation risks are calculated by the probability 
of accidents along the route and the consequence 
of accidents along the route. According to Yu et al. 
[25], the probability of accidents along the route 
is corresponding to the probability of accidents 
(PopT) and the amount of IMW transported (QT). 
For processing risk at the storage center and treatment 
risk, the consequences are corresponding to the 
amount of IMW at the facilities (Q), and population 
exposure (Pop).
	 • Constraints

	
			   (5)

			   (6)

	 (7)

	 (8)

	 Equations (5) and (6) balance the flow among 
facilities in the network. Equations (7) and (8) 
calculate amount of IMW received at existing 
treatment centers and temporary treatment centers, 
respectively.

	 (9)
	 (10)

	 (11)
	 (12)
	 (13)
	 (14)
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	 Equation (9) ensures that the quantity of 
uncollected IMW does not exceed the capacity of 
the hospitals. Equations (10), (11), and (13) ensure the 
amount of IMW does not exceed the capacity of the 
facilities. Equations (12) and (14) represent a lower 
limit of IMW receiving at each facility.

	 (15)

	 (16)
	 Equations (15) ensures that a temporary facility 
cannot operate if it is not established. Equation (16) 
imposes that only one capacity level is chosen for a 
temporary treatment center. Equations (17) - (21) are 
non-negativity and binary constraints.

	 (17)

	 (18)

	 (19)

	 (20)

	 (21)

IV. PROPOSED SOLUTION APPROACH

	 According to the uncertain environment of 
a reverse logistics network of IMW in outbreak 
circumstance, some uncertain parameters (i.e., IMW 
generated, costs and facilities’ capacity) are described 
by triangular fuzzy numbers. In order to deal with 
such uncertainties, an integrated interactive fuzzy 
approach is applied. In the first phase, an equivalent 
auxiliary crisp model of Jimenez et al. [26] is used 
to turn a fuzzy number into a crisp number. In the 
second phase, FGP method is applied to generate the 
best solution based on the priority of the objectives. 
The flow chart of the proposed approach is presented 
in Fig. 2.

Fig. 2.  Flow chart of the proposed solution approach.

A.	 Solving Fuzzy Multi-Objective Possibilistic 
Linear Programming (FMOPLP) Model

	 The Possibilistic Linear Programming (PLP) 
approach is used to handle the uncertainty and  
ill-known parameters. The imprecise parameters in 
our study include the amount of IMW generated, all 
related costs, and the facilities’ capacity in which 
they are depicted by triangular fuzzy numbers. Each 
number is composed of three prominent data points 
which are the optimistic value point (ao), the most 
likely value point (am), and the pessimistic value point 
(ap) as shown in Fig. 3.

Fig. 3.  Triangular distribution of ã

	 1)	 Phase 1: Auxiliary Crisp Model
		  The proposed reverse logistics network of 
IMW in the outbreak circumstance model contains 
fuzzy parameters that mimic the uncertainty of the 
practical environment in such a situation. By applying 
Jimenez et al. [26] approach, an interactive approach, 
the fuzzy possibilistic linear programming model 
is transformed into an auxiliary crisp model with 
several feasibility degrees (α levels) based on the 
preference of the decision-makers. Moreover, this 
method provides computational efficiency since it 
maintains the models’ linearity without increasing 
the number of objective functions.
		  To convert PLP model into an auxiliary crisp 
model, firstly, the membership function µã (x) of  is 
defined as follows:

	 (22)

		  According to Heilpern [27], the expected 
interval of a triangular fuzzy number ã, denoted 
EI(ã), and the expected value of a triangular fuzzy 
number ã, denoted EV(ã), are calculated as follows:

	(23)

	 (24)
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		  As determined by Jimenez [28], for any two 
fuzzy numbers ã and b̃, the degree in which ã is larger 
than b̃ is as follows:

  	
			   (25)
	 If µM (ã, b̃) ≥ α, it indicates that ã is greater than 
or equal to b̃ in a degree of α and it is represented by 
ã ≥ αb̃. From Equation (25), this is equivalent to:

	 (26)

	 According to Arenas et al. [29], for any two fuzzy 
numbers ã and b̃, we say that ã is indifferent to b̃ in 
a degree of  α, denoted . This 
is equivalent to:

	 (27)

	 Fuzzy multi-objective linear programming can 
then be solved by the following formulations:

	 (28)

s.t.		 		
	

	 Considering Equations (26) and (27), they are 
equivalent to:

	 (29)
s.t.		

	 This approach enables the decision-makers to plan 
in an interactive manner with varying degrees of α. 
It provides information for the decision-makers to 
determine the level of feasibility that they are willing 
to accept.
	 2)	 Phase 2: Applying Fuzzy Goal Programming 
(FGP) Method
		  The Fuzzy Goal Programming (FGP) method 
is one of the most widely used methods to solve 
multi-objective problems due to its ability to deal 
with uncertainty in the data and aspiration level of 
objectives. The FGP method is used in this study to 
solve a fuzzy multi-objective problem by minimizing 
the deviations of the objectives with a priority among 
the objectives. The more important objective is 
regarded as having a higher priority and should be 
satisfied first. Each objective is assigned a priority 
level k, with the highest priority being satisfied first.
		  A multi-objective problem with j objective 
minimization functions can be formulated as:

	 (30)
s.t. 	 Problem constraints
	 To illustrate the FGP method, considering a 
problem with three minimization objectives, where 
the first objective (z1) has priority level 1, the second 
objective (z2) has priority level 2, and the third 
objective (z3) has priority level 3.  The following is 
the steps in solving the FGP method:
	 Step 1: Solve the objective with priority level 1 
(the most important objective).

		  (31)
s.t.		 Problem constraints
	 Suppose the solution yield a minimum objective 
function value of .
	 Step 2: Solve the priority level 2’s objective 
function subject to a deviation constraint of the 
priority level 1’s objective function.

		  (32)
s.t.		 Problem constraints
		   
	 where dj is the percentage allowance of deviation 
of the objective function j. Suppose the solution yield 
a minimum objective function value of z2 = .
	 Step 3: Solve the priority level 3’s objective 
function subject to a deviation constraint of the 
priority level 1’s objective function and the priority 
level 2’s objective function.

		  (33)
s.t.		 Problem constraints

		  	

V. CASE STUDY

A.	 Case Description

	 To highlight the application of the proposed 
method, a case study of coronavirus disease 
(COVID-19) outbreak in Pathum Thani, Thailand is 
presented. The scope of the reverse logistics problem 
for medical waste management is composed of IMW 
generation sources (hospitals), storage centers, and 
treatment centers. Pathum Thani province, a part 
of the metropolitan region of Thailand, had a rapid 
increase in the number of COVID-19 patients during 
July and August which is presented in Fig. 4. 

Fig. 4.  No. of COVID-19 cases of Pathum Thani province from 
January - September 2021.
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	 In this study, three districts of Pathum Thani 
province, including Muang district, Sam Khok 
district, and Lat Lum Kaeo district, are carried out as 
the case study. The planning horizon of the proposed 
model during the peak period of the outbreak, which 
is from 1st July-14th August 2021, which consists of 
15 periods with 3 days each since IMW is normally 
picked up every 3 days.
	 The proposed model is composed of three 
echelons as presented in Fig. 4. The first echelon is 
comprised of ten IMW generation sources. To design 
an effective reverse logistics of IMW in this area, 
storage centers (the second echelon) are an alternative 
option to be used to store and aggregate the IMW that 
are overflown from the hospitals. Then, the IMW 
are delivered to be treated at treatment centers (the 
third echelon). Currently, there is no storage center 
and treatment center for IMW in Pathum Thani 
province. The IMW of Pathum Thani province are 
normally treated by two existing treatment centers, 
one in Nonthaburi province and another in Ayutthaya 
province. However, these two incinerators have to be 
responsible for IMW from many nearby provinces 
and the incinerators will not be able to handle these 
wastes very soon since the number of patients keeps 
rising during this crisis. By concerning this problem, 
six potential locations for temporary storage centers 
and five potential locations for temporary treatment 
centers are studied to alleviate the facing problem 
by locating them in suitable areas. A digital map 
of the three districts of Pathum Thani province 
containing spatial data is analyzed using Quantum 
Geographic Information System (QGIS) 3.16.6 with 
criteria specified by the Pollution Control Department 
[30]. For example, a treatment center must be at 
least one kilometer away from residential areas and 
archaeological heritage sites. The locations of all 
facilities in the proposed reverse logistics network 
for IMW management can be presented in Fig. 5.

Fig. 5.  Facilities in the network

B.	 Input Parameters
	 Generally, the daily generation of IMW in 
Thailand is 0.54 kg/bed/day [31]. However, in 
the COVID-19 outbreak, there is an increase in 
generation of IMW due to a requirement in additional 
medical equipment, e.g., medical masks and personal 
protective equipment. According to evaluations from 
professionals, the daily IMW generation in most 
likely case is 2.85 kg/bed/day at hospitals and 1.82 
kg/bed/day at field hospitals [32]. The amount of 
IMW generated at each hospital in each period is 
proportional to the number of patients and the daily 
IMW generation. The number of patients in hospitals 
(H1, H2, and H3) is estimated based on the number 
of new cases reported by the Pathum Thani province 
public health office and the assumption that the length 
of hospital stay for COVID-19 is 14 days. During this 
crisis, the field hospitals and community isolations 
(H4-H10) were full as soon as they opened. The 
estimated number of patients at each IMW generation 
sources in each period is presented in Table II.

Fig. 6.  The location of facilities of the reverse logistics for IMW 
management in Pathum Thani province

	 Considering facilities in the network, the lists 
of IMW generation sources and existing treatment 
centers are shown in Table III and IV, respectively. 
The capacities of the existing treatment centers in 
this case study are assumed to be a portion of their 
full capacities since these two treatment centers must 
service the IMW from other provinces as well. Six 
candidate locations for temporary storage centers 
and five candidate locations for temporary treatment 
centers are selected based on the criteria specified 
by [30]. The candidate locations for those temporary 
facilities and their population densities are shown in 
Table V and VI.
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TABLE II
ESTIMATED NUMBER OF PATIENTS AT EACH IMW GENERATION SOURCES IN EACH PERIOD

Period
Number of patients at each IMW generation sources (people)

H1 H2 H3 H4 H5 H6 H7 H8 H9 H10

1 464 186 39

2 565 190 173

3 577 145 208

4 700 105 258 450

5 758 89 281 1,350

6 815 452 223 1,350

7 922 683 352 90 90 1,350 300 300

8 1,070 825 616 90 90 1,350 450 300 900

9 1,232 1,101 1,037 90 160 90 1,350 450 300 900

10 1,291 1,348 1,241 90 240 90 1,350 450 300 900

11 1,309 988 1,715 90 240 90 1,350 450 300 900

12 1,390 725 1,511 90 240 90 1,350 450 300 900

13 1,241 654 2,036 90 240 90 1,350 450 300 900

14 1,052 446 1,924 90 240 90 1,350 450 300 900

15 915 210 1,938 90 240 90 1,350 450 300 900

TABLE III
NAMES OF IMW GENERATION SOURCES

No. IMW generation source

Maximum 
capacity of IMW 
collection room 

(kg/period)

1 Lat Lum Kaeo Hospital 8,160

2 Pathum Thani Hospital 4,650

3 Sam Khok Hospital 7,710

4 Nurulyakin mosque 480

5 Buasuwanpradit temple 1,320

6 Borthong school 480

7 Pathumthani Vocational 
Education College 7,380

8 Ban Klang market 2,460

9 Ban Mai community isolation 1,650

10 Bang Toei community isolation 4,920

TABLE IV
NAMES OF EXISTING TREATMENT CENTERS

No. Existing treatment center
Population 

density 
(people/km2)

1
Nonthaburi Provincial Administrative 
Organization’s (PAO) waste 
processing facility

380.64

2 Bangpain Land company limited 4,650

TABLE V
CANDIDATE LOCATION FOR  

TEMPORARY TREATMENT CENTERS

No.
Location
(Latitude, 
Longitude)

Sub-district
Population 

density
(people/km2)

1 14.066303, 
100.362195 Rahaeng 403.71

2 14.012116, 
100.399202 Lat Lum Kaeo 183.68

3 14.032922, 
100.469977 Khu Bang Luang 347.36

4 14.074859, 
100.468714 Khu Bang Luang 347.36

5 14.105289, 
100.423597 Bang Toei 516.05

	 The traveling distances between two nodes in 
Pathum Thani province are obtained by using the 
fastest route in QGIS 3.16.6 and Google Map. For 
the transportation cost, it is proportional to the 
distance travelled and the weight of the IMW, which 
is estimated to be 0.185 baht/kg/km [25].
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TABLE VI
CANDIDATE LOCATION FOR  

TEMPORARY STORAGE CENTERS

No.
Location
(Latitude, 
Longitude)

Sub-district
Population 

density
(people/km2)

1 14.068801, 
100.374156

Rahaeng 403.71

2 14.088797, 
100.395403

Rahaeng 403.71

3 14.047686, 
100.393543

Rahaeng 403.71

4 13.997883, 
100.413293

Lat Lum Kaeo 183.68

5 14.055485, 
100.475268

Khu Bang 
Luang 347.36

6 14.110869, 
100.573855

Chiang Rak 
Noi 274.74

	 Considering the probability of accidental risk 
at the IMW generation sources (PbAhh), the risk is 
0.003 for hospitals and 0.007 for temporary hospitals 
[25]. The accidental risk of the storage center (PbAtt) 
and treatment center (PbAee and PbAdd) are 0.0001 
and 0.0006, respectively. According to Yu et al. [25] 
and Zhao et al. [33], the probability of risk along the 
route is calculated by Equation (34). The population 
exposure is calculated by Equation (35), where the 
affected radius is set to be 2.5 kilometers for treatment 
centers and 1 kilometer for storage centers. The 
population exposure along the route between facilities 
is calculated by Equation (36).

	 (34)

	 (35)

	
			   (36)

	 The relevant costs and capacities of existing 
treatment centers, temporary treatment centers, and 
temporary storage centers are presented in Table VI, 
respectively. The installation cost of a temporary 
storage center is composed of costs of the land, 
its construction, and equipment. For temporary 
treatment centers, three capacity levels (S, M, and 
L) are provided as an alternative (decision variable), 
which incur different installation costs and are subject 
to different capacity limitations. The processing 
cost of temporary storage centers and temporary 
treatment centers in most likely cases is set to 0.9 
Baht/kg and 3.23 Baht/kg, respectively. The size and 
cost parameter of temporary facilities are calculated 
based on [25], [34], [35].  The optimistic value and 
pessimistic value of the cost parameters and the 
amount of IMW generated are subject to 0.8 and 1.2 
times of the most likely case, respectively. 

TABLE VII
COST PARAMETERS AND CAPACITY OF  

EXISTING TREATMENT CENTERS

No. Processing cost (Baht) Capacity (kg/period)

1 (10.4,13.00,15.6) (453.6,567.0,680.4)

2 (3.60,4.50,5.40) (2416.8,3021,3625.2)

TABLE VIII
INSTALLATION COST AND CAPACITY OF TEMPORARY TREATMENT CENTERS

No. Capacity level Installation cost (Baht) Capacity (kg/period)

1

S (7477240,9346550,11215860) (1920,2400,2400)

M (9995920,12494900,14993880) (5760,7200,7200)

L (15932200,19915250,23898300) (11520,14400,14400)

2

S (8277240,10346550,12415860) (1920,2400,2400)

M (11195920,13994900,16793880) (5760,7200,7200)

L (17532200,21915250,26298300) (11520,14400,14400)

3

S (8437240,10546550,12655860) (1920,2400,2400)

M (11435920,14294900,17153880) (5760,7200,7200)

L (17852200,22315250,26778300) (11520,14400,14400)

4

S (8437240,10546550,12655860) (1920,2400,2400)

M (11435920,14294900,17153880) (5760,7200,7200)

L (17852200,22315250,26778300) (11520,14400,14400)

5

S (7157240,8946550,10735860) (1920,2400,2400)

M (9515920,11894900,14273880) (5760,7200,7200)

L (15292200,19115250,22938300) (11520,14400,14400)
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TABLE IX
INSTALLATION COST AND CAPACITY OF  

TEMPORARY STORAGE CENTERS

No. Installation cost (Baht) Capacity (kg/period)

1 (5189000,6486250,7783500) (25200,31500,31500)

2 (5189000,6486250,7783500) (25200,31500,31500)

3 (5189000,6486250,7783500) (25200,31500,31500)

4 (6789000,8486250,10183500) (25200,31500,31500)

5 (8069000,10086250,12103500) (25200,31500,31500)

6 (3909000,4886250,5863500) (25200,31500,31500)

VI. RESULT AND DISCUSSION

A.	 Results

	 The feasibility degrees (α) is subjective to the 
preferences and experiences of the decision-makers. 
The α level indicates the level of feasibility that the 

decision-makers are willing to accept. In this case 
study, the α level was fixed at 0.7 with 25% allowed 
percentage deviation for an illustrative purpose. Full 
details of the sensitivity analysis on different levels of 
the allowed percentage deviation are not included in 
this paper due to a suitable paper length. Fig. 6 presents  
the sensitivity analysis of the feasibility degree (α) 
with 25% allowed percentage deviation. It was found 
that as the α increases, the total costs (z1) and the risk 
associated with transportation and treatment (z3) tend 
to become worse. The reason is that as the decision-
makers have the desire to encounter the uncertainty 
with a higher confidence level in satisfying the 
constraints, the constraints become more restricted 
and fewer solution sets are feasible. However, this 
is not the case for risk at hospitals (z2) because a 
variety of factors contribute to the fluctuation of this 
objective function.

Fig. 7. The sensitivity analysis of the feasibility degree (α) with 25% allowed percentage deviation.
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	 To clarify this issue, the risk at hospitals is directly 
correlated to the number of the uncollected wastes 
at the hospitals. One of the factors that leads to the 
fluctuation is the conflict between objectives. To 
reduce the risk at hospitals, a greater number of the 
IMW must be delivered out of the hospitals to be 
treated. This leads to an increase in transportations 
among facilities, treatments of the wastes, and 
establishment of more temporary facilities. It also 
lead to an increase in the total costs and the risk 
associated with transportation and treatment. For α ≥  
0.6, the solutions suggest establishing one temporary 
treatment center with capacity size L, resulting in a 
very low risk at hospital (z2) since most of the IMW 
can be treated.

	 To handle the FMOMILP model for the reverse 
logistics network design of IMW in outbreaks 
problem, the Fuzzy Goal Programming (FGP) method 
is applied to obtain an effective solution based on the 
priority of the objective functions. The priority of the 
objective functions in this case study are as follows:
	 • Priority level 1 – Minimize total costs (z1)
	 • Priority level 2 – Minimize risk at hospitals (z2)
	 • Priority level 3 – Minimize risk associated with 
transportation and treatments (z3)
	 Table X shows the objective function values and 
the establishment of the temporary storage centers 
and temporary treatment centers from varying the 
allowed percentage deviations from 10% to 30%.

TABLE X
RESULTS FROM VARIOUS ALLOWED PERCENTAGE DEVIATION

Objectives PIS1 NIS2
Allowance percentage deviation

10% 15% 20% 25% 30%

Z1 (Baht) 17,493,541.08 43,664,290.85 18,475,527.75
( +57.69%3)

19,945,979.89
( +54.32%3)

20,263,851.15
( +53.59%3)

21,123,563.91
( +51.62%3)

21,123,456.58 
( +51.62%3)

Z2 - 3,967,593.15 135,019.88
( +96.60%3)

135,007.57
( +96.60%3)

619.18
( +99.98%3)

644.97
( +99.98%3)

670.77
( +99.98%3)

Z3 56,294.72 1,263,055.67 678,840.37
( +46.25%3)

460,085.94
( +63.57%3)

1,028,494.52
( +18.57%3)

856,024.77
( +32.23%3)

855,873.74 
( +32.24%3)

Installed D D1(size M) D2(size M) D5(size L) D1(size L) D1(size L)

Installed T T6 T6 - - -
1 Positive Ideal Solution (PIS) is the best value obtaining from the payoff table.
2 Negative Ideal Solution (NIS) is the worst value obtaining from the payoff table.
3 Percentage improved as compared to the NIS,

	 The optimal solutions in two cases of 10% to 15% 
allowed percentage deviation (little increase from 
the case of minimum total cost) select to establish a 
temporary storage center T6 at Chiang Rak Noi sub-
district and a temporary treatment center with capacity 
size M at Rahaeng sub-district. However, in the cases 
of 20% to 30% allowed percentage deviation, where 
the total costs are allowed to moderately increase 
up to 30% from the case of minimum total costs, a 
temporary treatment center with capacity size L at 
Bang Toei sub-district for the case of 20% allowed 
percentage deviation and at Rahaeng sub-district 
for the cases of 25% and 30% allowed percentage 
deviation is selected. For these cases of moderate 
increase in the total costs, IMW is suggested to be 
delivered directly to the treatment centers without 
any storage. Since capacity size L is selected, the 
total costs and the risk associated with transportation 
and treatments increases, but the risk at hospitals is 
extremely low due to high IMW treatment capability 
of the facilities.

For an illustration of the result obtained from the 
IMW reverse logistics network design, the optimal 
solutions of 25% and 30% allowed percentage 
deviation cases are selected since their total costs and 
the risk associated with transportation and treatments 
increase in acceptable levels while their total costs 
slightly increase but the risk at hospitals improved 
dramatically up to 99.98% as compared to the NIS. 
Based on Table 10 with the case of 25% allowed 
percentage deviation, the total costs is 21,123,563.91 
Baht, the risk at hospitals is 644.97, and the risk 
associated with transportation and treatments is 
856,024.77 in which one temporary treatment center, 
D1(size L) at Rahaeng sub-district, is selected to be 
established. The risk associated with transportation 
and treatments is significantly higher than the risk at 
hospitals because it has the lowest priority level and 
optimizes last. 

The allocation of IMW is presented in Table XI 
and the utilization of each facility is presented in Table 
XII. From Table XI and Table XII, the temporary 
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treatment center D1 serves as the primary treatment 
center and the two existing treatment centers are used 
as supplement when the capacity of the temporary 
treatment center D5 is reached. In the first 8 periods, 
none of the IMW are sent to the existing treatment 
centers because the temporary treatment center D1 
is still capable of treating all IMW. However, as the 
amount of IMW increases, the IMW is overflown to 

the two existing treatment centers. For example, in 
period 9, the IMW from most hospitals are treated at 
the temporary treatment center D1. Once the capacity 
of the temporary treatment center D1 is full, the IMW 
is overflown to the existing treatment centers E1 and 
E2, where the IMW from H1 and H3 are treated at 
E1, and the IMW from H9 is treated at E2.

TABLE XII
ALLOCATION OF IMW IN EACH PERIOD

Allocation of IMW from hospitals to existing treatment centers

Existing 
treatment 

centers

Period

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

E1 H1 
H9

H1 
H9

H1 
H9

H1 
H9

H1 
H9

H1 
H9

H1 
H9

E2 H3 H3 H3 H3 H3 H3 H3

Allocation of IMW from hospitals to temporary treatment centers

Temporary 
treatment 

centers

Period

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

D1

H1 
H2 
H3

H1 
H2 
H3

H1 
H2 
H3

H1 
H2 
H3 
H7

H1 
H2 
H3 
H7

H1 
H2 
H3 
H7

H1 
H2 
H3 
H4 
H6 
H7 
H8 
H10

H1 
H2 
H3 
H4 
H6 
H7 
H8 
H9 
H10

H1 
H2 
H3 
H4 
H5 
H6 
H7 
H8 
H10

H1 
H2 
H3 
H4 
H5 
H6 
H7 
H8 
H10

H1 
H2 
H3 
H5 
H6 
H7 
H8 
H10

H1 
H2 
H3 
H4 
H5 
H6 
H7 
H8 
H10

H1 
H2 
H3 
H4 
H5 
H6 
H7 
H8 
H10

H1 
H2 
H3 
H4 
H5 
H6 
H7 
H8 
H10

H1 
H2 
H3 
H4 
H5 
H6 
H7 
H8 
H10

	 A comparison with the actual situation where 
there is no temporary facilities is also carried out as 
shown in Table XIII to show the huge damage from 
the excess amount of uncollected or untreated IMW 
from the actual situation. Because of an increase in 
IMW during the COVID-19 outbreak, the existing 
treatment centers were unable to treat all delivered 

amount of IMW, and the remaining amount IMW 
eventually started to pile up. In the actual case, with-
out these temporary facilities, the total costs is surely 
lower than the proposed situation but the IMW would 
be severely accumulated at the hospitals or at the ex-
isting treatment centers causing the risks to increase 
tremendously beyond the acceptable level. 

TABLE XIII
RESULTS COMPARISON WITH 25% ALLOWANCE PERCENTAGE DEVIATION

Actual situation

Objective Accumulate at hospitals Accumulate at existing 
treatment centers

Proposed situation
(Establish D1 (size L))

 (Baht) 499,257.14 2,419,904.02 21,123,563.91

5,346,463.77 1,826,198.57 644.97

415,175.32 2,983,867.64 856,024.77

Excess amount of IMW 
remaining (kg) 258,453.27 302,113.82 None
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	 The improper accumulation of IMW definitely 
caused concerns about the disease spreading to 
communities during that time [36]. Our proposed 
temporary facilities can lead to far better effective 
management of the IMW, lowering the risk of disease 
spreading. However, once the outbreak is over, the 
amount of IMW would return to a normal level. This 
temporary treatment center will still be useful because 
it can be used to treat the IMW and other wastes 
from Pathum Thani, where the IMW generation 
is expected to be 4,712 kg/day this year without 
the outbreak [37]. In addition, these facilities help 
Pathum Thani province to be ready or prepared for 
future outbreaks, which are likely to occur again soon. 
This will also reduce the processing cost of waste 
treatment as well as the transportation risk from using 
the existing treatment centers in nearby provinces. 
Most importantly, it certainly helps to avoid the risk 
of disease spreading from the huge excess amount of 
IMW (Table XIII) as reported in the past.

VII. CONCLUSIONS

	 To handle the rapid increase of IMW due to 
outbreaks, an effective IMW reverse logistics network 
design using a fuzzy multi-objective multi-period 
mixed-integer linear programming model under an 
uncertain environment was proposed in this study. 
The model aimed to simultaneously minimize the 
total costs, the risk at hospitals, and the risk associated 
with transportation and treatments, by determining 
the optimal locations and size of temporary facilities 
and the flow of IMW among facilities. To deal with 
the uncertainty and the conflict among objectives, 
an integrated interactive fuzzy approach, which is an 
integration of an auxiliary model of Jimenez approach 
and the Fuzzy Goal Programming (FGP) method, was 
proposed. The auxiliary model was used to cope with 
uncertain parameters with feasibility concept, and 
the FGP method was applied to generate effective 
solutions based on the priority of the objective 
functions and the allowed percentage deviation 
determined by the decision-makers.
	 The effectiveness and applicability of the proposed 
methodology were demonstrated with an actual study 
of the COVID-19 outbreak in Pathum Thani province. 
The cases of 25% and 30% allowed percentage 
deviation with an establishment of one temporary 
treatment center, D1(size L) at Rahaeng sub-district 
were chosen because the total costs and the risk 
associated with transportation and treatments are in 
acceptable levels, whereas the risk at hospitals is very 
low. However, it would depend on the decision-makers  
to decide the best solution in their particular situations.
	 The primary limitation of this study is belonging 
to the data estimation. Since the COVID-19 outbreak 
is a new pandemic, and there has been an incomplete 
in the collected data and subjective knowledge of the 

experts is still required in generating the appropriate 
data. As a result, further possible studies can be 
recommended as follows:
	 • More advanced methods in estimating the 
amount of IMW generated and the risk parameters 
could make the result more practical.
	 • An outbreak is an incident that incurs a high 
level of uncertainty. More advanced methods in 
handling the risks, e.g., robust programming, could 
be applied for better outcomes.
	 • For the network design, more facilities (e.g., 
different IMW sources and disposal centers) could be 
added. As the problems get bigger and more complex, 
metaheuristic algorithms could be considered.
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