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Dear Colleagues,

The importance of information and artificial intelligence in contemporary society is indisputable. The timely
utilization of information can provide organizations with a competitive advantage. However, the process of
extracting meaningful insights from data can be challenging and may require a significant investment of time.
Artificial intelligence, specifically neural networks, possesses the ability to adjust to various inputs and generate
optimal outcomes that accomplish the required informational requirements.

The potential outcome of increased effectiveness and efficiency in the work process has been demonstrated in
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for Microscopic Object Detection Algorithms, Comparison of Keywords Extraction Techniques in Kickstarter and
Indiegogo Projects, Design and Development of a Carry-On Bag to Support Women in Work-and-Travel Activities,
Study of Effects of Inlet Wind Velocity and Direction on Airflow around the Buildings Using CFD Turbulence
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Sentiment Analysis on Thai Social Media Using Convolutional Neural Networks and Long Short-Term Memory.
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Autonomous Driving Smart Car Based on Deep Learning
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Abstract—Road tracking as an essential task
in autonomous driving is crucial for artificial
intelligence. Most research is conducted in virtual
environments, but it is vital to conduct practical
experiments on real cars. The current researchers
use toy cars for road track, but the toy cars can
only drive at a fixed speed and a fixed angle for
steering, which leads to reproduction errors during
the experiment. We built a smart car based on a
scale model using Jetson Nano as a mainboard,
which can adjust the speed and steering gain to
improve road tracking performance and reduce
reproduction errors. To analyze the impact of
hyperparameters, we conducted experiments
on 48 autonomous driving models and proposed
optimal hyperparameter configuration schemes,
and trained the optimal autonomous driving
model BH-ResNet. In addition, we also research
the effect of the speed and steering gain on the
performance of the smart car and propose an
optimal gain value. Moreover, we compare BH-ResNet
with other existing models, and BH-ResNet
outperforms other models, scoring the highest
in both tracks, with 94 and 90. Furthermore, the
BH-ResNet model can also achieve road tracks
with superior performance in unseen scenes, and
our proposed model has excellent applicability
and practicality.

Index Terms—Autonomous Driving, Convolutional
Neural Networks, Deep learning, Deep residual
network, Jetson Nano

1. INTRODUCTION

Deep learning is one of the current breakthroughs
in artificial intelligence, and the application of deep
learning methods to autonomous driving research has
solid practical and theoretical significance [1], [2].

Road tracking is the primary task of autonomous
driving. In the existing autonomous driving research,
most of the research remains in the virtual stage to
save costs and ensure the safety of the experiment. Lin
et al. chose a software simulator as the experimental
environment platform to obtain the relative positions
of the car and the road using deep neural networks as

the computational framework. Finally, they achieved
road track on the simulator track [3]. Although it
is convenient and safe to conduct experiments in
a virtual environment, this approach is not as accurate
as training autonomous cars directly in the real world.
Therefore, we propose to make a self-made car and
an autonomous driving track in the real world, where
the steps of data collection and model testing are done
in the world.

Although more and more research is being done to
achieve experiments in the real world using self-made
cars, mostresearch usually uses toy cars as research cars.
Hossain et al. and Karni et al. conducted autonomous
driving research by modifying abandoned toy cars,
but toy cars are different from real cars [4], [5]. For
example, a toy car cannot adjust the speed gain and
steering gain like a real car. The toy car can only
drive at a fixed speed and a fixed range for steering
during the experiment, so the toy car often has
reproduction errors, which affects the experimental
results. We propose to achieve the autonomous driving
experiment by building an autonomous driving
smart car, which can replicate the driving situation
of the actual car to the greatest extent. In addition,
by fine-tuning the speed and steering gain, the
autonomous driving performance of the smart car
can be improved. For example, it can drive with low
steering gain when there are many curves. The second
is the use of sensors. Most of the existing research
uses sensors to assist the smart car in achieving the
autonomous driving experiment, but this makes the
smart car not intelligent enough and independent.
Banerjee et al. installed radar sensors on the smart
car [6], and Yilmaz et al. installed many sensors
such as infrared sensors and ultrasonic sensors [7].
However, humans do not use sensors when driving
a car and only make judgments through hearing and
vision. Therefore, the research needs to achieve the
autonomous driving task of the smart car using fewer
sensors. This article proposes that the smart car uses
only one camera as a sensor for environmental
perception to achieve the task of road tracking. As the
brain of the smart car, the choice of the mainboard of
the smart car is critical. The mainboard with powerful
computing power can increase the performance of
intelligent agents. Most of the research often uses
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Arduino, and Raspberry Pi, as the mainboard of the
intelligent agent. Yuenyong et al. used Arduino as
the computing platform for reinforcement learning
training in the research, but the computing power
of Arduino is low, and a computer needs to be used
as a backend for computing [8]. Do et al. used the
Raspberry Pi for autonomous driving research, which
was also limited by the low computing speed and
performance of the Raspberry [9]. In order to solve
the above problems, this article proposes to use Jetson
Nano with superior computing power as the mainboard,
which can make the smart car not attached to any
back-end and can independently calculate and load
the autonomous driving model, and the performance
of the smart car is outstanding.

In addition, the construction of the track is also a
critical step in achieving the road-tracking task. Both
Zhang et al. and Li et al. built a circular track [ 10, 11],
but these tracks are simple, which is not conducive
to the test of the steering ability of the smart car.
Therefore, we need a more complex track. This article
makes two different tracks to meet the track diversity
required for autonomous driving.

In achieving road tracking experiments, training
deep neural networks and the optimal selection of
structural parameters (different networks, batch size,
epoch) is a challenging task. Do et al. constructed
a new Convolutional Neural Network (CNN) to
achieve the road tracking task by mapping the raw
input image to a predicted steering angle through the
CNN [9]. Rausch V et al. proposed an end-to-end
control system based on Convolutional Neural
Networks (CNN) for steering autonomous driving
cars [12]. In the above research, the difference in
the neural network will directly affect the accuracy
of the smart car in achieving the automatic driving
task. Therefore, this article proposes to use two
popular neural networks, ResNet-18 and ResNet-50,
to conduct experiments to research the impact of
different neural networks on autonomous driving and
select the optimal neural network to achieve the road
tracking task.

In addition to the neural network, two hyper-
parameters, batch size, and epoch, also affect model
training results. Radiuk et al. explored the approach
of improving the performance of convolutional neural
networks and researched the effect of batch size on the
network also researched the batch size and found the
optimal batch size for training the Deep Q network
on the shopping cart system [14]. However, they
did not extend their research to autonomous driving.
Similar to batch size, the choice of epoch will vary for
different research. Chowdhuri et al. and Koci¢ et al.
obtained the minimum error values in different epoch
intervals, respectively [15], [16], so selecting different
epoch intervals for different experiments is essential.
We propose using different batch sizes and epochs

to train the autonomous driving model to get the
optimal batch size and epoch and their relationship
with autonomous driving performance.

In summary, this article proposes to use a
scale model to build an autonomous driving car
in the real world that uses only one camera as an
environment perception sensor, which can drive at an
adjustable speed and steering range just like a real car.
Furthermore, we choose Jetson Nano as the
computing platform, which makes the autonomous
driving smart car in this article an independent agent.
Since hyperparameters play a vital role in the success
of the model training stage, this article discusses and
conducts a series of experiments on the effects of
different hyperparameters on autonomous driving.
Finally, we propose the optimal hyperparameter
configuration scheme. In addition, we also discussed
the influence of speed gain and steering gain on the
smart car and proposed a set of optimal gain values,
which further improved the performance of the smart
car to achieve road tracks. Finally, we put the smart
car in an unseen scene for experiments to verify the
applicability of the optimal hyperparameter
configuration scheme proposed in this article. In total,
we compared 48 sets of hyperparameter configuration
schemes, found possible optimal combinations, and
trained the optimal model. In addition, we also compared
five sets of speed gain values and five sets of steering
gain values and found the optimal gain value. In
addition, we also compared the optimal autonomous
driving model with three groups of other models
and achieved road-tracking experiments in unseen
scenarios.

II. LITERATURE REVIEW

In recent years, autonomous driving technology
has developed rapidly, and there has been much
research on the hardware and hyperparameters of
autonomous driving smart cars.

A. Hardware Improvement of Autonomous Driving
Smart Cars

Research on autonomous driving is usually divided
into virtual and real experiments. Most researchers use
virtual platforms to ensure the safety and convenience
of experiments. Lin et al. achieved road tracking in
a virtual environment. After the trained virtual car
obtains its position relative to the track, it can use
this information as the basis for feedback control
and eventually achieve road track in the simulator
[3]. However, the results obtained in the virtual
environment are usually affected by sunlight, shadows,
chromatic aberrations, and noise when migrated to
the real world, resulting in poor autonomous driving
performance in the real world. Therefore, researchers
have gradually used self-made cars to achieve
autonomous driving research in the real world.
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In this article, autonomous driving smart cars are
roughly divided into two categories: toy cars and smart
cars. Most research is based on toy cars and modified
to build autonomous driving cars. As shown in
Fig. 1(a), Hossain et al. aimed to build autonomous
driving cars using very low-cost and readily available
hardware, so they developed a low-cost mini rover
using a toy car that could roam around the area it
wanted to observe [4]. As shown in Fig. 1(b), Karni
et al. also researched autonomous driving cars
based on toy cars, aiming to achieve the task of road
tracking [5]. However, the disadvantage of the toy
car is that the experiment can only be carried out at
a fixed speed and a fixed angle for steering. In the
experiment, the actual operation effect of the toy car
is often affected because the speed and steering gain
cannot be adjusted. Therefore, we improved on this
in our research. We propose to build an autonomous
driving smart car that can adjust the speed and steering
gain to ensure the improvement of the autonomous
driving performance of the smart car.

B il
-
R |

: - (b)
Fig. 1. (a) Autonomous driving toy car by Hossain et al., (b)
Autonomous driving toy car by Karni et al.

With the improvement of technology, most research
often installs many sensors on the autonomous car to
make the car easy to achieve the experimental task.
The environmental perception part of the autonomous
driving car is divided into two types: a combination
of multiple sensors, either only using a camera as a
sensor. Igbal et al. to enable the car to achieve road
tracking, infrared and ultrasonic sensors are installed
on the autonomous driving car [17]. Banerjee et al.
install radar sensors on the autonomous car, and radar
sensors detect the safe distance between the vehicle
and obstacles [6]. This article proposes to use only a
camera as a sensor for environmental perception and
the road tracking task, which can make the car imitate
human behavior to the greatest extent.

Choosing an excellent mainboard is also an approach
to improving autonomous driving performance. Many
mainboards cannot achieve deep learning or rein-
forcement learning tasks independently due to their
lack of computational power. A computer is needed as
a back-end to assist in achieving the tasks. Yuenyong
et al. chose Arduino as the mainboard of a small RC
car to achieve reinforcement learning tasks, but the
disadvantage is that Arduino is only a specific
purpose microcontroller and cannot handle research
that requires large-scale computing. They need to use
a computer with a GTX 980Ti GPU as the back-end

for data calculation and connect the computer to the
car using Bluetooth [8]. Do et al. although the use of
Raspberry Pi solves the problem that Arduino cannot
handle large-scale computing, the performance
of Raspberry Pi is also limited due to the lack of
a powerful GPU [9]. Therefore, this article proposes
to use Jetson Nano as a smart car computing platform,
which supports most of the current deep learning
frameworks and contains a powerful GPU, which
allows the autonomous driving car to achieve all
research independently.

As the test link of autonomous driving, the design
of the autonomous driving track is critical. As shown
in Fig. 2, Zhang et al. and Li et al. only test the road
track by building a simple circular track task [10], [11],
which is far from enough because the performance
of the smart car when passing through the curve
can better test the autonomous driving ability of the
smart car. Therefore, this article designs two different
complex tracks to increase the diversity of autonomous
driving tracks and restore the authenticity of racing
tracks in real life as much as possible.

Fig. 2. (a) The track of Zhang et al., (b) The track of Li et al.

B. Research on Hyperparameters in Autonomous
Driving

In addition to building an autonomous driving smart
car, achieving the task of road tracking also requires
setting the optimal hyperparameter configuration
scheme before starting the training phase of the neural
network. These hyperparameters include the neural
network, batch size, epoch, and different datasets.
These hyperparameters have a significant impact
on the training of the model and the performance of
autonomous driving.

1) Deep Neural Network

Autonomous driving technology requires
many deep-learning algorithms to process complex
data. Deep learning is a multi-layer perceptron that
includes an input layer, multiple hidden layers, and
an output layer, which can be composed of numerous
processing layers. It is very good at finding complex
structures in high-dimensional data. Deep learning
uses backpropagation algorithms to instruct machines
to change their internal parameters to find complex
systems in large datasets [18]. Fig. 3 is a multi-layer
neural network described by the backpropagation
algorithm, which is a three-layer neural network
consisting of an input layer with two input units, two
hidden layers, and an output layer [19].

Indexed in the Thai-Journal Citation Index (TCI 2)



4 INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY, Vol. 7, No. 1 January-June 2023

Input layer

Feature

»
CNN o Learning

» Classification

Output layer

Fig. 3. Convolutional neural network architecture diagram

In deep learning, many deep neural networks are
commonly used, among which convolutional neural
networks are now more popular.

Convolutional Neural Network (CNN) is a deep
learning neural network for image recognition and
classification [20]. Each input image in the CNN
model goes through a series of convolution layers,
pooling layers, and fully connected layers and applies
the softmax function to classify the objects. The steps
of CNN are roughly divided into four steps: input,
feature learning, classification, and output [21]. The
feature learning step consists of the convolution layer,
excitation layer, and pooling layer. The classification
consists of the flattening layer, fully connected layer,
and softmax classification layer. The specific steps of
CNN are shown in Fig. 4.

Input layer Hidden layer 1 Hidden layer 2 Output layer

Fig. 4. Neural network architecture diagram

Convolution is the first layer and extracts features
from the input image. Convolution uses small squares

of input data to learn image features to preserve the
relationship between pixels. The purpose of convolution
operations is to extract high-level features from the
input image, which has profound implications for
image processing. For example, Fig. 5(a) is an image
matrix with an input image of 7*7, and its image pixel
values are 0 and 1. Fig. 5(b) is a 5*5 filter matrix
called a convolution kernel.

(a) 7*7 image matrix (b) 5*5 filter matrix
Fig. 5. (a) The input image is an image matrix of 7*7, (b) The
filter matrix of 5*5

As shown in Fig. 6(a), multiplying the convolution
of the 7*7 image matrix by the 5*5 filter matrix becomes
a “feature map”. The value in Fig. 6(b) is 4, which
is obtained after one convolution. Convolving the
image with different filters (convolution kernels)
can perform edge detection and blurring operations.
The filter will move to the right by a particular “step
value” until the entire image is walked, completing
the convolution process.
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(@ (b)
Fig. 6. (a) Process of convolution operation, (b) Results of the
convolution operation

After the convolutional layer completes the
convolution and extracts the information in the input
image, it will perform a nonlinear mapping on the
output of the convolutional layer through the excitation
layer because the calculation of the convolutional
layer is still linear, and the data in the real-world
hope what is learned by CNN is a non-negative linear
value.

Pooling is also known as spatial pooling. The
pooling layer has two functions. First, by reducing
the dimension of the feature map, the space size of the
convolutional feature is reduced, and the computing
power required to process the data is reduced. Second,
maintain the process of effectively training the model,
extracting essential features invariant to rotation and
position. Its most common pooling methods are max
pooling and average pooling [22]. The method of the
max pooling layer is to use the maximum value of
each region of the input part to perform max pooling
and generate the max pooling layer, as shown (a) in
Fig. 7. The method of the average pooling layer is to
use the average value of each region of the input part
to perform average pooling (b). Fig. 7 is an example
of the average pooling layer.

23 28 11 8 2 1 8
0 5 2 0 0 1 21 22

13 16 19 12 14 16

(a) Max pooling

21 1 2 17 13 15

g )
1 0

(b) Average pooling

6

6 8 4 1 9 9

Fig. 7. Example of the calculation process of max pooling and
average pooling

The last layer of the CNN starts classification. First,
the matrix is converted into a vector by a flattening
layer, then sent to a fully connected layer. Adding a
fully connected layer is a common way to learn non-
linear high-level features, represented by the output
of a convolutional layer. The combined method

finally classifies the output with a softmax or sigmoid
and a classification function.

‘We summarize the processing steps of convolutional
neural networks. First, the input image is provided to
the convolutional layer. Second, the parameters are
chosen, and filters with stride and padding are applied
if necessary. Next, convolve the image and apply an
activation function to the matrix. Then merge and
reduce the dimensionality. Add as many convolutional
layers as possible. Finally, flatten the output and
send it to a fully connected layer, use the activation
function to output the class, and merge the classified
images.

Much research also uses different networks based
on CNN for experiments in the current research.
Do et al. proposed a 9-layer structure, including five
convolutional layers, and four fully connected layers to
form a new deep neural network, and build a monocular
vision autonomous car with Raspberry Pi as the
mainboard, using the end-to-end method to directly
map the input image to the predicted steering angle
as the output, and finally achieved the road tracking
task [9]. Rausch et al. proposed a convolutional
neural network consisting of three convolutional
layers, two pooling layers, and one fully connected
layer for end-to-end driving of the autonomous driving
car. The trained terminal controller of the network
directly transmits instructions through the mapping
relationship between pixel data and steering
commands, enabling the smart car to achieve the task
of autonomous driving [12]. In the above research,
the experimental results are directly related to deep
neural networks. Therefore, we propose to use ResNet
as the basic model, train different ResNet networks,
explore the impact of different neural networks on
autonomous driving, and select the optimal neural
network to achieve the road tracking experiment.

2) Batch Size and Epoch

Batch size and epoch play an essential role in
the model training process. Radiuk et al. researched
a parameter of the training set: batch size. The goal
was to find out the effect of the batch size on the
performance of the neural network. They used the
MNIST dataset and CIFAR-10 datasets to obtain
consistent results and concluded that batch size affects
experimental accuracy [13]. In the research of Choi,
he fixed other hyperparameter values, and the neural
network was trained for ten different batch sizes and
obtained the logarithm of the quadratic relationship
between the total training time and batch size [14].
However, they did not extend the results to other
research. The research on epoch is also gradually
increasing. In training the neural network of autonomous
driving, Chowdhuri et al. neneedso choose the epoch
that minimizes the average error of the network, which
occurs at the 23rd epoch [15]. Koci¢ et al. proposed
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an end-to-end deep neural network, J-Net, for
autonomous driving, where J-Net provided the best
driving performance when trained for sixth epochs
[16]. We found that the epoch interval of the best
training model is different, and the choice of epoch
affects the fitting degree of the neural network.
Therefore, this article will research batch size and
epoch and propose their optimal hyperparameters for
road-tracking experiments.

To sum up, this article will explore the influence
of hyperparameters on model training and the actual
operation effect of autonomous driving and propose
an optimal configuration scheme of hyperparameters,
which will ultimately enable the autonomous driving
smart car to achieve the road tracking task. We will
elaborate on the construction of the smart car and the
autonomous driving track.

III. OUR APPROACH

This article proposes a set of optimal hyperparameter
configuration schemes and independently builds an
autonomous driving smart car and achieves road
tracking in the real world. In addition, we also conducted
experiments to adjust the speed and steering gain
and proposed a set of optimal gain values, which can
further improve the performance of the smart car.
We trained the optimal autonomous driving model
using the optimal hyperparameter configuration and
compared it with existing research and other neural
network models. Finally, to verify the applicability
of our model, we also test in unseen scenarios. The
detailed flow chart of this research is shown in Fig. 8.

Neural network

The neural network architecture of ResNet-18

Block A Block B Block C Block E
] ;}‘ Output Task
SRE ]
Input image 224*224 | | s hs | 5l \ B ;
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o 99 B
:ﬂ [} N o
The neural network architecture of ResNet-50 !
Turning angle
Block A Block B*3 Block C*4 Block D*6 Block E*3
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Fig. 8. Overview of the detailed process for achieving road tracking

A. Hardware settings of the Jetson Nano Autonomous
Driving Smart Car

The hardware connection diagram of the Jetson
Nano autonomous driving smart car is shown in Fig. 9.

We chose Jetson Nano as the mainboard of the smart
car, and the Jetson Nano is the center to send control
signals to various components of the smart car so
that the smart car can achieve the road tracking task.
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Power supply module

Control
Motor Motor control Jetson Nano Camera
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Control Signal d et Data collection
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Road tracking

Training model

Dataset

Fig. 9. The hardware framework of Jetson Nano smart car

1) Jetson Nano Mainboard

This article uses a smart car with only one
camera as a sensor for research and collects data on
the real track through the camera of the smart car
for model training. Also, most of the research uses
Raspberry Pi or Arduino as the mainboard for
intelligent agents, but Arduino alone cannot do deep
learning. The computing power and efficiency of the
Raspberry Pi are low, and it cannot carry complex
deep learning networks. We propose to use Jetson
Nano as the mainboard of the smart car, which has
a powerful GPU. The CPU of the Jetson Nano is a
quad-core Cortex-A57, and the GPU is a graphics
card of the NVIDIA Maxwell architecture. It has
128 CUDA units. We train the model using a ResNet
network based on the Pytorch framework to recognize

learning models, obtain faster computing speeds, and
reduce development time by 70%.

TABLE I
MAINBOARD INFORMATION TABLE
List Raspberry Pi 4B NVIDIA Jetson
Nano

Quad-core ARM Quad-core ARM

lane lines and output driving instructions [23], [24].
A picture of the Jetson Nano is shown in Fig. 10.

40PIN
GIPIO
expansion
interface

MIPI CSI camera
interface

DISPLAYPORT
display interface

Micro
USB
interface

HDMI Gigabit

Dc high- USB 3.0

interface  Cihemet

definition interface

interface

Fig. 10. Jetson Nano mainboard

The difference between the Raspberry Pi and
the Jetson Nano is that the Jetson Nano has a higher
performance and a more powerful GPU. As shown
in Table I, Jetson Nano supports many deep learning
frameworks, enabling us to use more complex deep

CPU Cortex-A72 64-bit @  Cortex-A57 64-bit @
1.5 GHz 1.42 GHz
. NVIDIA Maxwell
GPU Br"“‘iﬁ;’g;’_ ﬁf)(’c"re w/128 CUDA cores
@ 921 Mhz
Memory 4 GB LPDDR4 4 GB LPDDR4
Net Gigabit Ethernt/ G‘gabll\t/[Ezthemt/
working Wifi 802.1 lac Key E
Displa 2x micro-HDMI HDMI 2.0 and
Py (up to 4Kp60) eDP 1.1
4x USB 3.0,
USB 2x USB 3.0,2x USB 2.0 USB 2.0 Micro-B
Other 40-pin GPIO 40-pin GPIO
Video H.264/H.265
Encode H264(1080P30) (4Kp30)
Video H.265(4Kp60), H.264/H.265
Decode H.264(1080P60) (4Kp60,2x 4Kp30)
Camera MIPI CSI port*1 MIPI CSI port*2

2) Materials Used in Jetson Nano Smart Car

Using the Jetson Nano mainboard as the core
is an excellent choice for building an autonomous
driving smart car. The smart car has the ability of
independent computing. The smart car perceives the
environment through high-definition cameras and
uses the trained neural network to achieve the road
tracking task. The hardware required to assemble the
smart car is shown in Table II.
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JETSON NANO SMART CAR MATERIAL TABLE

Serial Number Part Specifications/Remarks Quantity
1 Jetson Nano - 1
2 1C Expansion Board - 1
3 Motor 370P 2
4 Servo - 2
5 Smart Car Chassis Including Servo and Camera Mount 1
6 Camera Sony 8 Million HD Camera 1
7 Wireless Network Card - 1
8 Track - 1
9 Battery - 1
10 Smart Car Crawler Gear - 4

3) Jetson Nano Autonomous Driving Smart Car
Achieved
The Jetson Nano autonomous driving smart
car we built using the scale model is shown in Fig.11.
The toy cars in the existing research have simple
structures and can only drive with a fixed speed gain
and a fixed steering gain. Therefore, toy cars often
have reproduction errors during experiments, and toy
cars have poor autonomous driving performance. The
smart car in this article can improve the automatic

driving performance of the smart car by adjusting the
speed and steering gain. In addition, the experimental
effects brought by different speeds and steering gains
will also be different. For example, if the steering gain
is large, the turning range of the smart car will be
large when it is in a curve, and sometimes it will drive
out of the track. Therefore, we will also research the
speed and steering gain of the smart car and strive to
propose an optimal gain value to improve the nomous
driving performance.

Car program control

Decision making
As a library file

>

wn

o

g_.

i Training data collection Model training program

o .

Providg data Transform
Model prediction program Training data conversion program
Provide model
Perceive

Fig. 11. Flowchart for achieving the road tracking of the Jetson Nano smart car
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The achievement of the road tracking task of the
Jetson Nano smart car is shown in Fig.12. It can be
divided into four parts: the car control program, the
training data acquisition program, the model training
program, and the model prediction program.

Fig. 12. Overview of the Jetson Nano autonomous driving smart car

B. Simulation Site Construction

We build a simulation site to simulate the driving
of an autonomous driving car on the road. We added
four corners and an S-curve to a standard circular road
to restore the actual route and facilitate testing the
steering of the Jetson Nano smart car when turning.
The white line is the boundary line of the track, and
the yellow line is the lane line of the track. The width
of the entire track is 44 cm, and the distance between
the yellow and white lines is 22 cm. Using two-lane
lines in two colors can give the smart car better results
in the road tracking experiment. Finally, we collect
data and test the final model in the self-made racing
track to determine the performance of road tracking
under different neural networks, batch sizes, and
different amounts of datasets and epochs. Fig.13
and Fig.14 are schematic diagrams of the smart car
simulation site.

AN

-

Fig.13. Simulation site model diagram

Fig.14. Actual map of the simulation site

C. Use of Neural Networks

The road tracking of the smart car is to collect
a large amount of data and divides it into a training
set and a test set. After deep neural network training,
a model is formed, and the road tracking experiment
is achieved. In this experiment, the lane lines taken
by the camera of the smart car on the self-made track
will be used as training data. The selected deep neural
network is ResNet, and different ResNet neural networks
are used to train under different epochs and batch sizes.
Finally, the quality of the training results is compared.
However, different ResNet neural networks achieve
different effects. To improve the accuracy and impact
of the model as much as possible while the smart car
can be within the limits of Jetson Nano memory and
computing power, we must rationally use different
ResNet neural networks and choose an appropriate
number of datasets, epochs, and batch sizes. This
research compares the verification loss value of the
ResNet-18 neural network and the ResNet-50 neural
network with a certain number of datasets, epochs,
and batch sizes and analyzes the impact of these
hyperparameters on the verification loss value.
Moreover, we will also load the trained model into
the smart car for actual operation and analyze the real
operation effect.

IV. EXPERIMENTAL SETUP

The experimental process is divided into data
collection, model training, and model testing. Finally,
an autonomous driving model is trained to enable the
Jetson Nano smart car to achieve road tracks.

In the data collection stage, we placed the smart
car at different positions on the track and used the
real-time camera as input for data collection. We
collected six sets of datasets, respectively, and this
is to compare the autonomous driving performance
of the smart car with different numbers of datasets.
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During the model training stage, different
hyperparameters have a significant impact on the
performance of the autonomous driving model.
Therefore, we train the autonomous driving model
using different deep neural networks, batch sizes,
epochs, and different datasets and finally propose a
set of optimal hyperparameter configuration schemes.
Finally, we load the trained model on the smart car to
achieve road tracks. We also analyzed the number of
datasets and the impact of different hyperparameters
on autonomous driving according to the actual
operation effect and verification loss value. The
experimental procedure diagram is shown in Fig.15.

(7300 )
e
600 1050 |

ResNet-18
e
ResNet-50

L8 )
Batch size
16

&=

Y
Model testing Road tracking ‘

Fig. 15. Experimental procedure diagram

Model training

S

In addition, we also research the effect of different
speed and steering gains on the performance of road
tracking and propose a set of optimal gain values.
Finally, to verify the applicability of our optimal
autonomous driving model, we will achieve the road
tracking task in unseen and untrained scenarios.

A. Data collection

The first step in this experiment is data collection.
The quality of the training dataset will directly affect
the performance of the autonomous driving model.
The steps of data collection are shown in Fig.16.

‘ Load camera and set the image size ‘

v

‘ Connect handle controller and collect data ‘

’

’ Save image and X,y values ‘

Fig. 16. Diagram of data collection steps

We initialize and display our camera. We choose
to use a 224x224 pixel image as input. We set the
photo to this size to minimize the memory of the
dataset and speed up the training of the model.

Then the approach we take photos with is handle
shooting. We create an instance of the PlayStation
controller and collect images through the buttons on
the controller.

We will place the smart car on different positions
of the track according to the lane line and move the “x”
and “y” sliders to mark the “green dot” in the center
of the lane line during the road tracking experiment.
The position marked by the green dot is the target
position to be reached when the smart car drives.
After the action is completed, press the “L1” button
on the handle to save. At the same time, we will create
a component to display the real-time image feed, the
number of collected images, and the value of the
storage target. It can be seen in Fig. 17 that the number
of collected data is 1050 photos, and the method of
moving the green dots can be seen in Fig. 18.

count | 1050

Fig. 17. Live preview of data collection (1050 represents the number

of photos collected as 1050)

X -0.50

y -0.57

Fig. 18. The method of collecting points (drag X can change the
left and right position of the green dot, and drag Y can change the
distance of the green dot)

Finally, the collected data set is automatically saved
to the corresponding new folder after collecting the
corresponding data. When we train, we will transfer
the data to the PC to load the image and parse the x
and y values in the filename. Fig.19 is an example
of the contents of the data folder. Each photo in the
dataset folder is named with its x and y coordinates.
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Fig. 19. Example of the contents of the data folder

B. Model Training

We can train the optimal autonomous driving
model through model training, and this step is essential.
The model training part aims to use the trained
artificial neural network to reproduce the values when
collecting the data: the x and y values. The steps of
model training are shown in Fig. 20.

Select the different hyperparameters in turn

Load different datasets to the
training set and the testing set

!

‘ Training model ‘

!

‘ Save model ‘

Fig. 20. The steps of model training

In training the model, the dataset will be divided
into the training set and testing set. This research
split the data into 90% as the training set and 10%
as the testing set. The training set is used to train the
autonomous driving model, and the testing set will
be used to verify the accuracy of our trained model.
Then we load the data in batches and shuffle the data.
Most of the current research usually sets batch size=8,
epoch=30 for training. Therefore, our initial batch
size is set to 8, and the initial epoch is set to 30.
we increase the batch size and epoch to 16 and 70,
respectively, depending on the GPUs available in
memory. This allows us to research the effect of
different batch sizes and epochs on the autonomous
driving model.

Next, we use the now popular ResNet-18 and
ResNet-50 neural networks to train the model and
transfer it to the GPU to run the model training
through “CUDA”. Once the model is trained, it
will generate a model file that we will use for road
tracking.

Table III shows the 48 hyperparameter settings
in this experiment. They are trained with different
neural networks, different numbers of datasets,
different batch sizes, and epochs.

TABLE III
HYPERPARAMETER SETTINGS for ROAD TRACKING MODELS

Neural Network Dataset Batch Size Epoch

300

ResNet-18 450 8 30

600

750
ResNet-50 900 16 70

1050

Through model training, we can get the validation
loss value of each model. The validation loss value
can reflect the performance of the model. We also
load the trained autonomous driving model on the
smart car for experiments, which can more accurately
judge the impact of different hyperparameters on
autonomous driving. We can get accurate results by
combining the verification loss value with the actual
operation effect of the smart car.

C. Model Testing

Through the training of the models, we were able
to obtain the validation loss values for each model
separately. The validation loss values can show the
performance of the models on the data, and in order to
get more accurate results, we also need to combine the
real effects of the smart car operation, so we started
the final step of the experiment by loading the trained
models on the smart car and testing the models on a
real track.

We can reduce the reproduction errors of toy cars
often by setting the speed and steering gain. We drive
the smart car with an initial speed and initial steering
angle of 0.65 and 0.21, according to the design
of the smart car. After obtaining the influence of
hyperparameters on the autonomous driving model and
proposing the optimal hyperparameter configuration
scheme, we conduct research on the influence of
the gain value on the autonomous driving model by
adjusting the speed and steering gains and propose
an optimal gain value to improve the road tracking
performance.

When the smart car is driving in a straight
line, no matter what dataset, neural network, batch
size, or epoch, the smart car can achieve excellent
performance. However, when the smart car is driving
on a curve, the performance of different autonomous
driving models can be demonstrated.

Therefore, to accurately compare the actual
performance of autonomous driving models trained
with different hyperparameter configuration schemes,
we selected three points as measurement points at the
S-turn of the self-made racing track.
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We will judge the performance of the smart car
according to two judgment criteria. 1) The distance
between the center of the smart car and the measurement
point when the smart car is driving. The smaller
the distance between the centerline of the smart car
and the measurement point, the better road tracking
performance. 2) When the smart car is driving, the angle
between the center of the smart car and the measurement
point. The smaller the angle that the centerline
of the smart car deviates from the measurement
point, the better the performance of road tracks. The
autonomous driving model it loaded will be better.
In addition, we also marked a standard block on the
map, and we can scale the standard block to the actual
distance to get the accurate distance and angle.
As shown in Fig. 21, P1, P2, and P3 are three
measurement points, respectively. The white squares
marked with green fonts are the standard blocks we
reserved. Fig. 21(a) is the actual track map with
the measurement points and the standard block
marked. Fig. 21(b) is the track model diagram with
marked measurement points and the standard block.
Moreover, we also marked the detailed dimensions
of the track in the track model diagram.

Fig. 21(a). The actual track map with the measurement points and
standard blocks marked

78.8cm 212.1cm

187.8cm
Standard block 133.3cm

290.9cm
Fig. 21(b). The track model diagram with marked measurement

points and the standard block, and detailed dimensions of the track

We shot the video with a camera and tripod during
the experiment, took screenshots when the center of the
smart car passed the measurement point, and measured.
During the experiment, we will keep the light consistent
and the measurement height and position unchanged
to ensure the accuracy of the experiment. The specific
experimental situation is shown in Fig. 22.

&

Fig. 22. Specific experimental situation diagram

We will obtain the performance of 48 models
trained by different hyperparameter configuration
schemes in actual operation through the above
experiments. The next chapter will discuss obtained
validation loss values and actual measurements.

V. EXPERIMENTAL RESULTS AND ANALYSIS

This chapter will describe and analyze the impact
of different neural networks, datasets, batch sizes, and
epochs on the validation loss and the actual operation
effect of smart cars. Finally, we propose an optimal
hyperparameter configuration scheme and train an
optimal autonomous driving model.

A. The Impact of Different Neural Networks, Differ-
ent Datasets, Batch Sizes, and Epochs on the Verifi-
cation Loss Value

The validation loss value can reflect the perfor-
mance of the model. Table IV shows the validation
loss values of our 48 sets of autonomous driving
models trained with different hyperparameter con-
figuration schemes to analyze the effect of different
hyperparameters on the validation loss values.
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TABLE IV
THE VALIDATION LOSS VALUES OF 48 SETS OF AUTONOMOUS DRIVING MODELS TRAINED WITH DIFFERENT
HYPERPARAMETER CONFIGURATION SCHEMES

Neural Batch Neural Batch
Network Dataset Size Epoch Loss Network Dataset Size Epoch Loss
30 0.011001 30 0.013148
8 8
70 0.010553 70 0.005804
300 300
30 0.011973 30 0.011661
16 16
70 0.007873 70 0.006367
30 0.006913 30 0.01226
8 8
70 0.008783 70 0.009035
450 450
30 0.012878 30 0.01102
16 16
70 0.006626 70 0.011696
30 0.011351 30 0.008344
8 8
70 0.008674 70 0.008863
600 600
30 0.011769 30 0.011322
16 16
70 0.011649 70 0.008776
ResNet-18 ResNet-50
30 0.008598 30 0.007925
8 8
70 0.011314 70 0.009001
750 750
30 0.01077 30 0.011043
16 16
70 0.009004 70 0.009863
30 0.011724 30 0.018298
8 8
70 0.014531 70 0.015377
900 900
30 0.019155 30 0.018096
16 16
70 0.012837 70 0.011401
30 0.0214 30 0.018373
8 8
70 0.015585 70 0.019586
1050 1050
30 0.01889 30 0.015242
16 16
70 0.021052 70 0.019499

1) The Impact of Different Neural Networks on
Verification Loss Value
Based on the experimental results of 48 sets of
autonomous driving models, we judge the influence
of different neural networks on the validation loss value.
Fig. 23 is a plot of validation loss results trained with
ResNet-18 and ResNet-50. The horizontal ordinate
is a different setting. For example, “P300_ B8 E30”
means that the dataset is 300 photos, batch size=8,
epoch=30, the blue line represents the model trained
with the ResNet-18 neural network, and the red line
represents the model trained with the ResNet-50
neural network.

As shown in Fig. 23, when the model is trained
with ResNet-50, the validation loss value is generally
lower than the model trained with ResNet-18.
As the depth of the network deepens, the degree of
abstraction of features is higher. The accuracy of the
trained model will increase, and the validation loss
will decrease,

The maximum value appears in “ResNet-18
P1050 B80 E30”, the validation loss value is 0.0214,
and the minimum value appears in “ResNet-50
P300 B8 E707”, and the validation loss value is
0.005804.
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Fig. 23. The results of verification loss for different neural networks

2) The impact of different numbers of datasets on
verification loss value
The amount of data in the dataset also affects
model training. In this research, six datasets with
different numbers of data were selected for training,
and the impact of dataset on the model was explored.
Fig. 24 shows the validation loss results when training
with six datasets.
As shown in Fig. 24, when the dataset is 300

photos, 450 photos
the validation loss

or 900 photos, 1050 photos,
value will fluctuate wildly.

Furthermore, the validation loss is significantly
reduced when using the ResNet-50 neural network.
Through experiments, the number of datasets for
the ResNet-18 neural network is not inversely
proportional to the validation loss value, but for
the ResNet-50 neural network, the larger the
number of datasets, the smaller the validation loss value.
Therefore, the size of the dataset has a more
significant impact on the deep network. As the network
depth deepens, the amount of data required to train
the model also needs to increase.

The impact of different numbers of datasets on verification loss value
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Fig. 24. The results of verification loss for different numbers of datasets

3) The impact of Different Batch Sizes on Verifi-
cation Loss Value
Batch size is a crucial hyperparameter in deep
learning. Batch size will affect memory utilization,
processing speed, and model accuracy. Therefore,
the choice of batch size also affects the quality of the
model.
Most research usually sets the batch size to 8.
We increase the batch size during training to 16

according to the available GPU in memory, set batch
size=8 and 16 for model training, respectively, and
then judge the impact of batch size for model training
and validation loss.

Fig. 25 shows the validation loss results for
batch size=8 and 16 training. It can be seen that
the small batch size has little effect on the model
validation loss.
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The impact of different batch sizes on verification loss value
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Fig. 25. The results of verification loss for different batch sizes

4) The Impact of Different Epochs on Verification
Loss Value
Epoch refers to the number of times to train all
data. Most research usually sets the epoch to 30 for
model training. We also increased the epoch value
to 70 according to the available GPU conditions and
analyzed the impact of different epochs on the model
validation loss value.

Fig. 26 is a plot of the validation loss results for
training with epoch=30 and 70. As shown in Fig. 26,
the validation loss value of the model with epoch=70
is smaller than epoch=30. Therefore, on the premise
that the model does not enter the overfitting state, the
more iterations of weight update, the more epoch, the
smaller the validation loss of the model, and the better
the effect of training the model.

The impact of different epochs on verification loss value
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Fig. 26. The results of verification loss for different epochs

5) Summary of Validation Loss Values of
Models Trained Under Different Hyperparameter
Configuration Schemes

This experiment trains 48 autonomous driving
models according to different hyperparameter
configuration schemes. Fig. 27 shows the validation
loss values for 48 autonomous driving models. From
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Fig. 27, it can be seen that the validation loss values
of the autonomous driving model trained with
ResNet-50 are smaller than those of the model using
ResNet-18. Among them, when the dataset is 300
photos, batch size=8, epoch=70, the validation loss
is the smallest, 0.005804.
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The verification loss value of the 48 hyperparameter
configuration schemes
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Fig. 27. The validation loss values for 48 autonomous driving models

Although the validation loss value can reflect
the performance of the model, when the models are
trained with ResNet-18, the difference in the validation
loss value of each model is very small.

Therefore, to get accurate results, we need to
evaluate further the quality of the autonomous driving
model based on the actual road tracking performance
after loading the model into the smart car. Finally,
an optimal hyperparameter configuration scheme is
proposed.

B. The Impact of Different Neural Networks, Different
Datasets, Batch Sizes, and Epochs on the Actual
Performance of the Smart Car

We load the trained model on the autonomous
driving smart car. We analyze the performance of
autonomous driving models trained by different
hyperparameter configuration schemes by comparing
the average offset distance and average offset angle of
the smart car when passing through 3 measurement
points and analyze different neural networks, different
datasets, batch sizes, and epochs on the actual
performance of the smart car.

Table V shows the actual operating results of the
smart car after loading different autonomous driving
models. The neural network used in Table V (A) is
ResNet-18, and the neural network used in Table V
(B) is ResNet-50.

TABLE V (A)
THE ACTUAL OPERATION RESULTS OF THE SMART CAR (RESNET-18)

Neural Network Dataset Batch Size Epoch Distance (P1 P2 P3) cm Average Distance  Angle (P1 P2 P3)°  Average Angle

30 519 261 224 3.35 16 6 1 7.67

300 8 70 6.2 2.5 0.72 3.14 3 8 5 5.33
16 30 5.4 1.94  0.88 2.74 10 1 4 5

70 456 047 436 3.13 7 7 5 6.33

30 566 1.16  2.66 3.16 1 11 5 5.67

450 8 70 7.51 1.06  0.75 3.11 10 26 19 18.33

16 30 7.38 1.1 2.8 3.76 3 1 7 3.67
70 586  0.64 435 3.62 1 0 11 4
30 442 091 077 2.03 4 2 6 4

600 8 70 3.99 1.66 24 2.68 9 4 0 433
16 30 846 377 186 4.7 1 6 2 3

70 3.91 1.88 1.05 2.28 5 3 3 3.67
ResNet-18 30 524 209 3.04 3.46 4 2 6 4
s 8 70 599 181 13 3.03 5 0 4 3
16 30 6.84 265  0.66 3.38 8 2 5 5

70 6.39 1.13  0.62 2.71 9 0 11 6.67

30 6.59 275 044 3.26 6 3 5 4.67

900 8 70 5.6 1.34 144 2.79 7 7 2 5.33

16 30 5.11 247 14 2.99 17 1 11 9.67
70 5.6 3.18 1.25 3.34 6 5 4 5

30 7.66 192 1.09 3.56 3 11 3 5.67

1050 8 70 6.37 1.99 148 3.28 11 5 3 6.33

16 30 6.28 1.6 0.9 2.93 8 2 6 5.33

70 5.68 1.83  0.66 2.72 9 8 12 9.67
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TABLE V (B)
THE ACTUAL OPERATION RESULTS OF THE SMART CAR (RESNET-50)
Neural Network Dataset Batch Size Epoch Distance (P1 P2 P3) cm Average Distance Angle (P1 P2 P3)° Average Angle

3 30 498 3645 95.36 45.6 15 96 3 38
300 70 732 339 65.65 35.62 3 79 25 35.67
16 30 5.63 2234 3222 20.06 10 18 7 11.67
70 33 2641 51.6 27.1 61 44 41 48.67

3 30 7.59 18.09 24.76 16.81 0 10 17 9
450 70 2.16 2352 88.96 38.21 22 76 153 83.67
16 30 2.17 5.89  10.07 6.04 9 1 33 14.33
70 4.52 632 1345 8.1 43 4 74 40.33
3 30 4.39 2.16 42.72 16.42 14 11 139 54.67

600 70 3.61 435 4593 17.96 25 28 145 66
16 30 2.59 431 1588 7.59 5 19 14 12.67
70 2.07 2242 1036 11.62 21 27 118 55.33

ResNet-50

3 30 092 19.66 23.54 14.71 27 30 44 33.67
750 70 .72 1271 7.76 7.4 1 115 39 51.67
16 30 3.01 2793 17.05 16 19 14 61 31.33
70 346 3376 96.78 44.67 86 1.3 53 46.77
3 30 7.19 2337 57.02 29.19 39 67 15 40.33
900 70 578 23.76  60.94 30.16 54 131 114 99.67

16 30 8.89 11.37 134 11.22 13 39 14 22
70 5.75 4.79 24.67 11.74 71 13 38 40.67

3 30 4.54 5.13  20.14 9.94 27 16 62 35

1050 70 325 1477 3.11 7.04 7 4 34 15
16 30 7.12 6.39 443 5.98 19 19 23 20.33
70 1.36 23.61 6.01 10.33 33 0 74 35.67

1) The Impact of Different Neural Networks on
the Actual Operation Effect of the Model
We judge the impact of different neural
networks on model quality by analyzing the actual
effect of smart car operation. Fig. 28 is the actual
operation of the model trained with ResNet-18 and
ResNet-50. The horizontal ordinate is the autonomous
driving model trained with different hyperparameter
configuration schemes, the ordinate is the average
offset distance when the smart car is driving, and the
second coordinate is the average offset angle.

According to Fig. 28, we can see that although
the validation loss value of ResNet-50 is generally
smaller than that of ResNet-18, the actual performance
of the model trained with ResNet-18 is significantly
better than that of ResNet-50. Moreover, as the number
of photos in the dataset increases, the actual performance
of ResNet-50 gradually improves. Therefore, in
experiments with small datasets, even if a deeper
network can bring better nonlinear expression
capabilities, the actual effect of the ResNet-50 neural
network is still far worse than that of the ResNet-18
neural network.

The impact of different neural networks on the actual operation effect of
the model
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Fig. 28. Actual operation effect diagram of different neural network
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The neural network in the hyperparameter
configuration scheme of this article will choose
ResNet-18 as the neural network.

2) The Impact of Different Numbers of Datasets
on the Actual Operation Effect of the Model

Fig. 29 shows the impact of different numbers
of datasets on the actual operation. From Fig. 29,
we can see that when using ResNet-18 as the neural
network, regardless of the number of photos in the
dataset, the average offset distance and average offset
angle are small, and the fluctuations are flat. However,
when the neural network training is changed to

INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY, Vol. 7, No. 1 January-June 2023

ResNet-50, the average offset distance and offset
angle increase sharply, and the road tracking
experiments do not perform excellently. As the
number of photos increases, the average distance and
angle gradually decrease, and the actual operating
effect gradually improves. This is due to the small
number of our datasets, and ResNet-50 requires
large-scale data to train a model with excellent
performance. This article chooses to use the dataset
of 600 photos with the best overall performance as
the training dataset for the optimal hyperparameter
configuration scheme.

The impact of different numbers of datasets on the actual operation effect of
the model
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Fig. 29. Actual operation effect diagram of different numbers of datasets

3) The Impact of Different Batch Sizes on the
Actual Operation Effect of the Model
From the analysis of batch size in the previous
section, we can conclude that the small batch size
has little effect on the model validation loss value. In
order to further verify the conclusion, we analyzed the
effect of different batch sizes on the actual operation of
the smart car. Fig. 30 shows the actual driving effect of
the model under different batch sizes. The histograms
and curves also represent the actual average offset
distance and angle of the model under different batch
sizes.

—Pics_900_angle

Pics_750_Distance
—Pics_450_angle
—Pics_1050_angle

As shown in Fig. 30, when the neural network
is ResNet-18, the batch size has little effect on the
average offset distance and offset angle. However,
when the neural network is ResNet-50, the model
trained with batch size=16 performs better than the
model trained with batch size=8. Moreover, as the
number of datasets increases, the actual effect of the

model using batch size=16 becomes more and more
stable.

The impact of ditferent batch sizes on the actual operation cffect of the modcl
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Therefore, combined with the analysis of the
verification loss value and the actual performance,
the batch size=8 in the hyperparameter configuration
scheme of this article is used for training with the
ResNet-18 neural network. Under the condition of
ensuring the training accuracy and actual performance,
the training time and GPU consumption are reduced.

1) The Impact of Different Epochs on the Actual
Operation Effect of the Model

19

Fig. 31 shows the effect of different epochs on
the actual performance of the smart car. As shown in
Fig. 31, the actual performance of the model trained
with the ResNet-18 neural network is less affected
by the epoch. However, when the model was trained
with ResNet-50, the average offset distance and angle
of the smart car gradually decreased with increasing
epoch. Furthermore, as the number of photos increases,
the impact of epochs on how well the model runs is
slowly decreasing.

The impact of different epochs on the actual operation effect of the model
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Fig. 31. Actual operation effect diagram of different epochs

Therefore, combined with the selection of
neural network, dataset, and batch size, we set the
epoch in the hyperparameter configuration scheme
of this article to 8, which can effectively reduce the
model training time and memory loss while ensuring
the model accuracy and road tracking performance.

2) Summary of the Actual Operation Effects of
Models Trained Under Different Hyperparameter
Configuration Schemes

Fig. 32 shows the average offset distances
and angles for 48 autonomous driving models
trained according to the different hyperparameter

mm Epoch_70_Distance

100

40

2%

ResNet-50 P750 B16

ResNet-50_P450_B8

ResNet-50 P600 B8

ResNet-50_P750 B8

ResNet-50_P900_BS

ResNet-50_P450 B16

ResNet-50 P300 B16
ResNet-50 P600 B16
ResNet-50_P900_B16
ResNet-50_P1050_BS
ResNet-50_P1030 B16

—Epoch_30_Anglec Epoch_70_Angle

configuration schemes. As shown in Fig. 32, the
model trained using ResNet-18 as a neural network
performs excellent, but the actual operation effect
drops significantly after using ResNet-50 to train the
model. In addition, with the increase in the number of
photos and the increase in batch size, the performance
of the model with ResNet-50 as the neural network
is gradually getting better. It can be seen that the
ResNet-18 neural network can be trained using
small-batch datasets, and the number of datasets, batch
size, and epoch have little effect on its autonomous
driving performance.

The actual operation effect of the 48 hyperparameter configuration schemes
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Fig. 32. The Actual operation effect for 48 autonomous driving models
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Combining the influence of different hyper-
parameters on the verification loss value and the actual

operation effect of the smart car, we propose a set respectively.

of optimal hyperparameter configuration schemes in
which the neural network is ResNet-18, the batch size
is 8, the epoch is 30. The dataset of 600 photos for
training and the optimal autonomous driving model
is obtained. The validation loss value of the optimal
autonomous driving model is 0.011351. When the
road tracking experiment was achieved, the average
offset angle from the measurement point was 2.03cm,
and the average offset angle was 4°.
3) Correlation Analysis of Verification Loss Value
and Actual Operation Effect of Smart Car
In this section, we will focus on analyzing the
relationships between the validation loss value and
the actual performance of the model. Fig. 33 and
Fig. 34 are the relationships between the verification
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loss value and the actual operation of the smart car
when the neural network is ResNet-18 and ResNet-50,

Asshown in Fig. 33 and Fig. 34, when the validation
loss value is extreme (such as the minimum or maximum
value), the change of the actual operating effect
fluctuates wildly, and the performance is not excellent.
When the verification loss value tends to the median,
the variation and fluctuation of the actual operation
effect are small, and the performance is excellent.
Furthermore, the choice of neural network has a
significant impact on the performance of the model.

The verification loss value can reflect the model
training results, but it cannot directly determine the
actual performance of the model. We need to make a
comprehensive judgment on the performance of the
model combined with the verification loss value and
the actual operation effect.
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C. The Impact of Different Speed Gain and Steering
Gain on Road Tracking

The main difference between an autonomous
driving smart car and a toy car is that the smart car
can reduce reproduction errors and improve the
performance of autonomous driving by adjusting
the speed gain and steering gain. Therefore, we will
research the effect of gain value on autonomous
driving performance by adjusting the speed and
steering gain values and find the optimal gain value
in the experimental results. The model used in the
experiment is the optimal autonomous driving model
trained with our proposed optimal hyperparameter
configuration scheme. The neural network is ResNet-18,
the batch size is 8, the epoch is 6, and the dataset is
600 photos.

Since speed gain and steering gain significantly
impact autonomous driving, excessive speed or steering
cause the smart car to drive off the track. Therefore,
we propose a new evaluation criterion that can more
intuitively represent the performance of autonomous
driving models. We set the road tracking task as a
100-point scoring system. If the smart car touches
the white line, 1 point will be deducted from the total
score. 5 points will be deducted from the total score if
the smart car drives off the track. We achieved three
laps of road tracking experiments on the track and
finally calculated the total score. The higher the final
total score, the better the performance of the model,
and we call this criterion the TO criterion. (touch the
white line and off-track)

When the speed gain is below 0.35, the smart car
cannot start the motor at this speed. When the speed
exceeds 0.95, the smart car will drive out of the track
and cannot achieve road tracks. Therefore, we choose
six groups of speed gains for research in the range of
speed gain from 0.35 to 0.95. The steering gain is set
to the default value of 0.21. Table VI (A) shows the
road tracking performance of different speed gains.

TABLE VI (A)
ROAD TRACKING PERFORMANCE FOR DIFFERENT SPEED
GAINS
Speed Gain Touch White Line Off Track  Total Score
0.35 11 1 84
0.5 8 0 92
0.65 6 0 94
0.8 10 1 85
0.95 13 2 77

As shown in Table VI (A), with the increase of the
speed gain, the driving state of the smart car changes
from bad to good and then from good to bad. When
the speed gain is 0.65, the performance of the smart
car to achieve road tracking is the best. Therefore,
0.65 is the optimal speed gain value for the smart car.

When the steering gain is below 0.11, the smart
car loses the ability to turn. When the steering gain is
above 0.31, the smart car is very sensitive to steering
and spins in place. Therefore, we select six groups
of steering gains in the range of 0.11 to 0.31 for the
research. The speed gain was set to the optimal speed
gain value we obtained, 0.65. Table VI (B) shows
the road tracking performance with different steering
gains.

TABLE VI (B)
ROAD TRACKING PERFORMANCE WITH
DIFFERENT STEERING GAINS

Steering Gain Touch White Line Off Track Total Score

0.11 12 1 83
0.16 10 0 90
0.21 6 0 94
0.26 8 2 82
0.31 7 3 78

As shown in Table VI (B), when the steering gain
is 0.21, the smart car has the highest performance
score. 0.21 is the optimal steering gain value for the
smart car. When the steering gain is 0.31, the smart
car will many times drive out of the track.

In summary, we found the optimal gain values,
where the speed gain is 0.65, and the steering gain
is 0.21. Our optimal autonomous driving model
performs best at this gain value.

D. Validation Experiment of the Optimal Hyper-
parameter Configuration Scheme

This article proposes a set of optimal hyper-
pa-rameter configuration schemes and trains the optimal
autonomous driving model, which we call BH-ResNet.
We compare this model with the excellent model
proposed by Gupta P et al., which we call the GP-VGG
model [25]. In addition, we also compare BH-ResNet
with popular neural networks, DenseNet-121 proposed
by Huang et al. [26], and AlexNet proposed by
Krizhevsky et al. [27]. The performance of our
BH-ResNet is validated by comparison with these
existing models. Among them, the optimal speed
gain and the optimal steering gain are applied in the
existing method, and the evaluation standard we use
is the TO criterion.

TABLE VII
COMPARISON TABLE OF BH-RESNET AND

EXCELLENT MODELS

. . Touch
Model ~ Yerification i OfTrack [°!
Loss Value . Score
Line
BH-ResNet 0.011351 6 0 94
GP-VGG 0.121545 14 4 66
DenseNet-121  0.011744 12 1 83
AlexNet 0.011654 8 2 82
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The comparison table of BH-ResNet and the
excellent model is shown in Table VII. In the road
tracking experiment, the validation loss value of
BH-ResNet was lower than that of other models, and
the validation loss of the GP-VGG model was the
highest. In addition, according to the score of the TO
scoring standard, we can see that BH-ResNet has the
highest score of 94 points. Combining the validation
loss value and the TO scoring criteria, the BH-ResNet
model performs best.

E. Road Tracking Experiment in Unseen Scenes

Autonomous driving cars are challenging to
train in all possible environments, so an excellent
autonomous driving model can perform road-tracking
tasks even in unfamiliar environments. Therefore, we
designed a new track, which is a new environment
that the smart car has not seen or trained. Fig. 35 is
an unseen scene environment.

Fig. 35. An unseen scene environment

We conduct road tracking experiments in this
unseen scene to verify the applicability of BH-ResNet.
In addition, the three excellent models in the previous
section are also involved in the experiments, which can
accurately verify the performance of our BH-ResNet.
The judging standard we use is the TO criterion.
Table VIII shows the experimental results under the
unseen scenario.

TABLE VIII
EXPERIMENTAL RESULTS IN THE UNSEEN SCENARIO

Model Touch White Line Off Track  Total Score

BH-ResNet 10 0 90
GP-VGG 17 6 53
DenseNet-121 15 3 70
AlexNet 12 5 63

Table VIII shows that the BH-ResNet model can
also achieve the road tracking task even though the
number of times touching the white line increases
in unseen scenes. This means that our proposed
BH-ResNet model can handle unseen environments,
and the model has broad applicability and utility.
Furthermore, the effects of the remaining three models
are inferior, which shows that the BH-ResNe model

has more ability to predict unfamiliar environments
and a stronger ability to adapt to the external environ-
ment and resist external noise. After being trained in
a limited environment, the smart car can be achieved
road tracking in more unseen scenarios.

F. Summarize of Discussion

1) Using Jetson Nano as the mainboard of the
smart car can allow the car to load more complex and
efficient deep network models, and the calculation
speed is excellent. The smart car can achieve all tasks
independently without needing a computer as a
back-end for processing operations. If the Jetson
Nano is mounted on the toy car, it still cannot get
superior performance, which is caused by the
reproduction error brought by the hardware defect
of the toy car. Therefore, we built an autonomous
driving smart car based on a scale model in the real
world, which can adjust the speed gain and steering
gain, improves the performance of autonomous
driving, and effectively reduces the problem of
reproduction error of toy cars, which improves the
accuracy of the experiment.

2) The hyperparameter setting is a crucial
factor affecting the performance of smart cars. For
different neural networks, we found that the validation
loss values for models trained with ResNet-50 were
generally lower than those trained with ResNet-18.
The validation loss value fluctuates wildly for different
datasets when the dataset is 300 or 1050 photos.
When the dataset is 600 photos, the validation loss
value is small and stable, and we need to choose the
right amount of data according to the neural network
used. The small batch size has little effect on the
model validation loss for different batch sizes. For
different epochs, on the premise that the model does
not enter the overfitting state, the more iterations of
weight update, the smaller the model validation loss.

3) The verification loss value can reflect the
performance of the model. In order to make the
experimental results more reliable, we need to make
judgments based on the actual operation effect of
the smart car. Therefore, we loaded 48 autonomous
driving models into smart cars for actual measurements.
The model trained by ResNet-18 performs significantly
better for different neural networks than the model
trained by ResNet-50. For different numbers of datasets,
the size of the dataset has less impact on the model
with ResNet-18 as the neural network but has a more
significant impact on the model with ResNet-50 as the
neural network, and the larger the number of datasets,
the better the effect. For different batch sizes, when
the neural network is ResNet-50, the batch size has
amore significant impact on the results. For different
epochs. The increase in epochs did not substantially
improve the performance of the model.

4) Choosing the correct hyperparameters is very
important. Based on the research on the verification
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loss value and the actual operation effect of the smart
car, we propose a set of optimal hyperparameter
configuration schemes. The neural network is
ResNet-18, the batch size is 8, and the epoch is 30.
The optimal autonomous driving model BH-ResNet
is obtained by training with a dataset of 600 photos.

5) Our smart car can adjust the speed gain and
steering gain like a real car, so we researched the
influence of the gain value on the smart car and finally
proposed a set of optimal gain values. The optimal
speed gain value is 0.65, and the optimal steering gain
value is 0.21. The optimal gain value can significantly
improve the performance of the smart car.

6) We compare BH-ResNet with three existing
groups of excellent models, and we find that the
BH-ResNet model outperforms other models in
both validation loss value and actual operating effect,
which also verifies the superiority of our model. In
addition, the BH-ResNet model can achieve
road-tracking experiments in unseen scenes. This
demonstrates the practical utility of the model.

VI. CONCLUSION

Road tracking is a critical task in autonomous
driving research. In the research, we use a scale model to
build an autonomous driving smart car with adjustable
speed gain and steering gain, equipped with a Jetson
Nano which includes a high-performance GPU to
achieve the road tracking task. Furthermore, we propose
a set of optimal hyperparameter configuration
schemes and train the optimal autonomous driving
model BH-ResNet, which is proven to achieve road
tracking tasks with excellent performance.

In the model training part, we tested the effect of
different hyperparameters on the model validation
loss value. We found that batch size has less effect on
validation loss, and the different neural networks and
datasets have more effect on validation loss. When
the neural network is ResNet-50, the batch size is 8,
the epoch is 70, and the dataset is 300, the validation
loss is the smallest value of 0.005804. In the actual
experiment part, we found that although the validation
loss of ResNet-50 is lower than that of ResNet-18,
the actual performance is far worse than that of
ResNet-18. In addition, batch size and epoch have
less impact on the model.

Integrating the research of validation loss values
and actual operation effects, we proposed a set of
optimal hyperparameter configuration schemes with
the neural network of ResNet-18, a batch size of 8, an
epoch of 30, and a set of 600. We trained the optimal
autonomous driving model BH-ResNet.

In addition, we found that when the speed gain
and steering gain increase, the number of times the
smart car drives out of the track increases, and when
the speed gain and steering gain decrease, the number

of times the smart car touches the white line increases.
When the speed gain is 0.65 and the steering gain is
0.21, the performance of the smart car to achieve the
road tracking task is the best.

We compared BH-ResNet with DenseNet-121,
Alexnet, and GP-VGG and found that all models can
achieve road track, but DenseNet-121, Alexnet, and
GP-VGGQG all have problems with touching the line or
driving off the track when turning, with a total score
of 83, 82, and 66, respectively. BH-ResNet has the
highest score of 94. Compared with GP-VGG, the
performance of the BH-ResNet model is improved
by 42.4%.

A good model should have the ability to handle the
unseen environment. Therefore, we designed a new
track and proved that BH-ResNet could still achieve
road tracking with high performance in an unseen
environment. The existing models all showed many
touchlines and driving off the track, with DenseNet-121
scoring 70, AlexNet scoring 63, and GP-VGG
scoring 53. Our BH-ResNet has the highest score of
90. Compared with GP-VGG, the BH-ResNet model
outperforms 69.8% in unseen environments.
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Abstract—Modern object detection methods
are mostly comprised of feature extractor parts and
detection parts. With the rise of Vision Transformers
and more advanced variants of Convolutional
Neural Networks, we present the comparative
experimental results of using different feature
extractors on the Cascade Faster R-CNN object
detection technique. We also prove the significance
of using the complete pre-trained weight for the
entire object detection model over the slight increase
in feature extractor performance but need to
randomly initialize all detection layers. The trained
models were evaluated using the mean Average
Precision (mAP) metric on the unseen laboratory-
generated data and also visual evaluation of real-
world data from medical diagnoses. The modern
Vision Transformer techniques such as PVT and
Swin significantly outperformed the traditional
Convolutional Neural Network model such as
ResNet or ResNeXt with PVT V2 achieved 78%
mAP at IOU 0.7 with only the feature extractor
pre-trained on ImageNet dataset compared to
60.5% of ResNet 101 and 59.2% of ResNeXt 101-
64x4 with similar weight initialization. The results
also show a significant increase in the accuracy of
using the pre-trained model entirely as a weight
initializer in every layer but the final output.
ResNet 50 and ResNet 101 achieved 75.6% and
77.2% mAPrespectively. A significant improvement
over 59.5% and 60.5%. ResNeXt with a pre-trained
detector also achieved 78.8% and 79.2% on 64 and
32 cardinality sizes respectively, actually better
than PVT V2 with only random weight initialized
on the detector part.

Index Terms—Deep Learning, Microscopic
Images, Object Detection, Vision Transformer
I. INTRODUCTION

Liver cancer is one of the leading causes of cancer
death [1]. Opisthorchis Vivertini or OV (also known

as liver fluke) is one of the causes of liver cancer.
Liver fluke infection is generally caused by raw fish
consumption which is very common in the northeastern
region of Thailand. The accumulation of liver fluke
will eventually lead to liver cancer if not properly
treated.

While it is possible to detect parasite infection
by analyzing fecal slides, liver fluke is not the only
parasite detectable by this method. Other parasites
such as Minute Intestinal Flukes (MIF) has very
similar eggs compared to liver fluke as shown in
Fig. 1. However, they, infect different organs and
cause different health problems.

With the similarity of different parasites detectable
by the same method, visually differentiating them
would be time-consuming even for experts. With the
advances in computer vision research, it is possible
to automatically detect and classify the parasite eggs
in the digital images of fecal slides.

II. LITERATURE REVIEW

Many modern object detection techniques such
as RetinaNet [2], Cascade R-CNN [3], DETR [4],
and Yolact [5] rely on the use of large convolutional
neural networks as feature extraction part of the
detector (also known as backbones). Several
convolutional neural networks of various depths
such as ResNet or ResNeXt that has been trained on
image classification task can be used. The results from
several works showed that more accurate backbones
made higher accuracy detectors at the cost of the
lowered speed.

Recently, new techniques such as Vision Transformer
[6] surpassed both ResNet and ResNeXt in the
image classification task. Therefore Transformer-
based backbones seem to be an interesting approach
for object detection as well.

This paper aims to explore the difference in the
performance of an object detection technique with
different backbone configurations when used in
microscopic images of parasite eggs.
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III. DATA

The dataset was divided into 2 parts, the laboratory-
generated images with bounding box annotations for
training and comparative evaluation and the real-
world images from medical diagnoses but without
annotations for visual testing.

There were 3,237 annotated images in total, with
1,684 being MIF and 1,553 being OV. They were

split into 2,465 training images and 772 evaluation
images.

The real-world image data consist of 1,320 images
with some of them duplicated. We test all the images
and select a sample of them that showed distinctions
between each model.

The examples of the data are shown in Fig. 1 the
real-world images are shown in Fig. 2.
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Fig. 1. Example images from the laboratory-generated data, the left image contains only MIF eggs and the right image contains OV eggs.

Fig. 2. Example images from the real medical diagnosis data. The left image is MIF while the right image is OV.

IV. EXPERIMENT

We selected a set of Convolutional Neural Networks
and Vision Transformers that perform well in the
object classification task. Then use each of them
as the feature extraction part of an object detection
model and compare the results using object detection
metrics.

We used the modular object detection framework
MMDetection [7] to train and test all models for
consistency. We chose the Cascade Faster R-CNN [3]
as the base object detection technique and ResNet 50

as the baseline backbone. The comparisons of
Cascade Faster R-CNN and other detectors are shown
in Fig. 4 to Fig. 5 and Table I

The other configurable parameters for each
backbone such as the type of optimizer and initial
learning rate are based on the backbone’s original
paper while batch size, number of epochs, input image
size, learning rate schedule, and data augmentation
are the same for all experiments.

We used Google’s Colaboratory for training. The
weights of the last epoch of the trained models were
then used for further testing and evaluations.
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Each model was trained for 20 epochs, with the learning rate of 1/1000 of the base learning rate and
learning rate divided by 10 at epochs 16 and 19. We gradually increased to the base learning rate at 500
also used a learning rate warm-up by using the initial iterations.

ImageNet models ~ Images COCO models

\
.:E.

Fig. 3. The diagram of the Cascade R-CNN detector and its backbone, also shows the differences between the COCO models and ImageNet model.

Fig. 4. The comparison of object detection techniques on MIF eggs
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TABLE I
MEAN AVERAGE PRECISION AND COMPUTATION TIME OF EACH TECHNIQUE

Technique Backbone Mean Average Precision (mAP) Speed

0.3 0.5 0.7 0.9  (Frames/Sec)
Deformable DETR ResNet 50 0.847 0.814 0.517 0.001 4.519
YoloV3 DarkNet 53 0.845 0.835 0.723 0.097 8.364
RetinaNet ResNet 101 0.875 0.838 0.737 0.402 4.898
Faster R-CNN ResNet 101 0.873 0.853 0.751 0.426 4.666
Cascade Faster R-CNN ResNet 101 0.860 0.830 0.752 0.462 4.040
RetinaNet ResNet 50 0.888 0.857 0.755 0.433 5.660
Cascade Faster R-CNN ResNet 50 0.870 0.836 0.765 0.482 4.681
GFL ResNeXt 101 DCN 0.919 0.880 0.773 0.366 3.858
DETR ResNet 50 0.916 0.898 0.800 0.096 5.996
Faster R-CNN ResNet 50 0.912 0.885 0.807 0.457 5.474
VFNet ResNet 50 0.944 0.927 0.840 0.565 5.313
GFL ResNet 101 DCN 0.941 0.935 0.875 0.533 4.409
VFNET ResNeXt 101 DCN 0.945 0.937 0.878 0.611 2.506
GFL ResNet 50 0.945 0.941 0.882 0.518 5.770
VFNet ResNet 50 DCN 0.953 0.944 0.897 0.597 4.729

The table is sorted by mAP at IOU 0.7.

Faster R-ONN

Fig. 5. The comparison of object detection techniques on an OV egg
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We also experimented with the effectiveness
of pre-trained models. Because most modern and
high-performance backbones only had pre-trained
weights available for the backbones (all of the ones
we chose were pre-trained from the ImageNet dataset
[8]), not the detector. So we trained another set of
models for each backbone if pre-trained weights for the
detector were available (all of them were pre-trained
from the MS COCO dataset [9]) by using every
layer except the ones that output bounding boxes
and classes from COCO weight. The diagram of the
experimental methodology is shown in Fig. 3.

A. ResNet

ResNet from the paper “Deep Residual Learning
for Image Recognition” by Kaiming He, Xiangyu
Zhang, Shaoqing Ren, and Jian Sun from Microsoft
Research published in 2015. It is one of the major
breakthroughs of machine learning by introducing
the use of residual connection which neutralizes the
“vanishing gradient” problem while training very deep
models. With sufficient accuracy and a lot of flexibility,
it is the de facto standard image classification
and is also widely used as the backbone of most object
detection after 2015, such as Faster R-CNN [10],
Cascade R-CNN [3], RetinaNet [2], and DETR [4].

We selected the intermediate size ResNet 50 and
ResNet 101 for the task. They are small enough to
be able to run at a reasonable speed on a personal
computer while also being accurate enough for our
use.

With ResNet being the baseline backbone for
Cascade R-CNN originally, pre-trained weights of
the object detectors were available for both ResNet
50 and ResNet 101. We trained 2 models for each
depth, one using only ImageNet pre-trained backbone
with the rest of the detector part randomized, and
another one with the entire detector pre-trained on
the MS COCO dataset with only the detection layers
randomized.

All models were trained using Stochastic Gradient
Descend (SGD) optimizer with a base learning rate
0f 0.005, weight decay of 0.0001, and momentum of
0.9.

B. ResNeXt

ResNeXt from the paper “Aggregated Residual
Transformations for Deep Neural Networks” by Saining
Xie, Ross Girshick, Piotr Dollar, Zhuowen Tu, Kaiming
He from Facebook Al Research [11]. It is the follow-up
work of ResNet by increasing the cardinality of the
model, the technique is more efficient than increasing
the depth or width of bigger models.

As the technique relies on making ResNet bigger,
we chose a depth of 101 like the deeper model of
ResNet we chose previously, and 2 cardinality sizes
of 32x4 and 64x4.

As ResNeXt also had MSCoco pre-trained weights
like ResNet, we trained 2 sets of models with ImageNet
and MSCoco pre-trained weights. All models were
trained with the same setup as the ResNet.

C. ResNeSt

ResNeSt or “Split-Attention Networks™ [12]. The
technique utilized Attention Layers on the model that
is essentially a ResNeXt. With Attention mechanism
significantly improve the accuracy of the model
without much speed decrease.

We chose 2 models with 50 and 101 depths, much
like the ResNet.

Only ImageNet weights were available for ResNeSt.
Both models were trained using the same setup as
ResNet.

D. PVT

PVT or Pyramid Vision Transformer from the
paper “Pyramid vision transformer: A versatile backbone
for dense prediction without convolutions” [13]. The
original Vision Transformer (ViT) [24] was specifically
designed for the image classification task and typically
yields lower resolution outputs and was not suitable
to be used as the backbone of object detection,
segmentation, or similar models. PVT solved that by
performing dimensional reduction similar to standard
convolutional neural networks.

The models were then trained using the Adaptive
Moment Estimation optimizer with weight decay
(AdamW). We used a base learning rate of 0.0001
and a weight decay of 0.0001.

E. Swin

Swin from the paper “Swin Transformer: Hierarchical
Vision Transformer using Shifted Windows” [14]. It
is a vision Transformer technique that improves the
memory consumption of attention layers by using
shifted windows and computing only non-overlapping
areas.

The models were then trained using the Adaptive
Moment Estimation optimizer with weight decay
(AdamW). We used a base learning rate of 0.0001
and a weight decay of 0.0001.

F PVTv2

Animproved version of Pyramid Vision Transformer
by the same authors [15]. The technique made
improvements with the addition of overlapping patch
embedding, the use of convolution layers within the
transformer block, and linear-complexity attention
layers.

Although the technique offers many different
sizes of the model ranging from the smallest BO to
the biggest B5, B3 is the biggest we can use in our
environment. Thus, 2 models were chosen, the smallest
B0 and B3.

Both models were trained using the same setups
as the original PVT.

Indexed in the Thai-Journal Citation Index (TCI 2)



30

V. COMPARATIVE RESULTS

We evaluated the accuracy of the trained models
using the mean Average Precision (mAP) metric on
the laboratory data and measured the processing time
per image processed on an Nvidia GTX1080 GPU
with a batch size of 1. The mAP and speed comparison
is shown in Table II.

We also measured the models’ specificity (true
negative over the total number of pictures without
an object) and sensitivity (true positive over the total
number of pictures with at least an egg) scores. The
results are shown in Table III.

Originally we did not plan to use COCO weights
as only a few backbones had full pre-trained detectors
and instead, we chose to standardize at ImageNet
weights for the backbones and train the detection
part from scratch. Although using the pre-trained
weights generally give better result than training
from scratch especially for small dataset. But with
the detection part of an object detection model being
much smaller than the backbone part we did not
expect much difference. The results however showed
otherwise. The one model that we have tested before
with COCO weights, Cascade Faster R-CNN with
ResNet 101 as the backbone, significantly underper-
formed when trained with only ImageNet weights on
the backbone part and training the detection part from
scratch. Thus, we decided to include COCO weights
whenever possible.
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A. Lab Data

We evaluated the precision of the trained models
using the mean Average Precision (mAP) score on
772 validation images. The score was computed by
the ratio between the true positive (correctly predicted
an object) over the total number of objects. The
predicted boxes were considered true positive when
the area overlapped with the ground truth boxes more
than a certain threshold, this is called Intersection Over
Union (IOU). We select 4 IOU thresholds, 0.3, 0.5,
0.7,and 0.9. We also measure the models’ inferencing
speed using GTX 1080 GPU with 1 image per batch.
The speed was measured using only the average of
the models’ processing time of all images.

As shown in Table II. All Vision Transformer
models significantly outperformed the original ResNet
and ResNeXt when using ImageNet weights. PVT
V2 B0 actually had more precision with ImageNet
weights than ResNet with COCO weights on top
of being fractionally faster than ResNet 101. Note
that ResNeXt had more precision than ResNet when
trained using COCO weights but worse than ResNet
when trained with ImageNet weights.

We then evaluate the sensitivity and specificity
scores of the trained models. The sensitivity score is
calculated by using true positive over the total number
of pictures with at least an egg while specificity is
calculated by true negative over the total number of
pictures without an object. More sensitivity means
fewer parasite eggs were left undetected while more
specificity means fewer false alarms. The results are
shown in Table III.

TABLE 11
ACCURACY IN MEAN A VERAGE PRECISION AND INFERENCE SPEED OF EACH TECHNIQUE.
Backbone Pre-trained Dataset Mean Average Precision (mAP) Speed (images/sec)
0.3 0.5 0.7 0.9
ResNeXt 101-32 ImageNet 0.730 0.674 0.578 0.134 3.944
ResNeXt 101-64 ImageNet 0.742 0.681 0.592 0.127 3.085
ResNet 50 ImageNet 0.745 0.685 0.595 0.157 5.221
ResNet 101 ImageNet 0.752 0.691 0.605 0.157 4.506
ResNeSt 50 ImageNet 0.816 0.765 0.671 0.170 3.441
ResNeSt 101 ImageNet 0.826 0.771 0.674 0.200 3.014
PVT Tiny ImageNet 0.830 0.800 0.732 0.340 4.346
Swin Tiny ImageNet 0.865 0.820 0.733 0.398 4.010
Swin Small ImageNet 0.866 0.831 0.742 0.386 3.332
PVT Small ImageNet 0.844 0.805 0.745 0.359 2.766
ResNet 50 COCO 0.873 0.838 0.756 0.472 5.134
ResNet 101 COCO 0.874 0.850 0.772 0.482 4.441
PVT V2 B0 ImageNet 0.880 0.847 0.775 0.340 4.547
PVT V2 B3 ImageNet 0.885 0.852 0.780 0.417 2.535
ResNeXt 101-64 COCO 0.883 0.862 0.788 0.493 3.133
ResNeXt 101-32 COCO 0.887 0.864 0.792 0.497 3.736

The table is sorted by mAP at IOU 0.7. The technique highlighted in bold fonts is the ones with highest score of speed multiplied by mAP at

10U 0.7 for each dataset.
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TABLE III

SENSITIVITY AND SPECIFICITY SCORE OF EACH TECHNIQUE

Backbone

Pre-trained dataset

MIF ov

Sensitivity Specificity Sensitivity Specificity

ResNeXt 101-32
ResNeXt 101-64
ResNet 50
ResNet 101
ResNeSt 50
ResNeSt 101
PVT Tiny

Swin Tiny

Swin Small
PVT Small
ResNet 50
ResNet 101
PVT V2 B0
PVT V2 B3
ResNeXt 101-64
ResNeXt 101-32

ImageNet
ImageNet
ImageNet
ImageNet
ImageNet
ImageNet
ImageNet
ImageNet
ImageNet
ImageNet
COCO

COCO

ImageNet
ImageNet
COCO

COCO

0.753 0.941 0.766 0.593
0.786 0.947 0.801 0.622
0.782 0.958 0.805 0.639
0.804 0.945 0.826 0.659
0.841 0.963 0.840 0.676
0.863 0.964 0.826 0.684
0.876 0.981 0.840 0.801
0.892 0.965 0.851 0.819
0.914 0.973 0.840 0.830
0.884 0.978 0.833 0.789
0.927 0.996 0.858 0.901
0.937 0.987 0.862 0.908
0.908 0.991 0.865 0.836
0.929 0.980 0.837 0.805
0.943 0.993 0.872 0.918
0.949 0.991 0.862 0.924

B. Real-World Data

We select some images that each technique predicts
differently. For the ImageNet pre-trained models, the
same technique with different model sizes all had an
interesting tendency to predict roughly the same result

as shown in Fig. 7 to Fig. 9. Although the ImageNet
models in general sometimes struggle to predict
anything at all as shown in Fig. 6 compared to the
same image predicted by the COCO models in Fig. 10.
The other results of the ImageNet model compared
to the COCO model are shown in Fig. 10 to Fig.13.
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PVT v2 BO PVT v2 B3

ResNet 50 ResNet 101

ResNeSt 50 ResNeSt 101

ResNeXt 101-32 ResNeXt 101-64

Fig. 6. Example results of an image with a MIF egg from ImageNet models
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PVT v2BO PVT v2 B3

ResNet 101

ResNeSt 50 ) ResNeSt 101

ResNeXt 101-32 ResNeXt 101-64

Swin small Swin tiny

Fig. 7. Example results of an image with a MIF egg from ImageNet models
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Fig. 8. Example results of an image with OV eggs from ImageNet models
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PVT v2 B0

ResNet 101

ResNeSt 50 ResNeSt 101

ResNeXt 101-32 ResNeXt 101-64

Swin small Swin tiny

Fig. 9. Example results of an image with an OV egg from ImageNet models
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ResNet 50 ImageNet ResNet 50 COCO

ResNet 101 m‘et ResNet 101 COCO

ResNeXt 101-32 ImageNet ResNeXt 101-32 COCO

ResNeXt 101-64 ImageNet ResNeXt 101-64 COCO

Fig. 10. Comparison result of a MIF egg between only ImageNet pre-trained backbones with randomized detector weight on the left and the
entire model pre-trained on MS COCO on the right
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ResNet 50 ImageNet ) ResNet 50 COCO

S

ResNet 101 ImageNet ‘ ) ResNet 101 COCO

iG-S

ResNeXt 101-32 Image ~ ResNeXt 101-32 COCO

1o N e B "9 RO vl [

ResNeXt 101-64 ImageNet ResNeXt 101-64 COCO

Fig. 11. Comparison result of a MIF egg between only ImageNet pre-trained backbones with randomized detector weight on the left and the
entire model pre-trained on MS COCO on the right
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Fig. 12. Comparison result of OV eggs between only ImageNet pre-trained backbones with randomized detector weight on the left and the
entire model pre-trained on MS COCO on the right

Indexed in the Thai-Journal Citation Index (TCI 2)



INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY, Vol. 7, No. 1 January-June 2023 39

ResNeXt 101-64 ImageNet

ResNeXt 101-64 COCO

Fig. 13. Comparison result of an OV egg between only ImageNet pre-trained backbones with randomized detector weight on the left and the

entire model pre-trained on MS COCO on the right

Like in the lab data, Vision Transformer models
were significantly better than the original ResNet
and ResNeXt. PVTv2 in particular showed good
classification accuracy on top of, most of the time,
correct object localization even without pre-trained
weight on the detector part. PVT and Swin also had
good localization but not so much for classification.

VI. CONCLUSIONS

Both results from lab data and real-world data
showed that using a higher-performance backbone
can significantly improve the performance of the
detector. But for backbones with a similar level of
performance like ResNet 50 and ResNet 101, the
complete pre-trained weights are much more important
than a little bigger backbone.
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While all Vision Transformer models outperformed
the original ResNet. The fact that the ResNeXt actually
had less precision than ResNet with just ImageNet
while performing better with COCO weights suggests
that the use of pre-trained weights gives different
performance increases for each backbone. Thus, the
result between Vision Transformers themselves may
be inconclusive. Pre-trained weights for the entire
detector for each backbone would be needed for more
complete results.
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Abstract— there are many fake projects on
Kickstarter and Indiegogo, and they are usually
hard to distinguish from real projects. This research
is a pioneer study to try to find a way for helping
humans to identify possible fake projects. We
propose to extract keywords from the projects, the
extracted keywords would give the user a better
understanding of the project. We compared
keyword extraction for crowdfunding projects
by using RAKE, NLTK, LIAAD/YAKE, BERT,
and Gensim models. We measured the keyword
extraction performance of each model using the
precision, recall, and F1 scores. According to the
results, the NLTK model is the most efficient, with
a precision of 54.40% and an F1 of 70.47%.

Index Terms—Kickstarter Projects, Indiegogo
Projects, NLTK, Keyword Extraction

I. INTRODUCTION

There are many projects on the official Kickstarter
and Indiegogo websites, and more projects are being
added each day. Some people use these projects to
deceive others into investing. Even the project has no
way of being able to succeed. According to Kickstarter’s
latest statistics, as of 2021, the average project failure
and investor fraud rate is 60.78%, and the project
success rate is only 39.22%. No published works
are currently focused on research investigating fake
projects on Kickstarter and Indiegogo because it is
very difficult to detect and determine if they are fake
or fraudulent projects that cannot be fulfilled. It is
necessary to use relevant professional knowledge to
examine and understand the project to determine the
likelihood of success rates.

The data in Fig. 1 shows based on the statistics
for 2019', 2020°, and 2021°. We have found that the
success rate of Kickstarter projects is low and the
failure rate is higher than the project completion rate.

" https://www.shorturl.asia/wlvOn (last accessed on 15 October 2021)

To reduce the number of scams from fake projects,
we wanted to understand and learn more about the
project by extracting keywords from project articles
on Kickstarter and Indiegogo. Keyword extraction
is the process of collecting words and phrases from
the text. Generally, a keyword is a word that contains
important information or the text that is the essence
of the article, while some article keywords can be
single words or consist of multiple words [1]. Keyword
retrieval is a very complicated task. In Natural Language
Processing (NLP) research, there are many methods of
extracting core principles. Therefore, in this research,
we try to find the most optimal way to extract keywords
for Kickstarter and Indiegogo projects. The keywords
will be used to find more information like theoretical
principles that correspond to or support that the work
in a project can be made and it really works. Thus,
investors will make better decisions.

Failure rate

100%
80% 59.71%  62.03%  60.78%
60%
40%
20%

0%

B success

& fail

2019 2020 2021
#@success 40.29% 37.97% 39.22%
® fail 59.71% @ 62.03% @ 60.78%

Fig. 1. The failure rate of Kickstarter projects

II. RELATED STUDIES

When we read an article, sometimes we only want
to know the main idea or the article’s essence. Reading
every text in the article will take quite a long time to
understand the content, sometimes we are buried by
information from many texts and loss the focus on
the main ideas of the article. Therefore, by extracting

? https://www.crowdcrux.com/kickstarter-statistics-in-2020/(last accessed on 15 December 2021)
* https://www.kickstarter.com/help/stats (last accessed on 15 December 2021)
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keywords from the article with techniques in NLP,
we can easily understand the main idea faster. There
are many techniques used for keyword extraction in
NLP. We have studied and applied five techniques for
research: NLTK [2], RAKE [3], Gensim [4], YAKE
[5], and BERT [6]. All five techniques are highly
efficient keyword extraction algorithms and the library
of each algorithm can be easily imported for use on
Python platforms. Each technique uses a different
algorithm. For example, RAKE has a list of stop
words, phrase separators, and word separator sets.
While RAKE is extracting keywords from the text
when the system detects a match for the stop word
list. Those words are excluded because they are
considered meaningless. Words that are considered
to carry meanings are associated with the text being
described as bearing content and referred to as content
speech. The input parameters section for the RAKE
algorithm includes a list of stop words and a set of
phrase separators and word separators. Use stops
word and phrase separators to separate text from a
document into important words or sentences. Most
of these optional keywords help researchers to isolate
the exact keywords needed to get information from
the document. But no matter what technique, most
N-gram, TF-IDF [7] word frequencies are used as
statistical properties in keyword selection. Word
frequency (TF) and inverse document frequency
(IDF) are used to evaluate the effectiveness and
importance of keywords in a document. After the
assessment, TF-IDF removes any irrelevant or
unsuitable words for keywords. NLP researcher
Onan et al. proposed a machine-learning method
and additional statistical properties for keyword
separation [8]. Jian Qu et al. also proposed a method
that combines statistical properties and adaptive rules
to separate keywords [9]

Another technique widely used among researchers
is KeyBERT, an easy-to-use keyword extraction
technique. KeyBERT is a keyword extraction library
from BERT embedding to get keywords that are most
representative. KeyBERT has recently been proposed
as a replacement for Word2Vec [10]. The concept of
word2vec is to create a classifier to predict whether
the context word which is likely to occur close to
the target word selected. After that, Word2 Vec takes
the weights obtained from the classifier as word
embedding, but BERT is different because it has its
model and depends on the transformer library [11].
BERT operates in two steps including pre-training
and tuning during pre-training. First, BERT models
are trained without data labels. For customizing the
BERT model start with pre-trained parameters and all
parameters are fine-tuned using labeled data from the
destination application. A distinctive feature of BERT
is its unified architecture for tasks. Therefore, there

is a difference between pre-training architecture and
final downstream architecture.

However, all techniques used to extract words
still need to be optimized and compared to human
word extraction. Overall, the efficiency of automatic
word extraction for English data of each technique is
quite good, but it can also improve the accuracy and
keyword selection criteria used to separate keywords
from articles.

III. OUR APPROACH

For this research, we used information from the
official website of Indiegogo and Kickstarter. We
select projects from a high investment amount of
150 projects, divided into 50 completed projects and
100 unsuccessful projects to learn about fake project
information. We choose the number of unsuccessful
projects over successful ones because there are many
types of unsuccessful projects. For example, a project
that can be accomplished has a theory to support its
creation but suddenly stops, and projects do not continue.
Some projects can create pieces and have a theory to
support them, but they can’t be used in real work. We
will use the information of each project obtained from
the search on the website for keyword extraction from
multiple techniques to get good keywords and suitable
ones. We applied five models, NLTK [2], RAKE [3],
Gensim [4], LIAAD/YAKE [5], BERT [6], and we
then compare them with the keyword extracted by
ten students, nine of them are undergraduates and
one graduate.

A. NLTK

NLTK (Natural Language Toolkit) [2] is an
open-source software and API for NLP (Natural
Language Processing) platform available for Python.
It is a powerful tool for processing text data, parsing,
classification, interception, tagging, semantic reasoning,
and other computational linguistics. Installing the
NLTK Module requires downloading and installing
an additional bundle that will download dictionaries
and other language and grammar frameworks required
for full NLTK functionality. NLTK fully supports
English.

Stop words do not have a clear meaning like ‘and’,
‘a’, ‘it’, and ‘they’ these have a meaningful impact
when we use them to communicate, but these terms
may mean nothing with computer analysis keyword
extraction. Stop words are left in the entire data system
and not included in NLTK text analyses because it is
considered meaningless. Sometimes, using the NLTK
module to extract words from informal articles, for
example, from the internet, might be a problem.
Therefore, we need to train these models on new
datasets with informal languages first.

B. RAKE
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RAKE [3], also known as Rapid Automatic Keyword
Extraction, is a highly effective keyword extraction
technique.

RAKE is based on the observation that common
keywords consist of multiple words with standard
punctuation marks or pauses. Alternatively, we can
say interchangeable words like ‘and’, ‘of”, and ‘that’.
First, the text in the document is split into an array
of words separated by specific words. Secondly, the
array is divided again into successive sequences of
phrase-separated words and stop-word positions.
Finally, the word location is determined. Then, we
will combine words in one location and select them
as keywords.

C. Gensim

Gensim [4] consists of several sub-technical
extraction techniques such as Word2Vec, FastText,
and Latent Semantic Indexing. Gensim automatically
searches for keywords by examining statistically
occurring patterns within its own dictionary.
Furthermore, the techniques within Gensim are
unsupervised. This means that as long as we have
the dictionary, we can easily apply it to other texts.

D. YAKE/LIAAD

YAKE [5] is a way to extract keywords based
on text attributes automatically. It is a keyword
extraction tool in Pyth. This method also provides an
end-to-end keyphrase extraction pipeline to extract
keywords from text documents. It uses a statistical
text feature extracted from a single document to select
the most important text keywords. YAKE’s systems
do not require training on a specific set of documents,
language, and domain size.

E. BERT

BERT [6] uses a mechanism of relational learning
between words of text in the form of a transformer.
The details of the operation of the Transformer are
described by Google [12].

The core principle of BERT is in Transformers,
a new neural network architecture for linguistic
understanding.

Transformers are word-processing models that
involve other words in a sentence. Instead of verbatim
processing, BERT can determine the full context of
a word by looking at the words that come before and
after them. It’s especially useful for understanding
the intent behind a search query. Fig. 2 shows the
procedure of extracting keywords with BERT
pre-training.

Input | Convert _ | Candidates to
embedding "|  document “|  vectors
\4
Calculate
the cosine
Select L
keywords similarity
between
vectors

Fig. 2. Procedure of extracting keywords with BERT pre-training

F. Compare Keywords

In this research, we will manually generate five
keywords to create a ground truth equal to the number
of automatic keywords obtained from each model
to compare with automatic keyword extraction.
Human-generated keywords are done by ten students,
including one undergraduate and one graduate.
We analyzed and selected keywords based on their
meaning, main content of the project, nature of work,
type of work, and benefits.

Table I shows an example of a keyword extraction
with ten students using the method of reading from
each project article. If a student reads and does not
understand the content, he or she will go find more
information regarding the project, whether it’s
through the website, books, or others to understand
the content or the algorithm that is required for
decision-making and selection of keywords. We have
a keyword extraction process as follows: First, we had
nine undergraduate students read the article and select
the right word or benefit for the project. In the second
step, one graduate will compare all the keywords
received from the nine undergraduate students, and
in the last step, one graduate will select five suitable
keywords. Keywords selection is primarily based on
the keywords that are the essence of the content.

TABLE I
AN EXAMPLE OF MANUAL KEYWORDS EXTRACTION
Number Manual Keyword
1 Wheel Reflector
2 Reflector With 360-degree
3 Reflective Power
4 Overlapping Design
5 Gapless Shining

Indexed in the Thai-Journal Citation Index (TCI 2)



44

In Fig. 3 shows a flow chart of the sequence of
steps of keyword extraction with five techniques and
Table II to Table VI shows an example of a keyword
extraction by five techniques: NLTK, RAKE, YAKE/
LIAAD, Gensim, and BERT.

Web >
Project name retrieval Project Data

|

Keywords
Extraction

Fig. 3. Flow chart of extracting keywords by five techniques

TABLE II

AN EXAMPLE OF KEYWORDS EXTRACTION WITH RAKE

Original
Text

FLECTR 360 OMNI — Edition 2020. The wheel
reflector with 360-degree visibility!

FLECTR 360 reflects car headlights wherever
they come from. Sideways, from behind or in
front — simply from ANY direction!

It magically turns your rims into gapless
shining retro-reflectors. Its overlapping design
also doubles its reflective power.

FLECTR 360 OMNI fits oval, round & sharp-edged
rims from 26” and above with a maximum of
32 spokes.

Exclusion: caliper brake wheels without a minimum
curvature of 15 mm above the brake flank.

Output

“Calliper brake wheels”,

“Flectr 360 omni fits oval”,
“Round & sharp-edged rims”,
“Flectr 360 reflects car headlights”,
“Gapless shining retro-reflectors”

TABLE III

AN EXAMPLE OF KEYWORDS EXTRACTION WITH

YAKE/ LIAAD

Original
Text

FLECTR 360 OMNI — Edition 2020. The wheel
reflector with 360-degree visibility!

FLECTR 360 reflects car headlights wherever
they come from. Sideways, from behind or in
front — simply from ANY direction!

It magically turns your rims into gapless shining
retro-reflectors. Its overlapping design also doubles
its reflective power.

FLECTR 360 OMNI fits oval, round & sharp-edged
rims from 26” and above with a maximum of
32 spokes.

Exclusion: caliper brake wheels without a minimum
curvature of 15 mm above the brake flank.

Output

“Feflector 360 reflects car headlights”,
“Feflector 360 reflects car headlights come”,
“Omni edition 2020 wheel reflector 360 degrees”,
“Degree visibility reflector 360 reflects car head-
lights”,

“Visibility reflector 360 reflects car headlights
come”
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TABLE IV

AN EXAMPLE OF KEYWORDS EXTRACTION WITH GENSIM

Original FLECTR 360 OMNI — Edition 2020. The wheel
Text reflector with 360-degree visibility!
FLECTR 360 reflects car headlights wherever
they come from. Sideways, from behind or in
front — simply from ANY direction!
It magically turns your rims into gapless shining
retro-reflectors. Its overlapping design also doubles
its reflective power.
FLECTR 360 OMNI fits oval, round & sharp-edged
rims from 26” and above with a maximum of
32 spokes.
Exclusion: caliper brake wheels without a minimum
curvature of 15 mm above the brake flank.
Output “Reflects”,
“Brake”,
“Reflective”,
“Sharp”,
“Shining”
TABLE V

AN EXAMPLE OF KEYWORDS EXTRACTION WITH BERT

Original FLECTR 360 OMNI — Edition 2020. The wheel
Text Reflector with 360-degree visibility!
FLECTR 360 reflects car headlights wherever
they come from. Sideways, from behind or in
front — simply from ANY direction!
It magically turns your rims into gapless shining
retro-reflectors. Its overlapping design also doubles
its reflective power.
FLECTR 360 OMNI fits oval, round & sharp-edged
rims from 26” and above with a maximum of
32 spokes.
Exclusion: caliper brake wheels without a minimum
curvature of 15 mm above the brake flank.
Ouput  “FLECTR?”,
“Edition”,
“OMNTI”,
“Degree visibility”,
“Wheel reflector”
TABLE VI

AN EXAMPLE OF KEYWORDS EXTRACTION WITH NLTK

Original
Text

FLECTR 360 OMNI — Edition 2020. The wheel
reflector with 360-degree visibility!

FLECTR 360 reflects car headlights wherever
they come from. Sideways, from behind or in
front — simply from ANY direction!

It magically turns your rims into gapless shining
retro-reflectors. Its overlapping design also doubles
its reflective power.

FLECTR 360 OMNI fits oval, round & sharp-edged
rims from 26” and above with a maximum of
32 spokes.

Exclusion: caliper brake wheels without a minimum
curvature of 15 mm above the brake flank.

Output

“Flectr 360 reflects car headlights wherever”,
“Flectr 360 omni — edition 20207,

“Flectr 360 omni fits oval”,

“Overlapping design also doubles”,

“Calliper brake wheels without”
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G. Matching Keywords

Keyword matching is where the keywords obtained
from five algorithms are compared with the keywords
made by ten students. Using the following conditions:
a keyword that matches 100% manual keyword will
get one score point; if it matches 75%, it will get 0.75
points; if it matches 50%, it will get 0.50 points; if it
matches 25%, it will get 0.25 points.

TABLE VII
AN EXAMPLE OF MATCHING KEYWORDS
Number  Manual Keyword NLTK
1 Wheel Reflector “Flectr 360 Reflects
Car Headlights
Wherever”
2 Reflector With “Flectr 360 Omni —
360-degree Edition 20207,
3 Reflective Power “Flectr 360 Omni
Fits Oval”,
4 Overlapping “Overlapping De-
Design sign Also Doubles”,
5 Caliper Brake “Caliper Brake
Wheels Wheels Without”

From Table VII the result of the keyword matching
is 2 points. There are two valid keywords: “overlapping
design” and “caliper brake wheels”.

H. Precision and Recall

To compare each model that was searched for
keywords, we will use precision and recall as a measure.
Precision is the number of keywords that match the
keywords we generate divided by the total number of
keywords we generate. The recall is the total number
of keywords coming out of each model divided by
the number of keywords we define.

|{Manual keyword} U {retrieved keyword}|

recall = {Manual keyword} (1)

Arecallisamanually generated fraction ofakeyword
successfully retrieved.

[{Manual keyword}N{retrieved keyword}| (2)

precoons {retrieved keyword}

Precision is the ratio of Manual keywords to
retrieved keywords.
2 x precision * recall

F=score = (precision + recall) G)

Traditional F measurements are harmonic that
combine precision and recall.

IV. RESULTS AND DISCUSSION
A. Results

In this research, keywords are automatically
obtained by extracting keywords from various modeling
algorithms and are compared with the keywords given
by the 10 students, with nine undergraduate students
reading the paper and choosing the right or useful
word for the project, then one graduate compares
the keywords all received from nine undergraduate
students and five of the appropriate keywords were
selected.

We compare it with the keywords obtained from
each algorithm. The data in Table VIII shows the total
number of keywords retrieved from each algorithm
number of valid keywords and the number of invalid
keywords.

TABLE VIII
ALL RETRIEVED KEYWORDS, VALID KEYWORDS, AND

INVALID KEYWORDS OF DIFFERENT MODEL

List All Keywords Valid Invalid
Keyword Keyword
RAKE 750 333 417
NLTK 750 408 342
YAKE/LIAAD 750 314 436
Gensim 750 227 523
BERT 750 391 359

The data in Table IX shows the results the precision,
recall and F-score of different model: RAKE, NLTK,
YAKE/LIAAD, Gensim and BERT.

TABLE IX
THE PRECISION, RECALL, AND F-SCORE OF DIFFERENT
MODEL.
List Precision Recall F-score
RAKE 44.40% 100% 61.50%
NLTK 54.40% 100% 70.47%
YAKE/LIAAD 41.87% 100% 59.03%
Gensim 30.27% 100% 46.47%
BERT 52.13% 100% 68.53%

The data in Fig. 4 shows the results precision,
and F-score rate of different models: RAKE, NLTK,
YAKE/LIAAD, Gensim, and BERT.
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Precision and F-score rate

80%
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50%
40%
B RAKE
30% B NLTK
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° EBERT

0%

Precision F-score

B RAKE 44.40% 61.50%
BNLTK 54.40% 70.47%
BGensim  30.27% 46.47%
O YAKE 41.87% 59.03%
EIBERT 52.13% 68.53%

Fig. 4. The Precision and F-Score of Different Methods

B. Discussions

When we applied five algorithms: RAKE, NLTK,
LIAAD/YAKE, GENSIM, and BERT, to extract
keywords from a total of 150 projects. We studied
and compared five techniques to find the model that
extracts the best keywords, we also studied the
behavior of keyword extraction in each model and
compared all the keywords extracted in the same
model. We have found the keyword extraction
characteristics of each model: RAKE model the
extracted keywords will focus on the topic, traits,
and abilities mentioned by the article. NLTK model
will focus on the key traits, components, abilities,
models, or versions. LIAAD/YAKE model focuses
on the capabilities and specific words of the content.
The gensim model will focus on a single word that
describes abilities or traits, and finally, the BERT
model will focus on thematic content. It will extract
the keywords into long sentences. It discusses topics,
potentials, and sentences that describe the nature of
the equipment or objects the project will create.

V. CONCLUSION AND FUTURE WORK

There are many projects on Indiegogo and
Kickstarter. Unfortunately, it is not easy to identify
unsuccessful projects. To identify possible fake
information in each project, we need to isolate the
keywords for each project and further analyze the data
for each project. Currently, there are several ways to
extract keywords from the English text. Therefore,

we have compared the effectiveness of keyword
extraction methods for various Indiegogo and Kick-
starter projects through experiments in this research.

To get information about the various factors of
the fake project. So we take the data of 150 projects
for experimentation. There are both successful and
unsuccessful projects. In our experiment, we compared
the keywords extracted from ten students to the
keywords extracted from each algorithm to find an
algorithm that extracts the keywords closest to the
students. We found the NLTK model to be more
efficient than other keyword extraction methods. It
has a precision rate of 54.40% and a 70.47% F score,
with BERT coming in second with a precision rate of
52.13% and a 68.53% F score.

The extracted keywords will make it easier for
investors to search for more information, learn about
the details and theories that support the project, and help
make investment decisions easier. When analyzing
the information obtained, we can determine that the
project is likely to be successful. Such as Project
Titan. As we read about the project, we will focus on
artificial gill technology and size. When we take this
information into further research, we can see that in
theory it can actually be done. However, due to the
small size of the artificial gum, it cannot be used for
artificial respiration for 45 minutes, so this project is
a fake project. The method of separating keywords
from project data is the solution to help investors not
be scammed into investing in fake projects.

This research is a pioneer study to try to find a way
for helping humans to identify possible fake projects,
In the future, we will improve the model and train
algorithms to improve the efficiency of keyword
extraction and we may extend this research by creating
modules to examine projects on Kickstarter and
Indiegogo for identifying possible fake projects.
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Abstract—Design under constraints can be
accomplished properly with the assistance of Product
Design and Development (PDD). Presented in this
study is the development of durability, flexibility, and
accessible briefcase-style bag for work-and-travel
activity. Target customers are set as women who,
mostly, require some details that lead the designers
to comprehend some hidden issues. Providing
enough space and a strong body to store many
stuffs, and preserving items in good condition are
the key considerations. A solid-based baggage cover
can provide a shock-absorption structure, and its
size must not exceed - 40cm x 20cm x 25c¢m. The
weight of the bag plus stuffis determined around 4 kg,
which is the key parameter for Finite Element
Analysis (FEA). Force distribution around the bag
is simulated for safety purposes; when a 1000 N of
the external force (or impact force) delivers a shock
or high impact in a relatively short period of time
on the front/back area of the bag, the developed
bag still in a usable condition; no crack found.
Polycarbonate (PC) - Acrylonitrile Butadiene
Styrene, or ABS plastic material is applied to the
main body of the bag. All analyzed results can be
applied as the key guidelines for the manufacturers
or customers to assist work-and-travel activity
with happiness.

Index Terms—Design and Development, Carry-on
Bag, Finite Element Analysis, Conceptual Design,
Usefulness of Products.

1. INTRODUCTION

Over the past three years, during the COVID-19
pandemic, people have made the decision to pay less
attention to going out for doing some activities, and
some have stayed at home almost all the time where
online foods and products are the choice and key tool
for supporting their basic needs [1]-[5]. However,
some might feel not comfortable living like that as
a twenty-four-seven platform. Besides, as the stay-
at-home lifestyle is prolonged in many parts of the

country, people are getting more about experiencing
worry, unease, or nervousness; typically, about an
imminent event or something with an uncertain
outcome. For instance, if people live in an area where
nonessential travel is advised against, it would not
be a good idea to drive to an outdoor space. A great
way to release these stresses and problems, outdoor
activities are the choice to get a change of environment.
Since, at this particular moment, people are facing
on-and-off services in the middle of the coronavirus
pandemic, not all outdoor activities are allowed to
do as a full option/version. Some outdoor activities
are not engaged right now; luckily, some are safe,
which can help give people a much-needed mental
reset. Traveling is a good choice and is recommended
as one of the popular activities to do. For supporting
this activity, proposed in this study is about how to
provide an easy-to-access product with durability plus
flexibility where a “carry-on bag” is applied as the
case study.

Since, “Quality of life” can be expressed as an
individual’s perception of their position in life in the
context of the culture and value systems in which
they live and in relation to their goals, expectations,
standards, and concerns. For supporting this issue,
current, many researchers have tried to provide specific
concepts and approaches for supporting the
COVID-19 pandemic to enhance the quality of
life of people in various fields; fundamental needs,
logistics, medical services and facilities, traveling issues,
automotive, and transportation [8]-[11]. When the
day-to-day of our lives is already super-stressful,
people have tried to find ways for reducing stress by
doing outside activities where traveling and visiting
nature experienced can greater decrease stress than
those who perform either indoor activities or who
watch nature programming on visual reality platforms
for the same amount of time. From the obtained
results, someone who is depressed may have mood
swings, changing environment can make their mood
improve more. These have led to the proposed
approach to introduce an alternative design of a
carry-on bag, which can support users who would like
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to perform tasks while traveling where the conditions
or the item(s) inside can be preserved as the original
conditions.

II. RESEARCH BACKGROUND

In order to extract and reveal the blind spot of
business, gender is the most powerful determinant of
how to see everything in the world — different viewpoint,
different gender. With this keyword — “gender”, it
is more significant than age, income, ethnicity, or
geography. Recently, for creating and developing a
new design of the product, a design team has started
with launching a set of questionnaires to both men and
women (target) customers [12], even if some products
are emphasized to sell to men such as clothes, shoes,
socks, shaving, or sportswear. Since women have a
multiplier effect. They are multiple markets in one.
Because women serve as primary caregivers for
children and the elderly in virtually every society
in the world, women buy on behalf of the people
who live in their households, as well as for extended
family (such as older parents and in-laws) and friends.

A. The Status of Women in Society

There are 1.4 million more women who are licensed
to drive than men. Women also tend to purchase more
new cars than used ones, with 62% of new cars in the
country being purchased by women [13]. Women
influence 7 trillion dollars of spending annually and
influence 83% of all consumer spending [14]. From
this viewpoint, it can convey and imply the trend of
work-and-travel platforms in women that is growing
up day by day. Moreover, as a growing number of
women are buying cars, it is now crucial for entre-
preneurs to create facilities or special items to support
women’s needs to work with a smile while traveling. In
Thailand in some areas like downtown — metropolitan
areas, people have spent more time traveling on the
road because of traffic jams. Some minor activities
are raised and performed during that situation. The
situation is better when people drive on a clear road
at night. There is a steady stream of oncoming traffic.
However, the national speed limit applies. Thus,
daytime activity is taken into consideration as the
reference for creating a drafted design of a product
proposed in this study.

B. Concerning the Issue When Women Keep Stuff in
Bags

The target group of customers, in this study, is
considered “the female of age group ranging 15-64
years”, since this range is the main consumer of the
handbags market [ 15]. In general, women can express
their feelings with a clearer view than men; some
hidden issues can be revealed such as the key
considerations of the desired product that should
provide durability, reliability, safety, and affordability

characteristics. Whereas, from the men’s viewpoints,
they are more drawn to interior layout, exterior
styling, technology, and ruggedness. Women define
a successful transaction as getting the exact product
they want, while men are more about negotiating the
best deal [16]-[17].

Normally, the lady keeps the cosmetic in a bag
(purse), and a small container at home that provides
stability at room temperature is required and it is
considered as one of the basic needs of women. This
requirement is, also, imprinted as perception where
the case or container required for containing sensitive
stuff inside needs to provide some functions and space
like this case.

[llustrated in Fig. 1 [18] is an example of a cosmetic
box that is available in the market and it contains many
slots plus functions such as light-dimming brightness
application attached to the mirror or compact size of
the drawers. The style of this product type, which
is about the combination between a round-shaped
structure and easy-to-use characteristics of the
product, is mainly constructed based on the knowledge
and skills to enable customers to feel relaxed and at
ease, confident, and assured that their expectations
will be met - even better when exceeded.

\F

Fig.1. The main components of the cosmetic box [18]

However, in the real life and situation of working
women, women, sometimes, forget and put their
makeup sets in the wrong place such as a car or
high-temperature weather environment, which is a
nightmare for the lady.

Comparing among various types of cosmetic items
(e.g., lipstick, blush, foundation, face powder, eye
shadow eyeliner, and mascara) that women need to
own, “lipstick” is the winner, since its concepts are
about “available anywhere, anytime, and to anyone”.
However, it is reported that the structure and chemical
properties are considered the most sensitive product
[19]-[23].

For supporting the design stage of this proposed
study to design a carry-on bag for supporting work-and-
travel activity, the lipstick plus its characters (i.e.,
both physical and chemical terms) are studied and
reviewed as the key component with the assumption
that if the lipstick can maintain its shape and property
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under the provided conditions inside the developed
carry-on bag, the other products can be preserved
their original conditions.

C. Key Factors to Make Customers Feel Comfortable

The design team had found the bright direction
to create the criteria and constraints of the space
(room) with compartments inside the bag, materials
used for making and covering a whole bag, and the
main structure like bag skeleton for supporting force
applied during traveling. However, some hidden
issues such as customer feelings and requirements
for the bag are needed to be revealed in a systematic
way. Sometimes, the target customers do not want to
answer long and too much texts questionnaires since,
in their perception, doing this for unknown people
like a self-administered survey wastes their time. This
style of the questionnaire is designed explicitly to be
completed by a respondent without an interviewer’s
assistance (or bias). Self-administered surveys are
widely used for collecting quantitative research data.
From the known-to-known platform, one of the most
common types of self-administered surveys is mail-in
questionnaires. Online questionnaires sent out to
respondents via email invitations are another example
of a self-administered survey. Apart from paper and
online forms, self-administered surveys also come in
the form of oral tests [24].

However, currently, even if a digital platform and
an easy-to-access application have become famous
and necessary for better living, with this digital
platform, some drawbacks are indicated via distorted
details and wrong instructions since “copy-and-paste”
style can make a new document file in second from an
unknown group of people. They just start to consider
which social media channels of whom contain many
followers and have become famous influencers. Then,
the illegal groups tried to copy the identity of those
people to be theirs by using personal information,
pictures, a product of interest, or an address for selling
prod-up products to innocent target customers. The
forbidden websites or social media platforms do not
exist in terms of registration by known persons. After
they receive money from bank transactions, they are
gone and leave the recent social platform(s), then
they have started a new account with a new name of
another famous influencer [25]-[26].

D. Reasons and Factors Influence Women to Purchase

Recently, the majority of marketing victim who
has decided to purchase product(s) from illegal
websites are women [27]-[29]. To understand more
about some hidden issues plus the reasons why they
have made a decision like those recorded data, the
key factors are taken into consideration.

Factor 1: Reliability, Empathy, and Trust

Once the customers know that the design team or
manufacturers are interested in meeting their needs

rather than selling a product, their comfort level will
increase. The following statements are the key tools
that will support the design team and manufacturers
to meet customer satisfaction.

1) Taking time to find out what customers really
need and want by considering facial expressions or
ways to answer questions is the priority to do. Next,
show them how the design team can meet those
desires. This kind of respect engenders comfort and
trust — this can link to the reliability of the product
and business.

2) The manufacturers must consider are about
“acknowledge and respect diversity”, since women
are as diverse a group as they come. Moreover, during
the 21st century, women are strong and independent
when compared to historical times. Modern women
enjoy having their strength, even after marriage and
having children. Having strength is socially accepted
now because a woman is doing things for herself as
well as others, like working and or furthering their
education while raising children. They can do many
things and almost everything they want to do.

3) A woman’s strength is very important to her
because that is part of what self-confidence is built
upon. This leads to many strong women achieving
goals and accomplishing dreams only to create new
ones that reach even higher. Many women during this
century are strong in the fact that they are an entrepre-
neur/workers as well as a mother, wives, daughters,
and sisters/aunts, among many other titles/roles. The
products launched to this target group should contain
“durability, flexibility, and safety function”.

4) Historically, women were not socially accepted
in the ways that they are now. The best example is
the fact that women can serve in any military branch,
political office, or even any business capacity. Thus,
these can reveal the trend of products that should be
provided with “boyish” which is a style that blends
masculine and feminine trends, and it is considered
as a younger look and more casual than a “mannish
one”. For “Mannish style”, is quite similar to the
“boyish style”’; however, the “Mannish style” is a
masculine (i.e., having qualities or an appearance
traditionally associated with men or boys) focused
fashion most often worn by women with a
professional look. It features masculine items and
oversized items and is meant to accentuate femininity
with masculine clothing.

In summary, when companies or manufacturers
understand the background and respect the roles or
titles of women in a systematic way, and in return,
they will appreciate the respect and the way to afford
them. This might show the good and bright future that
they will choose a brand, service, or product made
by those manufacturers who can maximize customer
loyalty with a smile.
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Factor 2: Classic Requirements from Women's
Viewpoint

This factor is considered as a classic set of data
that are about the tool for supporting the design
and development of a new product. The marketing
and sales strategies for women consumers are also
included in this topic where the “secret” to why
women buy and why they do not. Listed things to
keep in mind when marketing and selling to women
are [30]-[33]:

1) Women are considered the world’s most
powerful consumers, and their impact on the economy
is growing every year.

2) Around 70-80% of all consumer purchasing
is driven by women, through a combination of their
buying power and influence. Influence means that
even when a woman is not paying for supporting
herself, she usually acts as the influencer behind
someone else’s purchase.

3) The concept of “shades of pink or everything
about pink”, sometimes, is not the right choice for
setting as the key strategy. When a product is offered
in only one color, and that color is pink, it conveys
a limited message to the target customers who are
assumed as women or a smaller group compared to
providing varied ranges and shades of color. Not all
women do like the pink item(s). Versatile with flexible
products can increase the selling volume.

4) Service is a key tool and identifier for making
customer retention. Since women tend to change their
minds at critical moments such as seeing bad service
occurred to other customers who are purchasing the
same item from the same manufacturers or service
provider, they decide to quit and leave immediately.
Since they have higher expectations for customer
service. Thus, when manufacturers decide to elevate
the experience for women, this means that they have
been trying to elevate it for everyone with the same
standard.

5) Prices tell about the quality, according to an
e-commerce study, consumers often fall for prices
and miss out on other facts. This usually gives a bad
experience to the customers. We all must have heard
the saying “Good things come at a good price”. Thus,
if we see a good collection of outfits at a very low
price then there is a chance that the quality will be
degraded.

6) Women are getting married at older ages, and
women (and men) are having fewer children than
in previous generations. This implies that they have
more potential to buy something without concerning
much about financial stress.

In summary, the key point results obtained from
this section are about creating a bag to support
work-and-travel activity; four classic requirements
from women’s viewpoints are addressed: durability,
flexibility, safety, easy-to-access, and attractive details.

IIT. RESEARCH CONCEPT

In order to create a conceptual design and platform
of anew product, the key considerations are “durability,
flexibility, and easy-to-access concepts” where the
concept of Product Design and Development (PDD)
is applied. PDD consists of five main stages concept
development, system-level design, detailed design,
testing and refinement, and production ramp-up, as
shown in Fig. 2.

[ I I I 1
Concept System-Level Detailed Testing & Production
Development Design Design Refinement Ramp-up

Fig. 2. Five phases of PDD for creating a new product

A. Concept Development Stage

For supporting the design team to create a drafted
model of a carry-on bag, the combination of water-
proof cooler food storage (thermo-bag style) (Fig. 3)
and a briefcase-design platform with a small size is
applied as the reference model (Fig. 4). Besides, in
order to accomplish creating a drafted design of a
new bag, the concept called “3Fs — Form, Fit, and
Function” is applied. Moreover, after identifying the
drafted ideas about the direction to go for creating a
carry-on bag, the proper number of respondents who
are the target customers, the classic method that is
sample size analysis is discussed.

Fig. 3. Waterproof-cooler food storage (thermo-bag style) for sup-
porting outdoor activity with insulated pouch accessories item [34]

Fig. 4. Small compact 4-wheeled briefcases with 3.23 1-kg weight [35]

o Form/Fit/Function-Guidelines for A New Design
The form is expressed the physical characteristic
or looking of the future product expected to be made
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by a design team. The proper references (i.e., the
existing products available in the real market) are
raised and extracted into main components.

For the waterproof-cooler food storage illustrated
in Fig. 3, the outer surface of the main body is
made from EVA material plus Oxford cloth, which
can support waterproof characteristics and provide
lightweight, and stylish. However, the cushion
material is not found in this bag. Carrying a digital
device or tablet with this bag style is not a choice.

For the small compact 4-wheeled briefs, the
design and function provided can match the work-and-
travel platform since some digital gadgets and devices
can be properly supported compared to the previous
style — soft thermo-bag design. However, the weight
of the 4-wheeled briefcase, which is made from poly-
carbonate and polyester materials, is the main concern
— that women might feel worried about it.

Moreover, for supporting traveling activity via
airline channels, the size of the bag is the main concern.
Carry-on baggage allowance can vary according to
the airline, the cabin class customers are traveling in,
and even the size of the aircraft. As a general guide,
carry-on baggage should have a maximum length of
22 in (56 cm), a width of 18 in (45 cm), and a depth of
10 in (25 cm) [36]. [llustrated in Fig. 5 is an example
of baggage restrictions announced by airlines [37].
For the hand baggage, all customers are permitted to
carry one piece of hand luggage and one small item
(handbag/ laptop) on board. Hand luggage must not
exceed 56cm x 45¢m x 25¢m, and the small item must
be no bigger than 40cm x 30cm x 15cm. Both items
can weigh up to 23 kg each.

This information is conveyed to the customers
to avoid paying for fees, if the hand baggage exceeds
the limit, it will be checked into the hold. This can be
added to the customer’s checked baggage allowance.
However, if it exceeds this, the customer will be
charged the airport’s excess baggage fees [37].

Small Bag
40 x30x15cm

A 56 o
40 cm

/15 cm /55 cm

30cm 45cm

Overhead Cabin Bag
56 x 45 x 25 cm

Fig. 5. Baggage restrictions [37]

» Sample Size Analysis
The sample size is the number of completed
responses the survey receives. The sample size of this
research represents part of the group of the people or
target population. This research focuses on work-and-

travel supportive bags where conducting the surveys
of women’s favorite activities with the assistance of
a statistically significant sample size can help to find
out what issues are a greater concern [38]. In general,
considering customer perceptions and behaviors from
their experiences cannot obtain the exact direction of
answers — biases are found. The biases are mentioned
as beliefs, which are not initiated by known facts
about someone or about a particular group of
individuals [39]. For surveying the favorite activities
performed by women, the measures of satisfaction
level can be expressed as facial emotions or mood-and-
tone during the conversation; however, when an online-
questionnaire platform has become a vital technology
and popular, the total time spent answering question
set is taken into consideration as a tool for measuring
and showing a willingness to work on the assigned
task. When the respondents submit the question set
with too fast or too slow, these imply about lack of
concentration or consciousness to perform the task.
Besides, this can imply consciousness which is a
function of mind, understanding, reasons, emotion,
and instinct interacting with memory. The conscious
ability can be improved by gaining more information
in memory through learning and experiencing new
things. Thus, the proper way to inform the target
customers before answering questionnaires is to
provide “a storytelling of carry-on bag” to them in
concise words - 5 to 7 sentences. For providing a whole
frame of research to motivate their concentration.
They will then use their intellect to override their
emotions following the contents provided. Thus,
they can focus on the task at hand. Whereas less key
information is provided as the preface details, a lack
of concentration occurs. Age, culture, place to live,
educational background, carrier, and salary are the
basic demographic variables that are included in the
surveys [40].

The researchers have studied the perceptions and
behaviors of people who live in the capital city (i.e.,
the Bangkok metropolitan region) and the survey
questions were constructed to assess how people feel
about favorite activities. The researchers did not have
much information on the subject to begin with, so
assumed that half of the respondents decide to travel
and bring assigned task to do at that moment; this
gave us maximum variability - Equation (1) is applied
[41], [42]:

Equation 1: ,

((Z) xpxq) =n, 0

(e)?
where

e  isthe desired level of precision (the margin
of error, or confidence interval)

p  isthe estimated proportion of the population
that has the attribute in question

q is1-p.
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Therefore, in this study, p = 0.5 indicates 95%
confidence, and at least 5% —plus or minus—precision.
A 95% confidence level gave Z values of 1.96, per
the normal tables, giving

(1.96)?x 0.5 x 0.5
( (0.05)2 )

From the calculated value, it was found that a
random sample of 385 respondents in the target
population was enough to give the confidence levels
needed. In practice, around 500 online-link of
questionnaires were distributed to the target customers.
At this initial stage of the concept development
phase, 400 respondents returned their answers; these
obtained data were extracted and translated into a
conceptual model of the carry-on bag — 3D CAD
model. Besides, the key points, which are used as
the supportive information plus reasons to select the
proper materials used for creating a carry-on bag, are
“the monthly income” (Table I), and “the favorite
activity” (Table IT) of the target customers. The resulted
presented in Table I presented that the first and second
groups of the monthly income are considered as the
major group of the target customers where the range
of salary is around 35,000 - 100,000 THB (1058.14
- 3023.16 USD). This implies some key points that
they can support work-and-travel platform with less
stress comparing to the average salary in Thailand,
which is 24,500 THB (734 USD) [43].

TABLE I
MONTHLY INCOME OF THE RESPONDENTS
Monthly Salary No. of
- Respondents (%)
(THB) (USD) (400)
<15,000 453.47 36 9
15,001 - 25,000  453.50 - 755.79 56 14
25,001 - 35,000  755.82-1058.11 68 17
35,001 - 50,000 1058.14 - 1511.58 108 27
50,001 - 100,000 1511.61 - 3023.16 104 26
> 100,000 >3023.16 28 7

* Foreign Exchange Rates as of 19 January 2023 - Exchange Rate|
=33.078 THB/US Dollar [43]

From Table II, the first four activities that women
would like to do when they have free time are listed
as Traditional Shopping, Travelling, Communication
with Family & Friends, and Outdoor Exercise,
respectively. These can show the bright direction for
the design team to go and continue the task — since
“Traveling” is counted as one of the popular things
women like to do.

TABLE II
MONTHLY ACTIVITIES OF THE RESPONDENTS
No. of
Favorite Activities Respondents (%)
(400)

Traditional Shopping 67 16.75
Travelling 63 15.75
ggg:qrg;nication with Family & 59 1475
Outdoor Exercise 46 11.5
Cooking 43 10
Housecleaning 40 10
Online Shopping 23 5.75
Religious Activities 16 4
Indoor Exercise 15 3.75
Singing 13 3.25
Embroidery 6 1.5
Gardening/Planting 4 1
Language Learning 2 0.5
Musical Activities 1 0.25
Watching TV/Movies 1 0.25
Working 1 0.25
Art Activities 0 0

Two alternative design concepts as shown in Fig.6
and Fig. 7 are taken into consideration where their
designs are suitable for carrying many types of stuffs
and they are quite popular as the favorite styles that
women want to use in daily life — as everyday bag.

For “Design A” (Fig. 6) — this bag contains
waterproof-insulated material and a gusset on the
bottom area with a trapezoidal prism-shaped design
of a main body.

For “Design B” (Fig. 7) — this bag provides a
solid structure of the main frame, which is similar
to the concept of a briefcase and hand baggage style
with a small size. Handle with finger grooves is
provided; however, this fixed finger grooves structure
might make the users feel not comfortable and hurt
during grabbing after a while, since the space between
a concave-up (curve) is not a universal design that
is available for all sizes of fingers and hands — not
for everyone. Thus, it would be better to provide the
straight-line design of the handle as a universal design
concept, all sizes of fingers and hands can be
supported.
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Handle provided

Zipper style
Waterproof-insulated material
(durable + flexible structure)

A gusset added on Trapezoidal prism-shaped design
the bottom area with wide bottom

Fig. 6. Main components of the carry-on bag — Design A

Handle provided
Zipper style
with lock hole
Ring for attaching straps
Waterproof materials
(resistant to water &

wetness intrinsically
with rigid body)

Round-shaped structure

with hard mainframe
(“stand up on its own”)

Fig. 7. Main components of the carry-on bag — Design B

For “Design C” (Fig. 8 to Fig. 10) — this style
has been introduced as the original design of a car-
ry-on bag that provides the solid structure of the main
frame, which is similar to the concept of briefcase and
hand baggage style with a small size (Design B). For
the handle, since the fixed finger grooves structure
as present in Design B might make the users feel not
comfortable during grabbing after a while, since the
space between a concave-up (curve) is not a universal
design that is available for all sizes of fingers and
hands — not for everyone. Thus, it would be better
to provide a straight-line or arched trunk handle for
the briefcase bag; this illustrates more on universal
design concept where the various scales of palms,
hands, and fingers hands can be supported.

Fig. 8. Original design of “Design C” — carry-on bag inspired from
classic briefcase baggage — Design B, (left) Isometric view, (right)
Transparent display of isometric view

Fig. 9. Original design of “Design C” — isometric view with dimension

Fig. 10. Design C — printed pattern provided on the body’s surface;
mesh model showing smooth surface without texture

Recently, in 2021, the “Keep It Cool” Smart Bag
by the Internet of Things (1oT) for better living with the
alternative design proposed by Rianmora and Seng
[44] was introduced (Fig. 11). The key concept of this
reference is about presenting “a smart bag” that can
support the people to keep the sensitive cosmetic
products in a good condition for traveling to another
province/place where the temperature inside the bag
can be adjusted, and controlled the temperature and
humidity conditions inside the bag easily and properly
via a smartphone application. Besides, applying this
will not damage and destroy the physical or chemical
properties of the products compared to the traditional
insulated bags. This research mentioned that the
“internet of thing — IoT can make the world and life
easier with simple settings and convenient functions
applied while requiring less effort and investment cost.

b

Fig. 11. “Smart bag” prototype propsed by S. Rainmora, and S.
Seng [44]
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Since from the key points mentioned earlier,
which are the solid-profile structure like briefcase
bag, the minimal design of handle, the zipper closure
platform, and the air ventilation unit with small fan
for keeping items inside back with preserving the
original condition, the proposed design (Design - D)
contains these key points to create the conceptual
model as shown in Fig. 12 and 13. The optional
function — air ventilation with automatic fan unit, is
added to the original style of briefcase-like platform
— Design C.

Fig. 12. Main components of the carry-on bag — Design D, (left)

Isometric view, (right) Transparent display of isometric view

However, in the recent research (Rianmora and
Seng [44]), the force distribution or weight of the
items stored inside plus the bag itself have not been
mentioned in details. This would be a bright direction
to study more on the issue of load applied and design
the mainframe (body) of the briefcase-like bag.
Therefore, these have led to the proposed research
where the design and development of a briefcase-like
bag with air ventilation unit (i.e., small fan attached
to the frontal area of the bag) has been studied and
simulated by using Finite Element Analysis — FEA,
which will be discussed in Section D — Testing and
refinement stage.

Back plate

Removable
compartment

Frontal plate

Fig. 13. Revealing the body components of the carry-on bag —
Design D

B. System-Level Design Stage

This sub-section is required for classifying the
carry-on bag of Design D into main components and
sub-components. In general, there are many components
to a bag depending on the its style and configuration.
In general, there are three key elements that apply to
most bags, which are body and compartment, closure
and opening, and strap and handle.

* Body and Compartment

Body size is considered around 40 x 30 x 15
(unit in cm) with zipper (or other with easy-to-access
style) — the users can access it whenever they want,
and clasp locker, which is a commonly used device for
binding together two edges of fabric or other flexible
material. A gusset can be added and applied as a
bracket strengthening an angle of a bag structure. It
is like a panel, either triangular or diamond in shape,
that is inserted into a garment or flexible material
to help shape and reinforce key points. A bag might
have feet on their flat bottoms to protect the bag if
it stands on the ground. Besides, the materials used
for the bag (both exterior and interior) can be guided
by both function and style. Materials used are also
critical to the relative sustainability of a handbag.

Keys: Function and form are both determining
factors in this design decision. If a bag is meant to
hold a computer, it might not be round; however, bags
with unique shapes can be great ways to express style
of the designer. For the bottom area of bag, if the bag
needs to hold more, or stand up on its own, the bag
might have a boxed bottom plus studs or feet or have
a gusset on the bottom (and usually the sides).

Guidelines: In this study, material used for this
area is waterproof-like fabric or polymer. To make bag
durable for supporting work-and-travel platform, some
high-tech plastics are recommended: polyethylene,
ABS, and polycarbonate, which are lightweight and
durable. ABS is lighter, but polycarbonate is more
durable. The most durable, but also the heaviest, is
aluminum [45]. Moreover, the interior and exterior
pockets add to the functionality, and change the look
of the bag.

* Closure and Opening

This element is the most important part of a
bag, since a bag opening must provide good function
to secure belongings, makes access easier or harder
depending on customer’s needs. Moreover, the design
and pattern of this element have direct effect on the
physical look of a bag. However, closure options for
bags are limitless — drawstrings, carpet bag hardware,
snaps, magnets, turnbuckles, or zippers.

Keys: Azipper can support easy-to-use and access
by users; however, sometimes, it will not stick together.
Either the head has been broken, and the teeth are
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misaligned, some of the zipper stitching has slipped,
causing the teeth to be misaligned, or the head and
pull tab have broken or warped, causing the teeth to
malign when the users pull the tab of the zipper. A
larger size zipper will fail just as quickly as a smaller
one. Zippers can be an indication of the overall quality
of the bag. A YKK zipper is widely believed in the
industry to be the most reliable zipper on the market
[46].

Guidelines: In this study, for keeping stuffs
safely inside bag where easy-to-access concept is
applied. For the traditional zipper style, it is very
useful and recommended for applying to make bags
where the lock function is added. Zippers come in
two types: chain, and coil. A chain zipper contains
two sets of interlocking teeth, usually made of metal.
It is better and stronger than a coil one, which slides
on two parallel coils usually made of polyester. The
key benefit of chain zippers is shown through being
much more difficult to break into than coil zippers,
which can be pulled apart with a ballpoint pen and
reclosed.

 Strap and Handle

This is considered a critical element of a bag
since it determines how users carry the handbag, and
how much users can (or should) carry. The weight of
the bag and its contents (items inside) are supported,
by the body, wherever the strap/handle makes contact.
The load can be made comfortable by how it is carried
(e.g., in the hand, over one shoulder, across the body,
or around the waist).

Keys: The specific characteristics of the strap
and handle are described in the following statements:

1) Strap Width: For the wider straps, they can
distribute larger loads better than narrower ones of
the same material and pattern. Under a heavy load,
the wider strap can be more comfortable. The key
design depends upon the size of the bags, the small
bags do not have the loading of laptops or heavy
items or cross-body bags. Thus, straps can be narrow
and delicate, while remaining comfortable and good
feeling.

2) Strap Length: The key consideration of
length design is dictated primarily by function during
using where the style and pattern (adjustable padded
shoulder strap with swivel snap hooks).

Guidelines: Material types for straps can imply
the strength and comfort of a bag since some textiles
need to be doubled (or more) over and stitched for
giving enough strength to the strap, while material
like leather or webbing is strong enough to be used
as a single layer strap - high stiffness value. Styles
of the strap can be defined as:

1) Adjustable strap: making it easy to change
the length as needed is the key point that adds
convenience and flexibility.

2) Removablestrap: itcanbe attached in different
ways, allow crossbody bags to be easily converted
into belt bags, shoulder bags, or even backpacks.

3) Fixed strap: it is mounted directly into the
handbag itself (it is not attached with hardware). This
can be a striking design feature, and can give peace
of mind with added security and fewer connections.
However, this type of strap needs to be sized correctly
for best fit.

For Handle: it might be the main way and be
often applied for carrying a small handbag. They can also
be striking design elements when they are made from
a contrasting material (e.g., wood, acrylic, polymer,
or metal).

After extracting the key considerations and
guidelines of all key elements that apply to most bags,
the researchers have tried to list and assigned the main
components of the bag— for both styles (Fig. 6 and Fig. 7)
for supporting the “detailed design stage” where the
proper specific characteristics on the new design
of carry-on bag can be assigned quickly without
trial-and-error.

Summary: The main frame and function of the
carry-on bag are constructed according to “Design D”".
Three key elements are classified as body, closure/
open, and handle. The details of each are explained
in the following statements.

Body: Trapezoidal-prism shaped (i.e., pyramid-
like platform) plus round-corner design with the a
wide bottom are applied. A removable compartment
is provided inside the bag for providing flexibility
to the users. The waterproof material is applied on
the solid structure where the bag can stand by itself
without a gusset.

Closure and open: A chain zipper type with a
ring for attaching straps is applied.

Handle: Round-and-thick style is applied where
the curve of the handle will be provided with ergonomics
consideration.

C. Detailed Design Stage

In order to identify the specific details of a bag
product that can be applied for carrying stuff, the key
considerations are raised first via two issues; what
are the common items (or popular items) inside a
woman s bag, and how to find the weight of bag after
putting items inside. Some everyday items are
required by women, which are mentioned in many
articles from easy-to-access online resources (Table
IIT). These items are (mostly) carried in women’s
purses as products they would like to work into their
daily routine [47]-[80]. However, carrying these
items can cause some pains around the forearm and
shoulder-bone or muscle between the shoulder and
the elbow.
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For identifying the force applied to the bag, the
researchers have tried to find the key factors and
issues, which have a direct effect on the bag during
carrying every day. One of the factors is “the stuff/
items inside the bag”. Thus, lists of popular items
stored inside women’s bags are presented in Table III.
All 31 items were listed and researched from various
sources: both online (articles posted on the websites)
[81]-[87],and offline (direct interviewed data) platforms.
After identifying the handbag essentials that every
modern woman carries in her purse, the total weight
of items inside the bag is around “3,200 g (or 3.2 kg)”.
This is amazing information found from this research,
and it can imply that women must carry loads of two
main sources: bag (itself-200 to 500 g), and stuff
inside the bag. Illustrated in Table V are the FEA
results obtained from the SolidWorks application.
The areas affected by the load distribution are shown
as the front and back areas plus the handle portion.

Front

Isometric

Fig. 14: Four views of the carry-on bag — Design D

D. Testing and Refinement Stage

To minimize the risk of pain in the shoulder and arm
that is often due to muscle, tendon, or ligament damage
from holding and carrying a load all the time or every
day. These have led to the next sub-section which is
about the study of loads, which are from the bag itself
and the stuff carried. For studying the effect of loads
carried on the shoulders [88]-[90], the researchers
have tried to extract the weight of each item and
combine all to be the reference for the design of load

For Design A, since this design is provided with
waterproof-insulated material (fabric) and a water-
resistant bottom-folding tote bag, the weight is around
99-115 g.

For Design B, the design is provided with a solid
structure with zippers and finger-grooves handle like
a small briefcase where the weight is around 1 kg.

For Design D (Fig. 12), the design contains the
main body, removable compartment (as partitions
inside the bag-interior design), universal-design
handle (straight-line handle), and strap. Besides, air
ventilation with a small fan is applied according to
the controlling system proposed by Rianmora and
Seng (2021).

Illustrated in Fig.14 are the body components of
the developed design of the carry-on bag — Design D.
This model will be used in FEA simulation for studying
force/load distribution applied around the front, back,
top, and bottom areas of the bag.

Aé; Side View

Isometric -
Transparent View

contribution activity — “testing and refinement” by the
application of Finite Element Analysis (FEA) method
[91]-[96].

The key reason for applying FEA in this design study
is to determine the amount of external force-impact
force, which is a force that delivers a shock or high
impact in a relatively short period of time. It occurs
when two entities collide, and this collision is the
result of any object falling onto, or slamming into,
the developed bag.
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TABLE III
HANDBAG ESSENTIALS EVERY MODERN WOMAN CARRY IN HER PURSE

Weight

No. Item (unit in “g”) Source
1 Battery case or portable cellphone charger/ Portable Charger 125-620 [47]
2 Tablet 460-470 [48]
3 Earphones or air pods 383 [49]
4 Diary / notebook / notepad 190 [50]
5 Mobile phone 130-200 [51]
6  Nailfile 13 [52]
7 Wallet (Leather) 28.35-85.05 [53]
8 Hand cream (100 mL) 86- 90 [54]
9 Hand sanitizer 190 [55]
10 Mask (Extra Masks) 12.5 g/pc [56]
11 Lipsticks, lip gloss, or lip balm 2.5-4.3 [57]

(Avg. 3.4)
12 Sunscreen (88 ml) 85.05 [58]
13 Face moisturizer (50 mL) 96.4 [59]
14 Handkerchief/Tissues: wet wipes (small pack — 25 wipes) 160 [60]
15 A period (a sanitary) pad 4.7-14.1 [61]
16  Zippered pouches 40.5 [62]
17 Reusable Bag (HDPE) 5.5 g/pe [63]
18 Breath freshener/ Mint or any chewing gum 240 [64]
19 Aromatherapy pulse point oil/ Travel-size perfume bottle (88 mL)/ Deodorant 85.05 [65]

20 Hair stuff: hair brush, scrunchies, rubber bands, hair bands, clips, or clutches 5-8 [66]

21 Sleek compact mirror — (48 x 48 x 6 inches) 109 [67]

22 Makeup Kit (travel-sized set) 80 [68]

23 APen (1 g"") & Paper (one A4 paper- 5 g””) 6 [69], [70]

Medication 0.5-2.4 g/pc [71]

24 Blister packs (10 pills/pack) 3 g/10 pills/pack [72]

(unit-dose packaging for pharmaceutical tablets) (0.3 g/dose)

25 Plasters (50 g — 60 pcs.) 0.83 g/pc [73]

26 Sunglasses or Reading glasses (40 g"") and its case (47 g™ 87-90 [74], [75]

27 Business cards / Cardholder 30 [76]

28 A Key 7 [77]

29 Safety pins 0.1 g/pc [78]

30 Foldable umbrella 120 [79]
31 Candy/ Chocolates/ Snack Bar 28 [80]

The key components, which are required as the
inputs for the simulation, are the type of material
used for each element (component) of the bag, the
direction of load applied on the bag, and the type of
motion applied. Moreover, the setting of commands
applied in the simulation are the same; except for the
fixed geometry, force, and mesh size, which will be
changed according to the area of interest. Table IV
is the type of material that is used for making each
component of a carry-on bag; these are assigned

according to the experiences of the design team and
exerts who are now working on a similar type of
business. Each type of material is then used for
identifying “Young’s modulus (E)” value [92],[93].

Young’s modulus (E) is a property of the material
that tells about how easily it can stretch and deform
and is defined as the ratio of tensile stress (o) to tensile
strain (€). The stress is the amount of force applied
per unit area (¢ = F/A) and strain is extension per unit
length (e = dl/1) [92],[93].
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TABLE IV
TYPE OF MATERIAL REQUIRED FOR MAKING EACH
ELEMENT OF A CARRY-ON BAG

Young’s Modulus

No. Part Material (MPa)*

1 Outer Shell ABS PC 2410

2 Handle ABS PC 2410

3 Handle Hook A uminum 1060 69000

Alloy

4 Side-Hook Stainless Steel 200000
Interior Low-Density

5 Polyethylene 172
Compartment (LDPE)

6 Strap Rubber 6.1

7 SwivelStrap g itess Steel 200000
Hook

Source: * Young’s Modulus of each material is the default value
provided in SolidWorks [91].

For Finite Element Analysis (FEA), four areas of
interest are studied (Table V) where the simulation
with commands was performed in the SOLIDWORKS
program - to identify the von Mises stress of each area.
The static / stress is selected to calculate displacements,
reaction forces, stresses, strains, and factors of safety
distribution of the model. Using this simulation can
support the design team to avoid failure or crack
due to high stresses where four failure criteria are
considered. The simulation process can be done by
setting the following steps: Part > Connections >
Fixture > External Load > Mesh > Run.

Steps required: the SolidWorks simulation is used
for all areas where the external load of 1000 N is
applied to the handle and to the front, back, left, and
right sides of the model.

Firstly, setting proper material for each part of the
bag in “Part Property Manager” is performed when
all materials used for this design are provided in the
library of software (Table I'V).

Secondly, “Connections Property Manager” is
done by setting “Component Interactions and Local
Interactions”. The Component interaction is used
to specify the interaction conditions that control the
action of the selected components during simulation
while “Local interaction” is used to define interactions
between sets of geometric entities of solids, shells,
and beams. In addition, Local interactions settings
override component-level interactions.

Thirdly, the Fixture Property Manager is used to
define displacements on vertices, edges, or faces of
the model. The Reference Geometry, On Cylindrical
Face, and Fixed Geometry commands are used to
assign value, and location is dependent upon the area
of interest.

Fourthly, the Distributed Mess, Gravity, and Force
commands in the External Loads Property Manager
are used in the simulation. The Distributed mess of
4 kg is assigned at the inner bottom area of the interior
compartment and acts as the weight of the handbag
essential in the purse. In this case, the distributed mass
plus the weight of the stuff inside the bag (from Table
IIT) are applied. At the center of the model, the gravity
force is applied. Moreover, the force assigned to each
area is depended upon the area of interest.

Fifthly, in the Mesh application, the blended
curvature-based mesh is used with a mesh size of
35 mm.

Finally, the program starts to simulate the conditions
assigned where the time spent for simulation depends
upon the mesh size, no. of interesting areas, and
size of the virtual model. In this study, the range of
time indicated around 30 minutes to 1 hour for each
simulating process.

During the analysis of the Finite Element (FE)
part, it was assumed that the objects inside the bag
were fixed to each other, which established the
contact conditions among them. A total of 152,661
elements were used in the analysis.

Results: for the handle, the results showed that the
maximum von Mises occurred on the strap is 5.641
MPa. In the second area, the front and the back sides
of the outer shell, the maximum von Mises occurred
in these areas is 1.741 MPa. In the third area, the left
and right side of the outer shell, the maximum von
Mises occurred in these areas is 3.933 MPa.

Discussion: The Finite Element (FE) part of the
analysis has some limitations that should be noted,
including:

1. Although the strap was made of rubber, a “linear
elastic” behavior in the analysis was assumed. This
may not accurately reflect the material’s true behavior.

2.The design team did not perform a convergence
test to ensure the accuracy of our results.

3.The analysis was conducted under static
conditions, while the 1000-N load we used was an
assumption of an “impact load”. To accurately simulate
an impact load, a dynamic explicit analysis should
be performed”.
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TABLE V
FEA SIMULATION ON “DESIGN - D” OF THE PROPOSED DESIGN

Area of External Max von Mises

Interest Force (N) (MPA) Result

von Mises (N/mm~2 (MPa))

5.641

. 5.077

. 4513

L 3.949

. 3.385
Handle 1000 5.641

2820

2256

L 1.692

1.128

0.000

von Mises (N/mm2 (MPa))
1741

1.567

- 1393

1.219

Front And
Back Sides
of The Outer
Shell

1.045
1000 1.741 bari
0697
0522
0348

0174

0.000

von Mises (N/mm*2 (MPa))

3933

3540
. 3.147
. 2753

Left and Right 2360

Sides of The 1000 3.933
Outer Shell

1.967

1573

1.180

0.787

0.393

0.000

von Mises (N/mmA2 (MPa))

67.492

60.743
[ mac[e7as2 _ 53.994
| 47.244
40495
33746

Side Hook 100 67.492

26997

.. 20248

13498

6.749

0.000
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In conclusion: from the three areas where the same
material is applied: (Poly Carbonate/Acrylonitrile
Butadiene Styrene - PC/ABS), the maximum von Mises
occurs is not exceed the yield strength or Young’s
modulus of the ABS PC which means that these areas
will not break with the load of 100 kg or 1000 N. For
the last area, the side hook, the results showed that the
maximum von Mises occurs is around 67.492 MPa,
which does not exceed the yield strength or Young’s
modulus of the stainless steel, which means that these
areas will not break with the load of 10 kg or 100 N

E. Production Ramp-up Stage

In order to support the platform of the start-up
companies who ramp up once they leave the prototype
stage and begin regular production for the market,
essentially, ramp-up implies bringing the company’s
capacity utilization close to maximum.

The key concept of this stage: Considering “the
right person, the right place, and the right time” is
applied. A sudden increase in resource requirement
is known as ramp-up. Simply saying that the resource
manager identifies and allocates the appropriate
resources to fulfill the resource requests. Ramp-up
occurs during the “execution” stage when additional
resources are needed to complete different tasks.

Background: After obtaining the guidelines for
designing a 3D virtual model of a carry-on bag, some
specific elements; body structure, handle, and closure
functions are suggested in detail where easy-to-
maintain functions are raised; applying water-
proof-polymer surface cover can make water or rain
roll off the surface immediately, and safety condition
relating to force (load) distribution on the bag during
carrying and traveling.

Guidelines: In practice, the calculation about the
“usefulness of products” can be used for supporting
“two stages” of PDD; concept development—to identify
and select one proper design from two or more

Self-
actualization:
achieving one's

full potential,
including creative
activities

needs

Esteem needs:
prestige and feeling of accomplishment

Belongingness and love needs:
intimate relationships, friends

Self-fulfillment

Psychological

needs

alternative ones, and production ramp-up — to recheck
and verify about the decision made by a design team
whether that decision is correct and follows a good
pattern of the design stage. Like in this study, two
references of bags are compared and checked the
trend of the selected design can match the target
customers.

Limitations: However, in research, the physical
prototype (a real manufactured part) has not been
created yet, only graphical shapes via artworks and
3D CAD models are applied. The alternative designs
(i.e., Design A and Design B) are considered to use as
the reference prototype — the design team must make a
decision on which one is the best or the most suitable
one. Applying the “usefulness of products” method
can see which component(s) of the product(s) should
be considered and selected to be modified and used
as the reference(s) for a new design and development
[97].

Howto do: Usefulness can be defined as an effective
concept, which describes an item or new technology
for helping someone to do something with
appropriateness and socially valuable. The actual
use of a product is the key consideration for the
“Usefulness (U)” calculation [98]. In order to apply
Table VI to select the importance level of the product,
the concept of “needs” by “Maslow’s Hierarchy of
Needs” [99] is asked for supporting the design team to
select the suitable value; however, making a decision
by a group of people is quite suggestive. The potential
members with skills or experiences in that product
are required to suggest and discuss this issue in a
systematic way. In this study, bags or containers used
for storing stuff are considered as basic and safety
needs according to as shown in Fig.15. Thus, from the
importance level (Table VI), bags can be considered
as “Very High” level where the main benefits can be
implied about supporting essential for daily activities,
and compulsory daily activities.

Area of interest for designing
a carry-on bag

Safety needs:
security, safef;

Fig. 15. Maslow’s Hierarchy of Needs [99]
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The key components of “usefulness of products”
can be expressed as:
1) Important Level
The “importance of use” can be described as
the impact of a product on people or users’ lives.
The product, which has more impact on society,

should have a higher value of usefulness. The level of
importance of products depends on how much
a product has an impact on user life. Some items
are essential to human life, but some are not. Five
levels of importance of use have been identified
(Table VI).

TABLE VI
LEVEL OF IMPORTANCE OF PRODUCTS [99]
Points on a Level of
Code Scale of 5 Importance Type of Importance Product Examples
Life-saving drugs, life support systems I\D/I:gl;fi?;:fc:rvf_lr: ;ﬁ;ﬁ;ﬁr ];Z)qulapsr:ent,
A 5(>4.0-5.0) Extreme Patient life support system machine ? & oyp
Medical equipment, medicine (Oxygen Cylinder, Pacemakers)
. . s Water, Taking food, Using restroom,
B 4(>3.0-4.0) Very high gis;mlll?;ofor :ijzllll y :stt:::ttll:: Vehicles, Bags, or Containers to carry
pulsory datly stuff safely
Accommodation House, Clothes, Internet, Computer,
C 3(>2.0-3.0) High Social communication Smartphone, EDC Machine, Pen, Belt,
Banking transactions Spectacles, Shoes
. Household appliances Air-conditioning system, refrigerator,
> -
b 2(>1.0-2.0) Medium Machines for daily needs Washing machine
Recreation activities .. .
E 1(0.0-1.0) Low Entertainment systems Television, Comics, Books, Computer

Recreation systems

games, Bowling, Go-carting

From Table VI, the level of importance of
products can be modified and adapted due to the
current situation and conditions required by the
people who are living in the society in that period.
Since new technologies have the potential to change
and elevate the human condition — the quality plus
standard of life. Ways to modify the importance of
products are mentioned as considering how technology
or invention applied for creating some products
becomes more important and necessary for living
compared to the results or performance of itself in
the past, that thing is referred to and considered as
“high level”. For example, “Internet and banking
transactions”. In the past, banking transactions — as
online applications, can only be done and executed
only at the local branch service area of the bank
compared to the present where customers can perform
banking transactions such as transferring money,
paying bills and especially, card-less cash withdrawal
that can be done in seconds by using mobile banking
application on a smartphone with internet connection.

2) Popularity of Use

The key consideration of this “popularity of
use” is how often people prefer to use a product
launched by a company named “A”, compared to
others (a product from a company named “B”’), which
is counted in a similar group. If a product from “A”
company has often been used by many people, that
product from “A” company should be considered
more useful and popular than another (product from

“B” company) that is used by fewer people. It defines
as the rate of popularity within a certain time.

However, the concept of “product differentiation”
is required for supporting the analysis of “popularity
ofuse”, since “product differentiation” is the process
of identifying and communicating the unique qualities
of a brand compared to its competitors. Currently,
some open sources of digital forums and comments
can easily convey wording data speedily. This has a
direct effect on the reason why people prefer brands
as compared to products. Since customers require
comfort, happiness, and satisfaction in their lives, and
they get it in part through the products they purchase.
If the brands they use consistently deliver or provide
a positive experience, customers form an opinion that
the brand is trustworthy, which gives them peace of
mind when buying.

In summary, the key factors that customers
choose one brand of a product instead of a different
brand of the same product are service quality, customer
experience, brand awareness, association, and brand
perceived quality.

3) Usage Duration

“Usage duration” is one of the key factors,
which have a direct effect on “product usefulness”.
Simply saying that a product of “A” company has
been used for a long period, and this is longer than
a same product of a different brand (i.e., from “B”
company). This situation can be considered more
useful compared with others. In practice, the usage
duration can be considered in units of “hour per day”.
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4) Assessing Product Usefulness
Equation 2:
Usefulness (U) = Important level (L) x Popularity of
use (R) x Usage frequency (F) % Usage duration (D)

The unit should be the same for all factors in the
equation such as day, month, or year. For a seasonal
product such as a sweater or swimsuit, product
demand changes significantly over a seasonal period,
then a large unit of time such as a year should be
considered. For products that demand does not
fluctuate over the period, any unit of time can be
selected for the calculation.

Case A: Usefulness Calculation for “Design A:
Waterproof-Insulated Storage with Oxford cloth”

Based on customer feedback, it was found that
some customers prefer to use other items or materials
instead of small-scale bags. However, for carrying
fresh fruits, foods, or beverages that require more
space, the waterproof-insulated style shown in
Fig. 16 was developed. This style, which is similar
to Design A, is considered as one of the alternative
containers for carrying items during the day. The
importance of “Design A” was rated as 3.7, indicating
that it is still a popular choice among customers due
to its affordable price.

The time spent for carrying or holding this
bag style is “around 4 hours”. From the customers’
experiences (228 out of 400-57%), they said that it
is not comfortable for carrying this bag, even if it is
a lightweight bag, since when “electronic devices
or digital gadgets” are contained inside, there is no
supportive element provided. They decided to use
it like the on-and-off pattern-it is not a “continuous
usage” type. The rate of use is identified as 4 hours
per day or 24 hours (4/24).

Calculation of Design A: Waterproof-insulated
storage with Oxford cloth
Importance of use (L): Very high (Code B) = 3.7/5
(3.7 scale from the maximum - 5 scales)
Rate of popularity for use (R): 278/400 (ratio of
number of target users who have experience with the
waterproof-insulated storage/total number of people
who could potentially use it)
Rate of use (F x D): 3/24 (ratio of number of hours
of use/total number of hours in a day)
Therefore, applying Eq. 2 can determine the Usefitlness
(U) of Design A:
Usefulness (U) = Important level (L) x Popularity of
use (R) x Usage frequency (F) x Usage duration (D)
Eq.2
=(3.7/5) x (228/400) x (4/24)
=0.0703

Fig. 16.Key considerations from customer perceptions on waterproof-
insulated storage with Oxford cloth

Case B: Usefulness calculation for “Design B: Small
briefcase-like style with strap”

For considering the assessing the usefulness of
Design B: a “small briefcase-like style with strap”
(Fig. 17), from the customer’s viewpoint, this style
can preserve and protect some stuff inside rather
than using soft fabric or synthetic material as seen in
Design A, even if the weight of the solid structure is
higher than Design A. Besides, with the structured
plastic handle that is curved ergonomically fits the
balm during holding or carrying, this style is choice
and easy to grab while traveling during rush hour.
Therefore “4.0” is selected as the point for representing
the important level of Design B. From the customers’
experiences (172 out of 400-43%) —the price of
Design B was higher than Design A’s. This implied
less selling volume for Design B compared to Design
A. Moreover, time spent using this type of cane was
considered around 3 hours per day or 24 hours (6/24),
even if the weight is the main concern, the customers
decided to apply and use this style almost all-day
during working—some digital gadgets required
for work can be properly carried and saved in this
briefcase-like bag.

Calculation of Design B: A Small briefcase-like
style with a strap

Importance of use (L): Very high (Code B) = 4/5 (4
scales from the maximum- 5 scales)

Rate of popularity for use (R): 172/400 (ratio of
number of target users who have experiences with
the simple walking cane/total number of people who
could potentially use it)

Rate of use (F x D): 6/24 (ratio of number of hours
of use/total number of hours in a day)

Therefore, applying Eq. 2 can determine Usefulness
(U) of Design A:
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Usefulness (U) = Important level (L) x Popularity of

use (R) x Usage frequency (F) % Usage duration (D)
Eq.2

= (4/5) x (172/400) x (6/24)
=0.086

Fig. 17. Key considerations from customer perceptions on small
briefcase handbags

Discussion — Assessment of the Usefulness of a
Product

After calculating the value of usefulness of two
different styles — waterproof-insulated bag and small
briefcase bag, the discussion activity has been raised
where four main areas are taken into consideration.

Analysis of selecting value: for distinguishing
among very similar products with the same range
of level of importance, in this study, the importance
level of a bag/container/storage is “Very high” or 4
(>3.0 - 4.0) scale — since this type of product is
necessary for carrying, storing, or keeping some
important stuffs for everyday life. Assigning
intermediate points to the “level of importance” could
be beneficial. Even if, there is a higher popularity and
easy-to-use involved in applying “Design A — water-
proof-insulated bag with a lightweight design that a
briefcase-style — Design B. However, with the foldable
material characteristic presented in Design A, users
feel so worried about carrying electronic or digital
items inside — since there are no supportive layers
like a shock absorber provided. Thus, the importance
level of Design A (3.7 from 5) should be less than the
of Design B (4 from 5).

From customer perceptions, the bag, which contains
a solid structure plus a zipper-locking system with a
lightweight body, can produce the stuff inside safely
and it is suitable for traveling. With proper sections
or compartments provided inside the bag, some items
are organized and easy to access and find a thing.
Besides, shock-absorber material is provided, the
users can bring digital gadgets or tablet everywhere
they want and they can enjoy a work-and-travel
platform.

However, the weight of a briefcase-style bag even
the small one is around 1 kg. The users might feel
fatigued carrying during the day.

Suggestions: however, this method could also
be based on user preferences and the perspective
of a design team. Using various methods such as
user surveys or research articles — data analysis or
optimization can support the way to make a decision.

Findings: for the conclusion of this phase, the
researchers could obtain the guideline about assessing
the ratio of the usefulness of these products as the
usefulness of “Design A” (a waterproof-insulated
bag): usefulness of “Design B” (A small briefcase
bag) = 1: 1.22. This value can be applied to the trend
of selling volume when the manufacturers would like
to start creating or developing a new product. This
can support the assumptions raised by a design team
about the choice or reference bag that might fit to the
customer’s requirements. In this study, a briefcase-
style bag with a small size is the proper choice, and
its characteristics are interesting to be developed for
supporting more activities in various conditions of
the situation.

IV. CONCLUSION

In order to provide a proper design structure,
Product Design and Development (PDD) with the
assistance of finite element analysis (FEA) are applied.
Atthe initial stage of this study, the customer perceptions
and the market survey of a bag that is popular for
women were considered and the obtained results
could support the researchers for making the analysis
of the market for a particular bag, which includes
the investigation into customer feelings,expectations,
and requirements. The durability, flexibility, universal
design concept, easy-to-access, and easy-to-use
function are the key points extracted from target
customers. For the conceptual design stage, the
researchers first started to reveal the hidden issues
of the bag structures of waterproof-insulated and
briefcase bags where a high percentage of usage
(found from waterproof-insulated bags) may be
inappropriate since only the price is the key to
purchasing decisions.

For assessment of the usefulness of a product,
distinguishing among very similar products with
the same level of importance can be identified and
studied by using the “usefulness (U)” formula. The
guideline of this calculation can convey information
about “identifying which design should be selected?”
or “checking the reference style of the bag selected
by designers is proper enough for supporting the
design and development stage”. However, the scale
of importance of a product ranging from 0 to 5 will
be assigned by the judgment of the researchers; that
is quite subjective. Using various methods such as
user surveys or research articles can support the way
to make decisions. For material selection and final
design obtained, “durable, flexible, portable, and
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waterproof concepts are required as the key
consideration. Therefore, ABS PC, Aluminum 1060
Alloy, Stainless Steel, Low-Density Polyethylene
(LDPE), Rubber, and Stainless Steel are applied.
The virtual model of the bag is provided with air
ventilation (FAN) to maintain the original condition
of the stuff inside the bag. The load-distribution
simulation (FEA) is applied to that 3D model where
the critical part was shown through the corner-slot
area of the fan since it was not the flat surface for a
whole frontal plate.

V. CONTRIBUTION

Some designs of the bag can provide and serve
as a decorated platform where the fashion accessory
such as a colorful handle, strap, protective case
(covering coat), or extraordinary handle-curve design
is introduced. For self-defense purposes, the durability,
stability, and force distributed on the front and
back areas plus the handle of the bag are the key
considerations, the applications of FEA can be used
to support the ways to identify the proper material
used. Moreover, the strength of structures of equal
cross-sectional area loaded in tension is independent
of the shape of the cross-section. The “tensile stress”
is the key consideration where it is the stress state
caused by an applied load that tends to elongate the
material along the axis of the applied load, in other
words, the stress caused by pulling the material.

VI. RECOMMENDATION

In order to develop a new design for work-and-
travel bags based on customer needs, the conceptual
design of the product should concern with dimension,
shape, size, and material usage for the manufacturing
process. Those factors have a strong positive
correlation with the weight of the product. The Finite
Element Analysis (FEA) technique has been applied
in this study to determine the suitable material for a
bag. However, the results obtained from this study
are applied and suitable for being as one of the main
guidelines and considerations for the manufacturers
or customers to select the proper design and material
for making a “fancy bag” with the simple-and-
minimal design concept.
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Abstract—This research investigates of the
effects of inlet wind velocity and inlet wind direction
on airflow around the buildings of Rajamangala
University of Technology Rattanakosin (Salaya),
Thailand using Computational Fluid Dynamics
(CFD) turbulence models. The evaluation of a
CFD model’s performance and validation of its
predictions with high-quality experimental data
is necessary before the model is used in practice.
In this study, there are 2 Models. Model 1 is the
simulation for an inlet wind velocity of 0.5 and
1.5m/s in the west direction. Model 2 is the simulation
for an inlet wind velocity of 0.5 and 1.5 m/s in the
south direction. The results were found that the
higher inlet wind speeds at the inlet flow boundary
would lead to a higher increase in the average
speed of air around the building. In addition, the
combined wind speed and inlet flow direction were
affected to where the maximum wind speed occurs.
The data obtained from this study will serve as a
future basis for the construction of buildings in the
university to provide better natural ventilation.

Index Terms—Airflow, Numerical Model, Wind
Speed, Wind Direction

1. INTRODUCTION

The university land area which is consisting of a
lecture building, operating buildings, offices, stadiums,
libraries, etc. They should have open spaces for
outdoor activities, and the area should also be good
air ventilation. Surrounding infrastructure and
buildings play an important role in the airflow around
the buildings. In addition, controlling the direction of
air and the speed of air flowing into the building and
the living space surrounding the building provides a
consistent wind speed and is suitable for activities
in that part of the area [1]- [3]. Current analysis

of airflow dynamics surrounding the building has
become an integral part of the planning of the project
or construction. This is because the energy of the
airflow is an important factor that contributes to
thermal comfort both indoors and outdoors [4]-[7].
The study of airflow around the building simulation is
anew matter to help in this area. It can be performed
in two ways: (a) physical model and (b) computer
simulation. By the way, the computer simulation
will yield faster results and a lower budget than the
actual building model. However, the right choice
and compromise between the accuracy and cost
associated with modeling wind flow around buildings
is essential in meeting practical engineering needs.
The airflow around buildings has been studied for
several purposes, such as (a) determination of wind
surface pressure distribution on building envelopes,
(b) turbulent dispersion of airborne contaminants,
and (c) pedestrian comfort. There are three widely
used numerical approaches for analyzing outdoor
turbulent flow using Computational Fluid Dynamics
(CFD) based on Reynolds Averaged Navier-Stokes
(RANS) equation, Large Eddy Simulation (LES), and
Direct Numerical Simulation (DNS) [8]-[10]. Many
previous researchers have studied the flow around a
single building (bluff body) or multiple buildings [7],
[11]-[15]. The literature review revealed that there
are limited studies available for intermediate cases,
in which the buildings are close enough and the flow
around the building is strongly affected by adjacent
buildings.

The main objective of the present study is to provide
a faster, yet reliable and simple modeling tool for
simulations of outdoor airflow around multiple buildings.
The intent is to improve the 2D k-¢ turbulence models
mainly developed and used for modeling airflow
in indoor environments. The measurement airflow
around the building at the Rajamangala University of
Technology Rattanakosin (Salaya campus) has been
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carried out to provide the base for input data in the
simulation. Then, the effects of inlet wind velocity
and direction on airflow around the buildings were
obtained.

II. MATERIAL AND METHODS

The Rajamangala University of Technology
Rattanakosin (Salaya campus) has been selected for
investigation of the airflow around the buildings.
There are 25 buildings in the area, as seen in Fig.1.
In order to fit the model with the similarity analysis of
incoming flow, modeled buildings have been scaled
to a 1:100 ratio.

(b)

Fig. 1. Modeled buildings in area of the Rajamangala University of
Technology Rattanakosin (Salaya campus) (Ref. https://building.
rmutr.ac.th)

A. Numerical Models

For a systematic study of the effects of wind inlet
direction and wind speed on airflow, the application
of computational fluid dynamics offers considerable
advantages over field measurements and wind-tunnel
experiments [16]. However, a main disadvantage of
CFD is that it can be computationally expensive when
increasing the resolution of the computational mesh
and/or the size of the computational domain [17].
From Fig. 1, amodel is drawn to calculate the airflow
around the building as seen in Fig. 2.

‘Wind inlet (South)

e oy m]
( e} Air

1
()
|
(3sop) 30Ur pUIg

Fig. 2. Calculation domain

In this study, a numerical model is developed using
COMSOL Multiphysics (Version 4.4), which is
CFD software. The details of the numerical model
including governing equations, turbulence modeling,
boundary conditions, and initial condition are presented
on the following topics.

Assumption: (a) Flow field is two-dimensional and
steady. (b) All thermal properties are constant. (c) Air
is an incompressible fluid.

Continuous equation [18]:
vV-U=0 1)

Navier—Stokes equations [18]:
k2
¢ ].((VU)+(VU)T)}-VP @)

Where p is the fluid density [kg/m’], U is the
average velocity [m/s], 1 is dynamics with a viscosity
[Ns/m’] P is pressure [Pa], k is the kinetic energy of
turbulence [m’/s’], & is the diffusion rate of the kinetic
energy of the turbulence [m’/s’].

pU-VU=V. |:[n+p e
0,€

The k-¢ turbulence model:

'S 1 'S T\?
pU-Vk=V-|:[r|+pC”;]Vk}-zpcp?((VU)-F(VU) ) -pe
3

The equation can be distributed as follows:

2
pU - Ve=V ~|In+pCu k—JVs
< @)

2

1 T\? €

+= + = -
2pcslk((vu) (VU)') -pC,, -

Where o, = 1.00, 0,= 1.30, C,; = 1.44, C,, = 1.92,
C,= 0.09 are the standard values proposed by
Spalding and Launder [19].
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B. Boundary and Initial Conditions

All calculation setting is shown in Table I.

TABLE I
CALCULATION CONDITIONS
Inlet
u=uinpul m/S v=0.0 m/s
u=u,

k=(3IT2 /2)(“0 -u,),6=C,"" ((SIT2 /2)(u0 -uo))l's /L,

Outlet:
P=0 Pa

P=Po
n-Vk=0,n-Ve=0

Side wall:

n-u=0,

[(n-Pr]T ) (Vu+ (Vu)T )] n= |:pC|u°'25k°‘5 / (ln (SW+ ) /K+C" )] u
n-Vk=0,

&=C,""k"*/(K3,, ) where 8,"=5,pC,"*k"*/n

For the inlet velocity (u;p,,,), rotary vane
anemometry is well-known as a measurement
technique with good spatial and time resolution
and has been established as a reliable and versatile
technique for velocity measurements in flow fields
with low to moderate turbulence intensities. Fig. 3 is
shown the Testo 435 rotary vane anemometer which
is an accuracy of 0.3 °C. From the measurements, all
the data are collected as preliminary data to simulate
airflow.

Fig. 3. Rotary vane anemometer (Testo Model 435)

C. Numerical Methodology

The CFD simulation setup provides a summary
of the computational domain description used in the
analysis along with the grid distribution, boundary
condition settings, and numerical scheme [20], [21].
A grid sensitivity test was conducted to ensure the
computational accuracy of the simulations with
COMSOL™ Multiphysics. As shown in Fig. 4,
a structured grid is deployed to discretize the
computational domain for COMSOL simulation.
Two-dimensional structured mesh along with the
finite element method were utilized to discretize the
computational domain and to describe the mass and
momentum transport for each cell. There are 167,728
elements in the calculation domain.

N

Fig. 4. Mesh generation

Fig.5 Shows the process of CFD simulation.

C_ s D

Create gri?i and mesh
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Read mesh in a solver
v
General solver settings
v
Enable k-¢ turbulence model
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Define fluid properties
.
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Set the boundary conditions
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Iteration for steady state
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Fig. 5. Solution procedure for CFD model
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III. RESULT AND DISCUSSION

The effects of inlet wind velocity and inlet wind
direction on airflow patterns around the building
in the Rajamangala University of Technology
Rattanakosin (Salaya campus) are investigated using
Computational Fluid Dynamics techniques. Fig.6 is
shown the position and name of the building in the
area.

RUMTR (SALAYA)
’ (@)

L[ Tlem v/ [@] @)
1) -
@ gg Y190 rg%

N PR e

Fig. 6. The building location and name in the area of the Rajamangala
University of Technology Rattanakosin (Salaya campus)

Where the buildings name according to Fig. 6 are
as following:
(5) Building 1 and Building 2, Academic Promotion
and Registration Office
(6) Faculty of Business Administration Building
(7) Office of the President
(8) Canteen
(9) Office of Service Science and Information
Technology
(10) Sirindhorn Building
(11) Building for the 6" anniversary of the Royal
Patronage
(12) Meeting room 1,500 seats
(13) Physical Education Building
(14) Faculty of Engineering Building
(15) Product design work building
(16) Office of training dormitory
(17) Training dormitory
(18) Directorate of Director General, 4 buildings
(19) Government Residential Building 1 (4 floors)
(20) Government Residential Building 2 (4 floors)
(23) House, building, location
(24) Operating Building, Premises

A. Model 1: Inlet Wind Velocity of 0.5 m/s and 1.5 m/s,
Inlet Wind Direction in the West.

Fig.7 is shown the simulated air velocity pattern of
model 1. The air inlet is from west (behind at university)
to east (in front of the university) horizontal flow at
speeds of 0.5 and 1.5 m/s respectively. Both cases
(velocity 0.5 and 1.5 m/s) are based on the same airflow

profiles around the buildings. The results show that
when the airflow through and/or hits buildings, it affects
the speed and pattern of the velocity. However, the
rate of change increases with increasing inlet wind
speed. From Fig. 7, the area in front of the canteen is
the magnitude of velocity maximum. This is because
the venturi effect causes the airflow to speed up. The
high air speed is causing dust dispersion.

Max: 2.26

Min: 0

(a) Inlet wind speed 0.5 m/s

Max: 6.27

Min: 0
(b) Inlet wind speed 1.5 m/s

Fig. 7. The velocity profile around the building, the wind direction
in the west

Fig. 8. The velocity profile around the building in each section, at
an inlet wind speed of 1.5 m/s from west to east

Fig. 8 is shown the velocity profile in each section
at a wind speed of 1.5 m/s from west to east. It is
found that the comfort area (velocity about 1.0-2.0
m/s) occurs at the Office of Service Science and
Information Technology. While airflow around the
Government Residential Building 1 (No. 19) is the
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low velocity (occurring negative pressure) because
there are many buildings in the area. The air velocity
is less than 0.25 m/s.

B. Model 2: Inlet Wind Velocity of 1.5 m/s, Inlet Wind
Direction in the South.

Based on the results of the CFD simulation, Fig. 9
is shown the velocity profile around the building,
wind speed of 1.5 m/s, and the wind direction from
south to north. It is found that the magnitude of
velocity occurs between 1.5-2.0 m/s. The location of
buildings No. 20, 23, and 24 with a wind speed of
about 2.0-2.5 m/s, and air velocity is quite suitable to
designate as a rest area. It is observed that the velocity
of the air increases as it flows through the openings
between the buildings.

Max: 2.94

Min: 0

Fig. 9 The velocity profile around the building, the wind direction
in the south

Fig.10. The velocity profile around the building in each section, at
an inlet wind speed of 1.5 m/s from south to north

Fig. 10 is shown the velocity profile in each section
at a wind speed of 1.5 m/s from south to north. It was
found that the air velocity was about 2.9 m/s in the
area behind Building 1 and Building 2 (No.5), which
are the Academic Promotion and Registration Office,
respectively. This is because of air hitting the buildings.
While the negative pressure area occurs at the back of
the 6th cycle of the King’s Birthday (No. 11).

IV. CONCLUSIONS

This research was to study a numerical study
of airflow around the building area of Rajamangala
University of Technology Rattanakosin (Salaya) to
increase the knowledge and understanding of the
behavior of airflow around the building where the
airflow enters in different directions.

The research begins with studying the basic
knowledge of airflow, such as turbulent flow by using
computational fluid dynamics. Then, a combination of
the knowledge of numerical methodology including
knowledge of airflow through various shapes and
information on the fluid properties are used in the
calculation. Finally, the nature of the airflow, when
the wind blows in different directions and changes the
speed is studied. The results of the research are shown
for two models. For model 1, the comfort zone occurs
around the Bureau of Science, Service, and Information
Technology building (No. 9) with wind speeds of
1-2 m/s from west to east. For model 2, the comfort
zone occurs around the Residential Building (No.20,
23, 24) These results are to obtain basic information
about airflow and is the basis for the development of
future mathematical models. This research is used
as a tool for decision-making in building layout
design within the area of Rajamangala University of
Technology Rattanakosin (Salaya campus) in terms
of energy saving.

V. SUGGESTION AND RECOMMENDATION

For the next research, the models should analyze
heat transfer and consider it three-dimensional to get
results that are closer to the real phenomena.

The comparison magnitude of velocity between
the simulation and experimental results should be
carried out.
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Abstract—The objective of this research purposes
a sentiment analysis of Thai social media using deep
learning techniques consisting of a convolutional
neural network, long short-term memory, and a
gated recurrent unit. This research was used to
test the algorithm with a wongnai product and
service dataset and measured performance with
accuracy. The experiment of this research found
convolutional neural networks with long short-term
memory outperform convolutional neural networks,
long short-term memory, and gated recurrent
units in classification accuracy, with an accuracy
of 85.0%, followed by long short-term memory
accuracy of 83.7%, convolutional neural network
accuracy of 77.0% and finally gated recurrent unit
an accuracy of 65.4% respectively. Therefore, the
hybrid working model of a Convolutional Neural
Network with long short-term memory is most
suitable and effective for Thai sentiment analysis.

Index Terms— Convolutional Neural Network,
Gated Recurrent Unit, Long Short-Term Memory

1. INTRODUCTION

Sentiment analysis is the process of analyzing
customer opinion utilizing natural language
processing, text analysis, and statistics. The finest
companies are aware of their consumers’ feelings—
what they’re saying, how they’re telling it, and what
they mean. Tweets, comments, reviews, and other
sites where people mention your brand might reveal
customer sentiment. Sentiment Analysis is the domain
of using software to analyze these feelings, and it’s a
must-know for developers and business executives in
today’s workplace. Advances in deep learning, like
many other domains, have pushed sentiment analysis
to the front of cutting-edge algorithms. To extract
and categorize the sentiment of words into positive,
negative, or neutral categories, we now use natural
language processing, statistics, and text analysis. For
brand monitoring, sentiment analysis is used. One of

the most well-known applications of sentiment
analysis is to obtain a complete 360-degree perspective
of how your brand, product, or company is perceived
by customers and stakeholders. Product reviews and
social media, for example, are widely available
media that can give crucial insights into what your
organization is doing properly or poorly. Sentiment
analysis can also be used to assess the impact of a
new product, ad campaign, or a consumer’s reaction
to recent company news on social media. Customer
service agents frequently use a sentiment or intent
analysis to automatically categorize incoming user
emails into “urgent” or “noturgent” categories depending
on the email’s sentiment, proactively detecting unhappy
users. The agent then prioritizes fixing the users with
the most pressing issues first. Understanding the
sentiment and intent of a specific case becomes
increasingly critical as customer care becomes
increasingly automated through machine learning.
Sentiment analysis is used in market research and
business intelligence to identify the subjective reasons
why customers respond or do not respond to something
(for example, why do consumers buy a product?).
What are their thoughts on the user interface? Did the
level of customer service fulfill their expectations?).
Sentiment analysis can be used to examine trends,
ideological bias, and opinions, assess reactions, and
more in the fields of political science, sociology, and
psychology. Sentiment analysis (also known as opinion
mining) is a natural language processing (NLP)
technique for determining the positive, negative,
or neutral of data. Sentiment analysis is frequently
used on textual data to assist organizations in tracking
brand and product sentiment in consumer feedback
and better understanding customer demands [1]-[3].
For the reasons mentioned above, the objective of
this research was to create a research study to develop
a sentiment analysis model on Thai social media
using deep learning techniques to make an automatic
model for classifying positive and negative customer
opinions. We used a variety of preprocessing methods
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in conjunction with various deep-learning algorithms
to construct a model for evaluation purposes. We
compare the models’ classification accuracy as well as
the amount of time they need for training and building
the model. The rest of the paper is organized as follows.
Section II describes the literature review. Section II1
describes the research framework. Section IV describes
the research methods. Section V describes the
experiments and results. Finally, Section VI conclusions.

II. LITERATURE REVIEW

We discovered that most researchers constructed
their analysis models based on data from the internet,
particularly from an online platform, after doing a
literature study in a specific area of sentiment analysis
over comments submitted in the product review system.
The majority of recent sentiment analysis model
development efforts have focused on evaluating text
data from online business platforms such as Amazon
product reviews, Twitter, IMDB movie reviews, and
Yelp trip suggestions. These data are continuously
generated by users, and the quantity of the data is
rapidly growing as a result of the enormous number
of users that provide feedback and comments via the
internet on a daily basis. These data are collected by
platform owners and used to assess insight information
in order to better support new product design or improve
the product quality that mostly fits their customers
in positive ways. Because the data is in a text format
that the computer cannot understand, the analyst must
first preprocess the data before proceeding to the
major steps of the analysis process. The most common
preprocessing technique used by analyzers is a bag
of words. The analyzer then uses the preprocess data
to create a machine learning-based text classification
model [4]-[8].

Deep learning is a popular technique for generating
models right now since it produces high-accuracy
classification models without the requirement for
feature selection. The use of word embedding to
preprocess data and then developing a model based
on a convolutional neural network (CNN), the
application of transfer learning strategy based on the
pre-train CNN to reduce additional model training
time, and the use of word embedding to preprocess
data and then applying sequence analysis algorithm
including recurrent neural network (RNN) and long
short-term memory (LSTM) for sentiment analysis
[91,[10].

From the high accuracy of the deep learning
method applied for sentiment analysis as reported in
the literature, we are thus interested in empirically
studying the performance of deep learning. We use
several machine learning techniques as a benchmark
to compare against deep learning performance. The
framework of our comparative study is presented in
the next section.

III. RESEARCH FRAMEWORK

Ourprocesses, asillustrated in Fig. 1, are a framework
for a comparative investigation of preprocessing and
learning strategies that produce the best results for
sentiment analysis of product comments and reviews.
To begin, we gather data for text cleaning and
preprocessing, which includes converting texts to
lowercase, removing stop words and punctuation,
and removing prefix-suffix from terms, among other
natural language processing stages. Then, applying
text transformation and deep learning approaches,
we analyze and construct models based on a bag of
words and word embedding. Finally, we evaluate the
results in terms of model accuracy, precision-recall,
and F1 score.

Raw Data
Wongnai Customer Reviews

- =

Word Segmentation
Stopword

- =

Text Cleaning / Text Transformation

<

Word Embedding

4

Deep Learning Algorithm
CNN / GRU / Long Short-Term

Fig. 1. Research framework

IV. RESEARCH METHODS
A. Text Preprocessing

The first step in text classification is to transform
documents, which typically are strings of characters,
into a representation suitable for the learning algorithm
and the classification task. For the Thai language,
the main task of text processing is the segmentation
of texts into word tokens. Thai texts are naturally
unsegmented, i.e., words are written continuously
without the use of word delimiters. Due to this distinct
characteristic, preparing a feature set for Thai text
categorization is more challenging than in Latin-based
languages such as English, French, and Spanish. In
Latin-based languages, a text string can easily be
tokenized into terms by observing the word delimiting
characters such as spaces, semicolons, commas,
quotes, and periods. To prepare a feature set for the
Thai social media corpus, we must first apply a word
segmentation algorithm to tokenize text strings into
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a series of terms. Once a set of extracted words are
obtained from the training news corpus, the removal
of HTML tags, removal of stop-words, and then word
stemming. The stop-words are frequent words that
carry no information (i.e. pronouns, prepositions,
conjunctions, etc.). By word stemming we mean the
process of suffix removal to generate word stems. This
is done to group words that have the same conceptual
meaning, such as walk, walker, walked, and walking
[1]-[3].

B. Word Embedding

The word embedding techniques are used to
represent words mathematically. One Hot Encoding,
GloVe, Word2 Vec, and FastText, are frequently used
word embedding methods. One of these techniques
(in some cases several) is TM because of less
parameter and more simple preferred and used
according to the status, size, and purpose of processing
the data. Word embedding is a pre-processing strategy
for converting written content into a format that the
deep learning system can understand. This approach
turns words into vectors for the convenience of
calculation when determining word similarity. Fig. 2
shows an example of vectors. Because it can evaluate
sequence data, this word embedding method is ideal
for usage with recurrent neural network (RNN)
algorithms including Long Short-Term Memory and
Gated Recurrent Units [9],[10].

Word2 Vec is a state-of-the-art algorithm to generate
a fixed-length distributed vector representation of all
the words in the huge corpus. The effectiveness of
Word2 Vec is due to two reasons — One is the use of
fixed-size vectors which means the vector size does
not depend on the number of unique words in the
corpus. Second, incorporates semantic information
in the vector representations. Word2Vec vectors are
highly efficient at grouping similar words together.
The algorithm can make strong estimates based on
the position of the word in the corpus. For example,
“Kid” and “Child” are similar and hence their vector
representation will be very similar [11].
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Fig. 2. Word2Vec

C. Gated Recurrent Unit

Gated Recurrent Units (GRUs) [12] are a gating
mechanism in recurrent neural networks. GRU is a
deep learning algorithm that reduces the complexity
of LSTM networks by lowering the number of gates
in each cell. As a result of the reduction, the number
of parameters that must be computed in the network
is reduced. Hence, the speed-up of computation time.
GRU cell contains input, output, update, and reset
gates. The update gate is for controlling change in
the hidden state, while the reset gate is for resetting
the value of the hidden state, as shown in Fig. 7. This
cell structure makes GRU work faster than the LS
structure.

GRU

reset gate

update gate

Fig. 3. Gated Recurrent Unit

D. Long Short-Term Memory

Long Short-Term Memory (LSTM) [13],[14],[17]
is an artificial neural network used in the fields of
artificial intelligence and deep learning. LSTM is
the deep learning algorithm that has been developed
from RNN for solving the gradient-descent variants
problem and searching for long-term dependencies
in the dataset. LSTM contains a cell as a subunit with
a fundamental structure shown in Fig. 6. The cell
contains a subsystem called an input gate to get input
data, forget gate for weighing the significance of the
memory cell state from the previously computed
state, memory-cell state gate to compute a new
memory cell state, and output gate for computing a
new hidden state.
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LST™M

cell state

forget gate

input gate output gate

Fig. 4. Long Short-Term Memory

E. Convolutional Neural Network

A Convolutional Neural Network [10] (CNN) is
a Deep Learning algorithm that can take in an input
image, give importance (learnable weights and biases)
to distinct aspects/objects in the image, and differentiate
one from the other. CNN requires substantially less
pre-processing than other classification techniques.
While crude approach filters are hand-engineered,
CNN can learn these filters with enough training.

Convolutional neural networks are a sort of
feed-forward neural network that was first used in
computer vision, recommender systems, and natural
language processing. It is a deep neural network design
made up of convolutional and pooling or subsampling
layers that feed input to a fully-connected classification
layer. Convolution layers extract features by filtering
their inputs; the outputs of many filters can be merged.
Pooling or subsampling layers reduce feature resolution,
which can improve CNN robustness to noise and
distortion. Fully connected layers perform classification
tasks. An example of a CNN architecture can be seen
in Fig. 5. The input data was preprocessed to reshape
it for the embedding matrix. The figure shows an
input embedding matrix processed by four convolution
layers and two max pooling layers.

The first two convolution layers have 64 and 32
filters, which are used to train different features; these
are followed by a max pooling layer, which is used to
reduce the complexity of the output and prevent the
overfitting of the data. The third and fourth convolution
layers have 16 and 8 filters, respectively, which are
also followed by a max pooling layer. The final layer
is a fully connected layer that will reduce the vector
of height 8§ to an output vector of one, given that there
are two classes to be predicted (Positive, Negative).

Fig. 5. Convolutional Neural Network

F. Dataset

In the research, we analyze and develop the
models, we use product review data from the website
wongnai.com. This dataset contains review texts in
Thai as shown in some examples in Table I. This
dataset has 5,000 records and 2 groups of reviews
that contain 2,500 positive reviews that are labeled as
positive and 2,500 negative reviews that are labeled
as negative as shown on the rating column. We split
data into two subsets as follows: 80% of them are the
training set and the remaining 20% are the test set.
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Fig. 6. Wongnai dataset

V. EXPERIMENTS AND RESULTS

We performed experiments using a collection of
product reviews obtained from the wongnai website.
There are two categories: positive and negative. A
total of 5,000 comments were selected and trained.
We used TensorFlow - Keras and a deep learning
tool, to perform the experiments. For deep learning
methods, we use Gensim as a pre-trained model for
word embedding to use with LSTM and GRU. The
vector in the word embedding step has 128 dimensions
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andthe sequence contains 1,818 values. The architectures
of LSTM are Bidirectional-LSTM = 256, activation =
relu, fixed Dense = 128-64, optimizers = Adam
EPOCHS =50, Batchsize =256, Learning Rate =0.001
Dense output = 2, The architectures of GRU are
GRU =256, activation = relu, fixed Dense = 128-64,
optimizers = Adam EPOCHS = 50, Batchsize = 256,
Learning Rate = 0.001 Dense output = 2, The
architectures of CNN are Convl1D filters = 32,
kernel size = 8, activation = relu, Dropout = 0.5,
MaxPooling1D pool size = 2, fixed Dense = 128,
optimizers = Adam, Batchsize = 256, Learning Rate
=10.001, LSTM GRU and CNN are the same in that
each having 1 layer. Each layer has 1,818 units with
a dropout layer to prevent overfitting by defining
a 0.2 dropout rate. Finally, we define a fully connected
or dense layer as the last layer of deep learning
architecture to perform the classification task by
containing 1 node of the softmax function as an
activation function. In the training process, this
network has been configured for 50 epochs.

Classification effectiveness is usually measured
using precision and recall. Precision is the proportion
of'true positive examples labeled positive by the system
that was truly positive and recall is the proportion of
true positive examples that were labeled positive by
the system. The F-measure function which combines
precision and recall is computed as [15]

2 x Precisionx Recall

F —measure= —
Precision+ Recall

We tested all algorithms using the validation test
set of 20%. The results in terms of precision, recall,
and F-measure is the averaged values calculated across
all cross-validation experiments. The experimental
results of this word embedding scheme with respect to
accuracy precision-recall and F-measure on the Thai
product review corpus in combination with four deep
learning are reported in Table I and Fig. 7 to Fig. 10.

TABLE I
ALGORITHM PERFORMANCE COMPARISONS
List Accuracy Precision Recall F-Measure
CNN 0.770 0.772 0.768 0.770
GRU 0.654 0.658 0.654 0.653
LSTM 0.837 0.839 0.837 0.837

CNN+LSTM 0.850 0.852 0.848 0.850

The experiment of this research found that
convolutional neural networks with long short-term
memory provided the most effective overall methods,
with a classification accuracy of 85.0%, precision of

85.2%, recall 84.8%, and F-measure 85.0%, followed
by Long Short-Term Memory an accuracy of 83.7%,
precision 83.9%, recall 83.7%, and F-measure 83.7%,
Convolutional Neural Network an accuracy of 77.0%,
precision 77.2%, recall 76.8%, and F-measure 77.0%,
Finally Gated Recurrent Unit an accuracy of 65.4%,
precision 77.2%, recall 76.8%, and F-measure 77.0%
respectively. The results obtained from the experiments
in this research are consistent with the research of S. N.
Murthy et al. [16], experiments with the IMDB movie
review dataset and the Amazon product review dataset,
found that CNN and LSTM were suitable and effective
for sentiment analysis. This research is also consistent
with the research of Kurniasari’s [14] experiments
with social media data in the Indonesian language
found that the CNN and LSTM algorithm gives
the same results of the model evaluation with good
accuracy and good performance.

Accuracy Comvolutional Neural Network

Fig. 7. Results of accuracy testing on Convolutional Neural Network
algorithm

Accuracy
Gated Recurent Unit

bt 0 E o

epochs

Fig. 8. Results of accuracy testing on Gated Recurrent Unit
algorithm

Accuracy Long Short-Term Memory

1 —

epochs

Fig. 9. Results of accuracy testing on the Long Short-Term Memory
algorithm
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Accuracy Convolutional Neural Network with Long Short-Term Memory

epochs

Fig. 10. Results of accuracy testing on Convolutional Neural
Network with Long Short-Term Memory algorithm

VI. CONCLUSION

The experimental of this research purposes sentiment
analysis on Thai social media using deep learning
techniques consisting of the convolutional neural
network, long short-term memory, and gated recurrent
unit. This research was used to test the algorithm with
the wongnai product and service dataset and measured
performance with accuracy. This experiment of this
research found convolutional neural networks with
long short-term memory outperform convolutional
neural networks, long short-term memory, and gated
recurrent units in classification accuracy, with an
accuracy of 85.0%, followed by long short-term
memory accuracy of 83.7%, convolutional neural
network accuracy of 77.0% and finally gated recurrent
unit an accuracy of 65.4% respectively. Therefore, the
hybrid model working with are convolutional neural
network with long short-term memory is most
suitable and effective for Thai sentiment analysis.
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