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	 Abstract—To enhance accessibility in foot drop 
rehabilitation, this study presents the design and 
development of a wireless functional electrical 
stimulation system integrated with a mobile health 
(m-Health) application and an ESP32-based IoT 
(Internet of Things) platform. The system comprises  
a stimulation node and a sensor node that  
communicate via Bluetooth Low Energy (BLE) for 
heel-strike-triggered stimulation. The stimulation  
node delivers symmetrical biphasic pulses to 
the peroneal nerve with adjustable parameters.  
A cloud-based backend using MQTT supports 
real-time logging and device management, while 
the m-Health application enables mode selection,  
parameter tuning, and usage tracking. Key  
hardware includes a 70V boost converter,  
programmable current limiter, and H-bridge pulse 
generator. Evaluations show reliable pulse output 
(400.3 µs width, 2.1 µs rise/fall), low BLE latency 
(6.16 ms), and accurate analog-to-digital converter 
readings. Results confirm the system’s feasibility 
as a compact, portable solution for home-based  
rehabilitation, addressing limitations of traditional  
wired systems.

	 Index Terms— Functional Electrical Stimulation  
(FES), Foot Drop, Home-based Rehabilitation, 
Wireless Sensor, Biphasic Pulse Generation, IoT, 
Embedded System, m-Health Application

I. INTRODUCTION

	 Stroke remains one of the leading causes of  
long-term disability worldwide, especially among the 
elderly and individuals with underlying conditions 
such as diabetes and hypertension. According to the 
World Health Organization (WHO) in 2022, nearly  
15 million people suffer a stroke each year, with 
more than 5 million experiencing significant motor  
impairments that affect their ability to perform daily 

activities such as grasping, standing, and walking 
[1], [2].
	 One of the most common post-stroke complications  
is foot drop, a condition in which patients are unable to 
lift the front part of their foot due to muscle weakness  
or paralysis. This impairment causes the toes to drag 
while walking, increasing the risk of falling and  
significantly impacting mobility and independence 
[2]. To handle foot drop, patients often rely on  
Ankle-Foot Orthoses (AFOs), which help position 
the foot during gait. However, prolonged use of 
AFOs may lead to muscle atrophy from disuse [3]. 
Functional Electrical Stimulation (FES) offers an  
alternative by applying timed electrical impulses to 
the affected muscles or nerves, typically triggered by 
sensors placed on the heel while walking. In addition 
to improving gait by enabling dorsiflexion during the 
swing phase, FES has been shown to prevent muscle  
atrophy and support motor relearning through  
enhanced neuroplasticity [4]-[6]. Recent clinical  
studies have demonstrated that FES can improve 
walking speed, endurance, and balance in stroke  
survivors with foot drop, contributing to long-term  
improvements in mobility and functional  
independence [7]-[9]. Other treatments include  
physical therapy, muscle strengthening exercises, and 
surgical interventions when necessary [10].
	 A prior study developed and distributed a functional  
electrical stimulator for foot drop patients through  
regional hospitals in Thailand [11]. Subsequent  
clinical research conducted using that system  
demonstrated its effectiveness in improving walking 
speed and mobility among patients [4], [5]. Building 
upon the clinically validated Dearndee FES system 
previously distributed in regional hospitals, this study 
introduces a new wireless platform aimed at improving  
mobility and user engagement through modern IoT 
and mobile health technologies.
	 In response to these challenges, this study presents 
the design and development of a compact, wireless 
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FES system intended to assist individuals with foot 
drop. The proposed system comprises a stimulator 
node that delivers electrical pulses to the peroneal 
nerve area, a sensor node that detects heel pressure 
during walking, and a mobile application for device 
control and monitoring. Communication between 
nodes is achieved through Bluetooth Low Energy 
(BLE), supporting real-time, cable-free interaction 
among system components.
	 The design emphasizes technical aspects through 
the integration of custom-designed hardware,  
firmware, and wireless communication protocols 
to ensure low-latency performance and accurate  
electrical stimulation. A microcontroller is utilized 
to generate precise stimulation waveforms and  
manage synchronized communication between the 
sensor and stimulator nodes. In addition, the Mobile  
Health (m-Health) application is developed not only 
as a user interface but also as a platform for data 
logging and remote configuration. It is designed 
based on the Mobile Health (m-Health)Technology 
Acceptance Model (MoHTAM) [12], and follows 
guideline themes for Mobile Health system usability  
and accessibility as proposed in [13], ensuring 
that it meets standards for practical deployment in  
real-world scenarios.
	 While this paper does not involve human trials 
to avoid ethical concerns, this study demonstrates 
the system’s technical feasibility and performance 
through electrical measurements, establishing  
a foundation for future home-based rehabilitation 
applications and clinical validation.

II. BACKGROUND AND KNOWLEDGE

	 This section outlines the foundational principles 
and design considerations underlying the proposed 
system, encompassing the FES methodology, electrical  
signal parameters, microcontroller platform, and  
mobile health application integration.

A.	 Functional Electrical Stimulation

	 FES applies electrical pulses to peripheral nerves 
to induce muscle contractions for restoring specific  
motor functions. For foot drop, FES stimulates the 
common peroneal nerve to activate dorsiflexion 
during gait, aiding mobility and preventing muscle 
atrophy. This study focuses on its application in gait 
rehabilitation for stroke patients [14], [15].

B.	 Electrical Signal Parameters

	 The effectiveness of FES depends heavily on how 
the electrical signals are configured. In this study, 
stimulation signals are designed based on three 
key parameters: Waveform, frequency, and pulse  
characteristics, including durtion and Intensity.
	 •	 Waveform
		  A symmetrical biphasic waveform was used 
to reduce skin irritation and prevent charge buildup,  

providing balanced current flow and improved  
comfort. Its symmetry supports precise motor unit 
activation, crucial for functions like foot dorsiflexion.  
Controlled waveform parameters also enhance  
stimulation selectivity and reduce fatigue [16], [17]
holding a toothbrush, standing, and walking. The 
technology was developed in the sixties, during which 
initial clinical use started, emphasizing its potential as 
an assistive device. Since then, functional electrical 
stimulation has evolved into an important therapeutic 
intervention that clinicians can use to help individuals 
who have had a stroke or a spinal cord injury regain 
their ability to stand, walk, reach, and grasp. With an 
expected growth in the aging population, it is likely 
that this technology will undergo important changes  
to increase its efficacy as well as its widespread  
adoption. We present here a series of functional  
electrical stimulation systems to illustrate the  
fundamentals of the technology and its applications. 
Most of the concepts continue to be in use today 
by modern day devices. A brief description of the  
potential future of the technology is presented,  
including its integration with brain–computer  
interfaces and wearable (garment. Fig. 1 illustrates 
the waveform structure implemented in the system. 
	 • 	 Frequency 
		  The stimulation frequency directly influences 
the nature of muscle contraction. Frequencies in the 
range of 40 Hz to 100 Hz were considered optimal 
for producing tetanic muscle contractions, which are  
essential for effective foot lifting [11], [17].  
Frequencies outside the optimal range can cause 
either fatigue or weak contractions, so the system 
allows real-time frequency adjustment based on  
patient response.

Fig. 1. A symmetrical biphasic waveform

	 • 	 Pulse Duration and Intensity
		  Pulse duration and intensity are key to effective 
muscle activation, but individual differences require 
adjustable settings. This system allows tuning of 
pulse width and voltage, typically using 100-1000 µs  
pulses, 10-100 Hz frequency, and 60-70 V output 
[11], [17]. Parameters were chosen through initial 
testing to balance effective contraction with user  
comfort and minimal fatigue [18]. Stimulation  
parameters are adjustable in real time to match  
individual responses and reduce overstimulation risk.
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C.	 Microcontroller and BLE Communication

	 The system employs the ESP32 microcontroller, 
which features a dual-core Xtensa LX6 processor 
operating at up to 240 MHz, with integrated Wi-Fi  
and BLE capabilities. ESP32 was selected over  
platforms such as nRF52, STM32, or Arduino due to its 
unique combination of built-in wireless connectivity,  
low cost, dual-core architecture, and native support 
for real-time task scheduling via Free RTOS. This 
architecture enables the system to handle concurrent  
operations efficiently, with BLE controller tasks  
assigned a high priority to meet real-time requirements  
[19]. BLE enables low-latency, energy-efficient  
communication between components, which is crucial  
for synchronized stimulation and sensing [20]. Its 
implementation using ESP32 modules is detailed in 
the hardware design section.

III. LITERATURE REVIEW

	 Functional electrical stimulation has long been 
established as a rehabilitative solution for foot drop, 
particularly among stroke survivors and individuals 
with neurological disorders. Over the past decade, 
significant advancements in embedded systems,  
sensor technologies, and wireless communication 
have influenced the design of both academic and  
commercial FES systems, aiming to improve usability,  
adaptability, and accessibility.
	 Early academic implementations of FES focused 
on basic stimulation functionality. Bhattacharya 
and Manjunatha reviewed microcontroller-based 
FES systems with capabilities for precise current  
modulation but noted that such systems often lacked 
real-time personalization and mobile connectivity,  
which limited their practical usability in home  
rehabilitation settings [21]. Jitprasutwit et al. presented  
a culturally adapted, cost-sensitive FES system 
for Thai users, utilizing wired stimulation without  
advanced feedback or wireless features [11]. Melo et al.  
advanced FES control by incorporating continuous 
motion feedback from the foot, allowing real-time 
modulation of stimulation patterns during gait [22]. 
The emergence of wireless technology, particularly  
BLE, led to portable and user-friendly system  
designs. Watanabe et al. developed a portable FES 
rehabilitation prototype featuring inertial sensors for 
gait event detection and Bluetooth communication 
with a tablet, enabling stimulation based on real-time  
sensor data [23]. Aqueveque et al. introduced  
a capacitive step sensor positioned under the heel, 
which achieved accurate real-time detection of swing-
phase transitions and transmitted synchronization  
signals wirelessly, enhancing timing precision for 
stimulation delivery [24]. Additionally, York and 
Chakrabarty conducted a comprehensive survey  

highlighting the clinical effectiveness of FES in  
improving walking speed, quality of life, and patient  
preference over alternatives like AFOs, though  
challenges remained with system cost and sensory 
feedback integration [25].
	 In the past five years, low-cost, open-platform 
FES solutions have gained traction in academic  
research. Kipli et al. developed an Arduino Nano- 
based FES prototype suitable for educational or  
prototyping purposes, focusing on simplicity and 
affordability, but lacking advanced features such 
as mobile connectivity or AI-assisted control [26].  
De Almeida et al. presented a 4-channel IoT-enabled 
electro stimulator using ESP32, capable of closed-loop  
joint angle control via inertial feedback and MQTT  
protocol, though it did not integrate a mobile application  
[27]. Gangadharan et al. introduced an intelligent 
system with sensor-based auto-triggering to enhance 
timing precision [28]. Chiriac et al. followed with a 
design focused on cost-effectiveness and usability  
in low-resource environments, though the system  
remained basic in function and lacked BLE or  
application integration [29]. Most recently, Cao et 
al. proposed a wearable ultrasound-FES integrated  
system capable of high-accuracy intention recognition  
using muscle thickness detection. This allowed  
precise real-time control of stimulation, although 
no mobile application or user interface for direct  
interaction was described [30].
	 In parallel, several commercial systems have been 
developed with higher performance but significantly  
higher costs. The Bioness L300 Go, for instance,  
integrates 3D motion sensors and mobile connectivity  
to optimize stimulation timing but is priced over 
$6,000 [31]. The WalkAide uses tilt sensors for gait 
detection and real-time stimulation but lacks mobile 
programmability [32]. Meanwhile, XFT-2001D, 
marketed as a semi-intelligent foot drop stimulator,  
features MEMS sensors and AI algorithms for  
adaptive output, with mobile application control, at 
a cost exceeding $2,199 [33].
	 In terms of intellectual property, patents such as 
US20170106189A1 present a system with multi-pad  
electrodes and movement sensors for adaptive  
stimulation control [34], while US11406821B2  
outlines a compact, waterproof, stainless-steel  
integrated apparatus with ergonomic design features 
aimed at long-term usability [35].
	 Existing FES systems often trade off between 
cost and functionality. Commercial devices offer  
advanced features but lack flexibility, while academic 
prototypes are affordable yet limited in control and 
connectivity. This study proposes an IoT-based FES 
system with BLE-triggered stimulation, adjustable 
parameters, application control, and cloud monitoring 
to bridge that gap.
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IV. RESEARCH METHODOLOGY

	 This study follows an engineering design research 
methodology to evaluate the feasibility of a wireless  
Functional Electrical Stimulation (FES) system 
for foot drop rehabilitation. The methodology was  
structured into five main stages.

A.	 Research Framework

	 The research focused on designing, prototyping,  
and validating a compact wireless FES system  
without human trials. The objective was to  
demonstrate technical feasibility through engineering  
tests of system components, communication  
performance, and power efficiency.

B.	 Hardware Methodology

	 The hardware was developed using a modular 
approach that separated the system into a stimulation 
node and a sensor node. The stimulation node was  
designed to generate programmable biphasic  
pulses, while the sensor node detected heel pressure 
and transmitted signals wirelessly through BLE. Both 
nodes were implemented on ESP32-based platforms  
due to their integrated wireless capability and  
suitability for real-time applications. This methodology  
enabled iterative prototyping and testing before full 
integration, while detailed hardware schematics and 
circuit descriptions are presented in Section V.

C.	 Firmware Methodology

	 The firmware was developed on the ESP32  
platform with an interrupt-driven approach to achieve 
precise pulse timing and modular task organization 
to support real-time operation. Its main functions  
included pulse control, stimulation logic, BLE  
communication, and cloud connectivity, with  
implementation details described in Section V.

D.	 Mobile Application Methodology

	 The mobile application proposed in this study 
was constructed using the Agile development  
methodology. The process began with developing  
user stories related to rehabilitation activities.  
The most critical stories were then selected for  
development in the first iteration. After these stories 
were verified to be working properly, subsequent  
increments were developed until all user stories 
were completed. Finally, all functionalities were 
verified during the system testing process. Detailed  
application features and interfaces are presented in 
Section V.

E.	 Experimental Methodology

	 The evaluation was conducted through a structured  
set of experiments designed to validate system  
functionality. These included verification of the boost 
converter and current limiter circuits, assessment of 

waveform precision, benchmarking of ADC accuracy, 
measurement of BLE latency across multiple trials, 
and testing of battery life under continuous operation.  
Experiments were performed in a controlled  
environment using calibrated instruments to ensure 
accuracy. The complete setup and parameters are  
described in Section VI.

V. PROPOSED SYSTEM ARCHITECTURE  
AND DESIGN

	 The proposed FES system for foot drop consists 
of three components: A sensor node, a stimulation 
node, and an m-Health application. As shown in  
Fig. 2, the sensor node, placed near the ankle, detects 
foot plantar flexion and transmits real-time gait data 
to the stimulation node via BLE [24]. Upon receiving 
the trigger, the stimulation node delivers electrical 
stimulation to the common peroneal nerve to induce 
dorsiflexion and assist the user during the swing phase 
[4], [5], [25]. In addition to real-time stimulation  
control, the stimulation node collects usage data 
and periodically synchronizes with the cloud server, 
which serves as a remote repository for long-term 
storage and activity logging [36].

Fig. 2. System overview of the proposed FES platform for foot 
drop: (1) Stimulation Node for delivering electrical pulses, (2) 
Sensor Node for gait event detection, and (3) Mobile Application 
for parameter control and monitoring

	 The mobile application enables users or clinicians 
to configure stimulation parameters, monitor system 
performance, and visualize historical usage data. It 
serves as the primary interface for interacting with 
the system outside the stimulation hardware. 
	 The system leverages BLE for communication 
between the sensor and stimulation nodes [24], while 
internet connectivity (via Wi-Fi or mobile hotspot) 
supports data exchange between the stimulation 
node, cloud server, and mobile application [36]. 
The cloud communication architecture follows IoT  
design principles [37], utilizing the MQTT protocol 
for real-time messaging with a Node-RED-based 
server and NoSQL database for user and session data 
storage [38].



Indexed in the Thai-Journal Citation Index (TCI 1)

INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 9 No. 2 July-December 2025	 5

	 When such a system is in an offline mode, the 
stimulation node operates using saved settings, with 
basic onboard adjustments.
	 This study focuses on system-level design across 
hardware, firmware, communication, and mobile  
interface. Initial tests evaluate latency, control  
response, parameter tuning, and data synchronization 
to support future clinical validation.

A.	 Hardware Design

	 The proposed FES system comprises two ESP32-
based modules: a sensor node (M5StickC Plus)  
for heel-pressure detection and BLE signaling,  
and a stimulation node (M5Stack) for generating 
programmable biphasic pulses using boost, current 
limit, and pulse control circuits. As shown in Fig. 3, 
this compact design supports real-time, low-latency 
operation suitable for wearable FES applications.

Fig. 3. Hardware architecture of the proposed FES system,  
consisting of (1) Stimulation Node and (2) Sensor Node

	 1)	Stimulation Node Design
		  The stimulation node serves as the system’s 
output module, delivering electrical pulses for gait 
rehabilitation. It is built on the M5Stack, which  
includes a dual-core ESP32, Wi-Fi/BLE, a 2.0-inch 
IPS LCD, and three user buttons [39]. This platform  
was chosen for its modularity and high level of  
integration, which allows for rapid prototyping and 

reduces the need for extensive peripheral circuit  
design [40], [41]. Although the default configuration  
includes a small internal battery, it was removed in 
this implementation to support an external 3.7 V  
520 mAh lithium polymer battery, providing sufficient  
capacity for stimulation tasks.
		  The stimulation node integrates three main 
circuits: a boost converter (3.7 V to 70 V), a current  
limiter for user safety, and a pulse generator for  
symmetrical biphasic waveforms. These are managed  
by the ESP32, which handles BLE input from the 
sensor node and Wi-Fi communication with the 
cloud and mobile application. Physical switches on 
the M5Stack allow offline control and testing. Key 
specifications are shown in TABLE I, with the system 
structure illustrated in Fig. 3 (1).

TABLE I 
TECHNICAL SPECIFICATIONS OF THE STIMULATION NODE 

HARDWARE

Feature Stimulation Node Sensor Node

Microcontroller ESP32-
D0WDQ6-V3 
(240 MHz dual-core 
Xtensa 32-bit LX6, 
520 KB SRAM)

ESP32-PICO-D4 
(240 MHz dual-core 
Xtensa 32-bit LX6, 
520 KB SRAM)

Platform M5Stack [45] M5Stick C Plus [46]

Flash Memory 4 MB 4 MB

Wireless 
Connectivity

Wi-Fi 802.11 b/g/n, 
Bluetooth 4.2 (BLE)

Wi-Fi 802.11 b/g/n, 
Bluetooth 4.2 (BLE)

Display 2.0 IPS TFT LCD, 
320p×240p

1.14 IPS TFT LCD, 
135p×240p

Interfaces 3x programma-
ble buttons, USB 
Type-C, 26 GPIO 
pins, GROVE (I²C/
UART)

1x programmable 
button, USB Type-C, 
14 GPIO, GROVE 
(I²C/UART)

Battery External 3.7 V Li-Po 
(520 mAh)

Internal 3.7 V Li-Po 
(120 mAh)

Dimensions 
(mm)

54 × 54 × 17 48.2 × 25.5 × 13.7

Weight 45 g 24 g

	 a)	Boost Voltage Circuit
		  The boost circuit steps up the 3.7 V Li-Po  
battery to ~70 V using the ZXSC410 DC-DC controller  
[42], It employs an inductor (22 µH), a MOSFET 
(IRLML0100), a fast diode (BAS516), and a feedback  
divider (R1, R2) to ensure stable high-voltage output  
with low ripple. The regulation is based on the  
ZXSC410’s 300 mV reference, as expressed in (1)

	 	 			          (1)

		  Assuming R1 = 1 MΩ and VFB = 300 mV, the 
required value of R2 to achieve 70 V output can be 
calculated using (2).

	  	                     (2)
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		  By selecting R2 = 4.3 kΩ, the output voltage 
is regulated at approximately 70.07 V, which meets 
the system requirement. The final boost converter  
configuration and component placement are  
illustrated in Fig. 4.

Fig. 4. Schematic of the stimulation node, showing the boost con-
verter using ZXSC410 for 70 V output and the current limit circuit 
for VDAC-controlled stimulation

	 b)	Current Limit Circuit
		  To ensure safe and programmable stimulation, 
the system incorporates a current limit circuit that 
regulates output current independently of voltage 
amplitude. A PNP transistor (Q2, 2N5401) [43] is 
controlled by an NPN transistor (Q3, 2N5551) [44], 
with the base of Q3 driven by an 8-bit DAC output 
from the ESP32. Adjusting the DAC voltage allows 
the microcontroller to modulate the base current of 
Q2, thereby setting the stimulation current, which is 
related to the base current via the transistor’s current 
gain.

		             (3)

		  Since Q3 directly sources this base current, 
IC(Q3) = IB(Q2), and thus the DAC output controls 
Iout indirectly via Q3. Applying Ohm’s law across 
R4 gives the collector current of Q3 as:

		  		         (4)

		  Combining (3) and (4), the required DAC  
voltage for a given output current can be expressed as:

		  	        (5)

		  To support a maximum stimulation current  
of 40 mA with hFE (Q2) = 50, VBE = 0.7 V, and  
a conservative VDAC (max) = 3.0 V (leaving  
approximately 10% headroom from the ESP32’s 
3.3 V theoretical DAC limit), the value of R4 is  
selected as:

		    (6)

		  A standard value of R4 = 2.7 kΩ or 3.0 kΩ may 
be selected depending on design tradeoffs. In this 
study, R4 is fixed at 3.0 kΩ, ensuring compatibility 
with ESP32 DAC output range while maintaining  
operational margin for BJT gain variation, as  
implemented in the current-limiting circuit shown in 
Fig. 4. Using (5-6), the required DAC voltages for 
output currents of 20-40 mA (in 5 mA increments) 

are summarized in Table II. All DAC voltages fall  
within the ESP32’s 8-bit DAC output range, validating  
the design. This indirect current control approach 
enables safe, energy-efficient, and scalable current 
delivery, ideal for wearable FES systems requiring 
compact and flexible stimulation control.

TABLE II 
REQUIRED DAC VOLTAGES FOR PROGRAMMABLE 

OUTPUT CURRENT LEVELS

Level Iout (mA) Ib (Q2) (mA) VDAC (V)

1 20 0.4 1.9

2 25 0.5 2.2

3 30 0.6 2.5

4 35 0.7 2.8

5 40 0.8 3.1

	 c) Pulse Control Circuit
		  The pulse control circuit is designed to generate 
biphasic symmetric stimulation waveforms, which 
are essential for FES to avoid tissue damage and  
ensure charge balance across the stimulation electrodes.  
To accomplish this, the system employs an H-Bridge 
topology that allows bidirectional current flow  
between two output terminals [41]. This design 
enables the generation of alternating positive and 
negative pulses in response to control signals from 
the ESP32 microcontroller. As shown in Fig. 5, the 
H-Bridge consists of four high-voltage transistor 
pairs: two PNP transistors (Q4 and Q5, 2N5401) [43] 
at the high side, and four NPN transistors (Q6-Q9, 
2N5551) [44] at the low side. The 70 V stimulation 
voltage is applied at the top of the bridge, and the 
switching logic from the ESP32 determines which 
path current will take through the load (electrodes), 
thus controlling pulse polarity. The base drive for 
the high-side PNP transistors is provided through 
resistors R5 and R6, each set to 33 kΩ. These values 
are chosen to limit the base current to an appropriate  
level (~1-2 mA) while minimizing unnecessary power  
dissipation from the high-voltage source. For the 
low-side NPN transistors, resistors R7-R10 are set 
to 2.2 kΩ to ensure sufficient base current delivery 
from the ESP32’s 3.3 V digital outputs, enabling fast 
transistor switching and clean pulse transitions.
		  This configuration supports stimulation pulses 
of 100-1000 µs at 10-100 Hz, with resistor values 
optimized for efficient switching and safe transistor  
operation. A high-speed diode (D2, BAS516) [45] is 
placed at the ground rail to suppress reverse transients  
and protect switching components during polarity  
changes. This enables precise, safe biphasic  
stimulation and forms a key link between the power 
stage and microcontroller logic in a compact design.
	 2)	Sensor Node Design
		  The sensor node detects heel contact using  
a Force-Sensing Resistor (FSR) and wirelessly  
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triggers stimulation. It is built on the M5StickC 
Plus, an ESP32-based unit with BLE, TFT display, 
120 mAh battery, and 4-pin connector for rapid  
prototyping [46]. Its compact size, onboard battery, 
and wireless capability make it ideal for wearable use. 
As shown in Fig. 3 (2), the sensor node consists of  
a heel pressure sensor and a circuit for signal  
processing and data transmission.

Fig. 5. H-bridge-based pulse control circuit for generating biphasic 
stimulation waveforms

		  a) Heel Pressure Sensor Design
			   To detect heel strike events, a custom force 
sensor with interdigitated electrodes on a 2-layer PCB 
detects heel strikes. The 0.8 mm pitch and trace width 
ensure uniform sensitivity across the 40 × 42 mm 
sensing area, with enhanced durability under foot 
pressure. To convert pressure into resistance,  
a conductive rubber strip (Neo Plastomer Co., Ltd., 
EP50) with a thickness of 0.6 mm and a nominal  
resistance range of 20-70 kΩ was placed on top of 
the electrode array. Under no load, the total resistance 
between sensor terminals ranged from 800-900 kΩ, 
and when pressure of approximately 10-15 kgf was 
applied (as estimated from manual pressing) [47], 
the resistance dropped to around 500-600 kΩ. This 
range effectively detects heel contact during walking.  
A custom sensor was developed due to limited  
commercial FSR options in the required size and 
form, with construction designed to endure repeated 
compression. The layout is shown in Fig. 6.

Fig. 6. Custom heel pressure sensor using conductive rubber and 
interdigitated PCB layout

		  b) Signal Conditioning and Data Transmission
			   To interface the sensor with the ESP32’s 
analog-to-digital converter (12-bit ADC), a voltage 

divider using a 1 MΩ resistor converts the FSR’s 
pressure into a 0.4-2.5 V signal. A 2.0 V threshold 
was set to detect heel contact, converting the signal  
to binary for BLE transmission and real-time  
stimulation control. The interface circuit is shown 
in Fig. 7. 

Fig. 7. Voltage divider interface circuit for sensor node using 
M5StickC Plus

B.	 Firmware Design

	 The firmware is split between the ESP32-based 
stimulation and sensor nodes. The stimulation node 
manages pulse generation, timing, and application 
communication, while the sensor node handles gait 
detection, threshold logic, and low-power BLE  
transmission. Details are provided in the following 
sections.
	 1)	Firmware for Stimulation Node Design
		  The stimulation node firmware generates  
precise biphasic pulses and manages real-time tasks 
like BLE communication and user control. To achieve 
microsecond-level accuracy for 100-1000 µs pulses,  
a 50 µs hardware timer interrupt is used for waveform 
phase control. The core logic is handled in the pulse 
control task. Other functions, such as user interface 
control, BLE reception, cloud logging, and mode  
selection, run as separate Free RTOS tasks within the 
loop Task. This task separation ensures responsiveness  
while avoiding interference with pulse timing, as 
shown in Fig. 8.
		  Development used the Arduino Core for 
ESP32 (v3.1.1) with C/C++. Key libraries include 
the M5Stack library for hardware control, Free_Fonts 
library for display, Pub Sub Client library for MQTT, 
and BLE Device library for BLE server functionality. 
This implementation enables low-latency, reliable  
reception of gait triggers for synchronized stimulation.  
A task-based firmware architecture was adopted to 
ensure modularity and support future expansion. 
Two key tasks, pulse Control and signal Logic,  
handle stimulation timing, intensity, and phase  
control, ensuring accurate and reliable biphasic  
waveform generation during operation.
		  a) Pulse Control Task
			   The pulse control task handles real-time 
biphasic stimulation output using a hardware timer  
interrupt that triggers every 50 µs. The firmware  
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employs the pulseControl task for pulse control.  
The Interrupt Service Routine (ISR) is initialized 
during firmware startup in the setup function, as 
shown in Fig. 8, where the timer is configured to 
invoke pulseControl. The task receives timing  
parameters from the signal Logic task, including 
pulse duration and waveform phase lengths. During 
each interrupt, a counter is incremented and compared 
against these parameters to determine the output state, 
activating the positive, negative, or idle phase through 
H-bridge control signals. By isolating time-critical 
operations in this ISR and delegating logic handling  
to signal Logic, the system ensures accurate and 
consistent waveform generation, regardless of  
background processing load.

Fig. 8. Firmware execution flowchart of the stimulation node

		  b)	Signal Control Task
			   The firmware employs the signalLogic 
task for signal control. This task is responsible for  
orchestrating the logical control of stimulation  
behavior, acting as the intermediary between user 
input, sensor trigger events, and the low-level pulse 
Control task responsible for waveform output. This 

task plays a key role in ensuring synchronized,  
programmable stimulation that adapts dynamically 
to both manual commands and sensor-based inputs. 
Within each control cycle, the task evaluates the  
current stimulation status. This status may originate 
from two independent sources: a user-defined input,  
such as pressing a physical button or toggling  
a mobile application control, or a real-time signal  
received from the sensor node via BLE, which  
corresponds to a detected heel strike. 
			   When activated, the signalLogic task sets 
control flags and prepares waveform parameters. 
Based on the selected intensity level (1-5), it enables 
the boost converter via the STDN signal and adjusts 
the DAC output voltage according to a predefined  
current map (20-40 mA), regulated by the current  
limit circuit. For systems using an 8-bit DAC with a 
3.3 V reference, the digital value sent to the DAC is  
calculated by scaling the desired voltage proportionally  
to the full range of 255 steps. For example, a DAC 
output of 1.65 V would correspond to roughly half 
of the maximum digital value.
 			   Another key role of the signalLogic task is 
to compute timing parameters for each stimulation 
cycle, including ticks for the positive phase, negative 
phase, and idle period, based on user-defined pulse 
duration and frequency. These values, calculated  
using Equations (7)-(9), are essential for the  
pulseControl task to generate accurate waveforms.

			   			          (7)

			   			          (8)

			   		         (9)

			   Equations (7) to (9) define ISR tick counts 
for each pulse phase and idle period, based on  
user-defined pulse width and frequency. These values 
ensure correct waveform structure and are passed to 
the pulseControl task for real-time output. As shown 
in Fig. 8, signalLogic operates as a cooperative task 
at 100 ms intervals and handles key functions such 
as condition checks, DAC configuration, and tick 
calculation.
	 2)	Firmware for Sensor Node Design
		  The sensor node firmware handles periodic heel 
pressure sensing and low-latency BLE transmission.  
It uses cooperative multitasking via a loopTask 
and non-blocking timing with the time function. At 
each interval, the 12-bit ADC reads sensor voltage, 
which is compared to a fixed threshold to detect heel 
strikes, encoded as binary output (1 = detected, 0 = not  
detected).
		  The system also monitors battery voltage 
and estimates its percentage, combining it with the  
pressure status into a 3-byte data frame. Operating as 
a BLE GATT server, the sensor node uses a custom 
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characteristic with notifications to asynchronously 
transmit data to the stimulation node, which acts as 
the BLE client.
		  The firmware was developed using Arduino 
Core for ESP32 (v3.1.1) in C++, leveraging the 
M5StickCPlus library for hardware control and the 
BLEDevice library for wireless communication. This 
setup enables efficient event detection, low power 
use, and real-time BLE synchronization with the  
stimulation node. The execution flow is shown in 
Fig. 9.

Fig. 9. Flowchart for Sensor Node Design

C.	 Mobile Health Application (m-Health) Design 

	 The mobile health application (m-Health) developed  
in this study was designed based on the Technology 
Acceptance Model for m-Health (MoHTAM) [12] 
and the design themes proposed by Peng et al. [13], 
which emphasize perceived ease of use and perceived 
usefulness.
	 To improve user control, the application enables 
adjustment of stimulation parameters, including  

intensity, frequency, pulse width, and signal smoothness.  
It also offers pre-configured programs such as muscle 
relaxation and foot drop routines.
	 Effective data representation was also a key design  
objective. As such, the application provides a user- 
friendly interface that displays personal information, 
foot drop stimulation history, and the real-time status 
of stimulation and sensor nodes. The control flow and 
data representation design are summarized below.
	 Awareness & Literacy: Onboarding tutorials must 
be incorporated to familiarize users with the purpose, 
benefits, and operational procedures of the FES  
devices prior to engaging with the application.
	 Time & Effort: The interface is designed to 
minimize procedural steps and enhance user flow 
efficiency. Key features include shortcut pathways,  
One-Time-Password (OTP)-based registration,  
intuitive navigation structures, and automated  
stimulation program selection to reduce overall setup 
time.
	 Information Needs: Personalized content is delivered  
through both preset and manual configuration of  
stimulation parameters. The system also supports 
multiple-device scenarios for individual users.
	 Tracking and Feedback: Real-time visual  
feedback, delivered through charts and status indicators,  
enables users to effectively monitor stimulation  
activity and overall device performance.
	 Reminders: The application must provide users 
with the option to enable or disable the reminder 
system, as frequent notifications, whether auditory 
or visual, may cause annoyance or disrupt the user 
experience.

D.	 Communication Design

	 The system’s communication architecture is  
structured into four layers: 1) the sensor node, which 
is responsible for collecting physiological data,  
2) the stimulation node, which receives data from the 
sensor node via BLE, acts as the master controller for 
FES, and transmits data to 3) the cloud server, using 
the MQTT protocol over a Wi-Fi connection, and  
4) the m-Health application, which serves as the user 
interface layer, supporting interaction and presenting 
data from the overall system as illustrated in Fig. 10.

Fig. 10. System communication architecture
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	 The data contained in the BLE payload,  
communicated between the GATT server and client, 
was designed to consist of three bytes: 1) the heel 
pressure state (pressed or unpressed), 2) a separator 
byte (0x2C), and 3) the battery level represented as a 
percentage. For example, a data value of 0x01, 0x2C, 
0x64 indicates that heel pressure is detected and the 
battery level is 100%. This structure is optimized for 
rapid, energy-efficient transmission. The complete  
data format is described in TABLE III, while its  
The stimulation node also acts as an MQTT client, 
communicating with a cloud server hosted on Google 
Cloud Platform (GCP). The server runs Ubuntu 20.04 
LTS with Docker, hosting containers for Node-RED 
and EMQX (used as an MQTT broker and monitor). 
Node-RED handles device logic and bridges MQTT  
messages to NoSQL database services for data  
logging and user interaction. The mobile health  
application connects directly to a NoSQL database  
using HTTP-based RESTful APIs. It provides  
a frontend interface for displaying system data, 
controlling stimulation modes, and visualizing user  
metrics. Communication between the mobile application  
and cloud backend occurs entirely through a NoSQL 
database, without requiring direct device-to-app 
connectivity. This communication design ensures 
modularity and reliability for distributed control and 
real-time synchronization.Experimental setup.

TABLE III 
THE DESIGNED BLE DATA FORMAT 

Byte 
Index

Description Data 
Type

Value Range / 
Notes

0 Press/Release uint8_t 0 = not pressed,  
1 = pressed

1 Separate uint8_t ASCII ‘,’ (0x2C)

2 Battery percent uint8_t [0, 100]

Fig. 11. BLE communication structure between stimulation and 
sensor nodes with 3-byte payload

	 To evaluate the performance of the proposed  
wireless FES system, a series of experimental tests 
was designed and conducted to assess the accuracy,  
latency, electrical characteristics, and power efficiency  
of both the stimulation and sensing modules.  
The system configuration and test parameters are 
summarized in TABLE IV. Each test aligns with 
specific system design domains, including hardware, 
firmware, communication, and mobile integration, 
ensuring comprehensive validation across all core 
components. The five primary experiments were 
structured as follows, with their respective linkage 
to system design components.

E.	 Boost Converter and Current Limit Test

	 The voltage boosting and current regulation  
functions of the stimulation node were evaluated in 
two stages. First, the boost converter (ZXSC410) 
was tested under open-circuit conditions to confirm  
voltage elevation from 3.7 V to ~70 V. Second, 
current regulation was assessed using an RC load 
(1.75 kΩ 100 nF) across five intensity levels, adjusted 
via DAC output (1.9–3.1 V). Voltage was monitored 
with a digital oscilloscope, and current was measured 
using a multimeter. Results validated the effective 
operation of both circuits under unloaded and loaded 
conditions.

F.	 Timing and Waveform Precision Test

	 Waveform timing was evaluated by measuring 
rise/fall times and pulse durations. Using a Rigol 
DS1022C, the stimulation signal showed sharp  
transitions under 5 µs and consistent 400 µs biphasic 
pulses at 50 Hz. Results confirmed accurate timing 
and waveform stability suitable for nerve stimulation.

G.	 Sensor Accuracy Test

	 The Analog-to-Digital Converter (ADC) of 
the sensor node (ESP32, 12-bit) was validated by  
comparing its digitized voltage output to a calibrated 
digital oscilloscope (Siglent SHS810). A heel pressure  
sensor was used to produce analog voltage values 
in the range of 0.4-2.5 V via a voltage divider. The 
sensor node read this voltage via its internal ADC 
and converted the result back to voltage, which was 
then compared against reference values from the  
digital multimeter. A total of 1,000 measurements 
were collected to compute the mean absolute error 
and maximum deviation.
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TABLE IV 
SUMMARY OF SPECIFICATIONS AND TEST PARAMETERS 

USED IN THE EXPERIMENTAL SETUP

Item Specification

Stimulation Node Platform M5Stack (ESP32-based 
microcontroller)

Sensor Node Platform M5Stick C Plus (ESP32-
based microcontroller)

Sensor FSR (4x4.2cm pitch 0.8mm) 
Analog Output

Sampling Rate 10 Hz (100ms)

Wireless Communication 
Protocol

Bluetooth Low Energy (BLE)

Stimulator Circuit H-Bridge Driver

Waveform Symmetric Biphasic

Boost Converter DC to DC Boost Convertor 

Current limit VDAC with BJT 

Stimulation Frequency 50Hz

Stimulation Voltage ±70 V peak-to-peak

Pulse Duration Positive 400us / Negative 
400us

Inter-phase delay 100us

Measurement Siglent SHS810 and Rigol 
DS1022C

Stimulation Node Battery Li-po 3.7v 540mAh (2 × 270 
mAh, parallel)

Sensor Node Battery Li-po 3.7V 120mAh

H.	 Latency Test

	 A latency test was conducted to evaluate the 
communication delay between the sensor node  
(BLE GATT server) and stimulation node (GATT 
client) during real-time gait-triggered stimulation. 
The experiment took place in a 4 × 8 m concrete room 
with all external communication devices turned off. 
Both doors and windows were closed to minimize 
radio interference. The devices were positioned 50 cm  
apart in a line-of-sight configuration to simulate  
wearable placement. On the stimulation node,  
a timestamp was recorded immediately before  
executing the notifyCallback function. Upon  
receiving the 3-byte payload from the sensor node, 
a second timestamp was recorded. The latency (Δt) 
was calculated as the time difference between these 
two timestamps. This measurement was repeated 
1,000 times, and the data were compiled for statistical  
analysis.

I.	 Operation Time and Power Consumption Test

	 Energy efficiency was evaluated by powering 
both nodes with internal batteries under continuous 
operation. New lithium-based cells with fewer than 
50 charge cycles were used to minimize degradation 

effects [48]. The stimulation node, consisting of two 
parallel 10440 Li-ion cells (3.7 V, 270 mAh each,  
total 540 mAh), was configured to deliver  
70 V biphasic pulses at 40 mA and 50 Hz into  
a 1.75 kΩ 100 nF load. The sensor node (M5StickC 
Plus with 3.7 V 120 mAh Li-Po) transmitted heel 
pressure data via BLE every 100 ms. Battery voltage 
was sampled every minute using the ESP32’s internal 
ADC, and the system initiated automatic shutdown 
once voltage dropped below 3.1 V. This threshold 
was selected based on prior research indicating that 
operating lithium-ion cells below 3.0 V can accelerate  
degradation and compromise stability [49]. Continuous  
runtime was recorded until this cutoff was reached, 
providing a measure of the system’s full-load  
endurance.

VI. RESULTS

	 The experimental results are presented in two 
parts. The first confirms hardware reliability through 
tests on latency, voltage boosting, current regulation, 
signal timing, and battery life. The second validates  
the mobile application’s responsiveness, data  
synchronization, and control over stimulation modes.

A.	 Hardware System Result

	 The complete hardware system was successfully 
fabricated and assembled into a working prototype, 
comprising a stimulation node and a sensor node with 
supporting circuits. The final assembled devices are 
shown in Fig. 12 (a-b). Firmware for both nodes was 
successfully developed and deployed, Fig. 13 (a-b), 
enabling pulse generation, BLE communication, 
battery monitoring, and real-time task execution.  
In a foot drop use case, the stimulation node was 
positioned near the common peroneal nerve, and the 
sensor node under the heel, as illustrated in 
	 Fig. 14 The stimulation device was positioned 
near the knee to align the electrode with the common  
peroneal nerve, which lies just below the knee on the 
lateral side of the leg. Together, Figs. 12-14 highlight 
the physical realization of the system, from hardware  
assembly to firmware deployment and electrode 
placement, demonstrating how the proposed prototype  
can be applied in a foot drop rehabilitation scenario. 
To avoid ethical concerns, no human subjects were 
involved; instead, the study focused on engineering 
design and functional validation through electrical 
and communication performance tests. Five key 
performance categories form the basis for technical 
evaluation, as outlined in Table V, and detailed in the 
following sections.
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Fig. 12. Overview of hardware components: (a) stimulation node, 
(b) sensor node

 
Fig. 13. Firmware on hardware (a) firmware on stimulation node 
(b) firmware on sensor node

Fig. 14. The wireless FES attachment was affixed to the knee 
and heel.

	 Performance evaluation of the system was  
conducted across five core test categories, as  
summarized in Table V. The circuit was also  
verified under no-load conditions. A typical output  
waveform, measured using a Rigol DS1022C  
oscilloscope at a 400 µs pulse duration with a 100 µs 
inter-phase interval and 50 Hz frequency, is shown 
in Fig. 15, confirming that the designed hardware 
accurately produces symmetrical biphasic waveforms 
with sharp rise and fall transitions. 
	 The latency test revealed a consistent response time 
with an average of 6.16 ms and a standard deviation  
of ±0.88 ms over 1,000 BLE transmission events. The 
complete latency distribution is presented in Fig. 16, 
confirming low-latency communication suitable for 
gait-synchronized stimulation.

TABLE V 
SUMMARY OF EXPERIMENTAL RESULTS

Test Item Description Result Summary

Latency Response delay 
measured from the 
BLE transmission 

1000 samples collected. 
 Average Latency: 6.16 ms 
 SD: ±0.88 ms 
 Max: 8.34 ms 
 Min: 4.91 ms

ADC 
Module 
Accuracy

Accuracy of the 
12-bit ADC in the 
sensor node 

 Vout range: 0.4-2.5 V 
 MAE: 1.2 
 Max Error: 4 
 Error < 1.1% 
 Samples: 1000

Boost 
Converter 
and Full 
Load 
Output 
Measure-
ment

Verification of the 
voltage boosting 
capability and 
output current 
regulation across 
programmable 
intensity levels

Open Circuit Test:
- Peak output voltage: 
73.6 V
- Ripple voltage: ±3.45 V 
Intensity Test:
- L1: 19.35 mA, Err: 3.26%
- L2: 25.75 mA, Err: 2.99%
- L3: 30.25 mA, Err: 0.85%
- L4: 33.42 mA, Err: 4.52%
- L5: 39.31 mA, Err: 1.74%

Rise/Fall 
Time and 
Pulse 
Duration 

Transition speed 
and Timing 
consistency of 
biphasic 400 µs

Pulse Duration(avg):
400.3 µs   
Measured rise/fall time: 
2.1 µs

Operation 
Time 
(Stimula-
tion node)

Battery life of the 
stimulation node 
under full load

Full system operation at 
70 V 40 mA load 
BLE read every 100 ms 
Duration: ~4 hours 4m

Operation 
Time (Sen-
sor node)

Battery life of the 
sensor node during 
full load

BLE active, convert sensor 
data every 100 ms 
Duration: ~1 hour 6m

Fig. 15. Symmetrical biphasic waveform measured at 400 µs pulse 
duration

Fig. 16. Distribution of measured BLE latency over 1,000 trans-
missions
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	 In terms of power management, battery endurance 
was assessed under continuous full-load conditions 
over five independent trials. The stimulation node,  
operating at 70 V and 40 mA, maintained functionality  
for approximately 4 hours, while the sensor node, 
transmitting BLE data at 100 ms intervals, operated 
for over 1 hour. As shown in the voltage discharge 
curves in Fig. 17, all trials terminated just above 
3.1 V, confirming the consistent performance of the 
power system and proper functioning of the voltage 
protection mechanism.

Fig. 17. Battery voltage profile of the stimulation node and sensor 
node

	 These results collectively validate the system’s 
functionality, timing precision, power delivery, 
and wireless communication reliability, supporting 
its use as a robust, wearable rehabilitation device  
and a versatile research platform for FES-based  
neuromuscular interventions.

B.	 Mobile Health Application Result

	 The design implications outlined in the previous 
section were implemented using React Native for 
the development of the m-Health application in this 
study. Upon installation, users are directed to a series 
of welcome screens as illustrated in Fig. 18 (a-c), 
which introduce the system’s objectives and provide 
guidance on how to use the electrical stimulation  
features. Users may choose to proceed by tapping 
the “Continue” button to access more information, 
or “Skip” to begin using the application immediately.

Subsequently, users who have previously registered 
are automatically signed in. New users are required to 
register using their email or phone number and a One-
Time Password (OTP) sent via SMS, as illustrated  
in Fig. 19 (a-b).

Fig. 18. (a) Initial welcome screen, (b) example of the system  
objective screen, and (c) instructional screen for wearing the  
device

Fig. 19. (a) Registration screen via email, and (b) registration 
screen using phone number and One-Time Password (OTP)

	 Upon entering the application, users are presented 
with a set of stimulation device management interfaces,  
as illustrated in Fig. 20 (a) and Fig. 20 (b), which 
show the device status. These interfaces include 
screens for adding, deleting, updating, and viewing 
device information, as well as a usage history screen 
for monitoring device activity.
	 After completing the setup tutorial, users are  
instructed to wear the stimulation node around the 
knee and place the sensor node near the ankle. They 
then select the target device from the list shown in 
Fig. 19 (a). Upon selection, the control interface  
illustrated in Fig. 21 is displayed, consolidating all 
available functionalities for operating the stimulation 
node.
	 The top section of the interface displays battery  
levels and communication status for both the stimulation  
and sensor nodes. Directly below, toggle buttons  
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allow users to power both devices on and off at the 
same time. Electrical parameters such as program 
type, intensity, frequency, signal smoothness, and 
pulse width can be configured through the interface. 
In relaxation mode, all parameters except intensity  
are automatically set based on predefined values 
stored in the firmware. Users can still manually adjust  
the intensity level to suit personal comfort and  
preferences.

Fig. 20. (a) Screen for adding stimulation devices, (b) screen for 
deleting and viewing stimulation devices

Fig. 21. (a) Upper section of the stimulation control interface, (b) 
lower section of the interface

	 In preset mode, the stimulation node adjusts  
electrical parameters based on firmware-derived 
values tailored to the user’s physiological profile, 
activating only upon receiving a sensor signal. In 
manual mode, user-defined parameters are applied, 
with activation also triggered by the sensor node.
	 Lastly, users are provided with a configuration 
screen that allows them to update their personal  
information and enable or disable the reminder  
system through notification messages.

VII. DISCUSSION

	 This study presents the design and development 
of a wireless functional electrical stimulation system 
for foot drop rehabilitation, integrating a stimulation 
node, a sensor node, a cloud-based data layer, and 
a mobile health application. The system achieved 
reliable performance in key areas, including biphasic 
pulse generation, low-latency BLE communication, 
real-time parameter control, and mobile feedback.
	 Experimental validation demonstrated accurate 
waveform generation (400.3 µs pulse width, 2.1 µs 
rise/fall time) and stable current delivery across  
different loads. BLE latency averaged 6.16 ms, meeting  
the <50 ms threshold for real-time gait stimulation 
[50]. Power tests showed the stimulation node operated  
for ~4 hours, while the sensor node lasted ~1 hour.
	 The wireless architecture posed engineering  
challenges, addressed by using interrupt-driven  
firmware for microsecond-level control and  
cooperative multitasking for reliable BLE  
communication and UI handling within ESP32  
constraints.
	 The functionality and workflow of the  
mobile application developed in this study cover  
rehabilitation activities, providing a module for  
parameter adjustment and real-time feedback from 
the installed sensors.
	 Despite its strengths, the system has limitations. 
Clinical effectiveness is unverified due to the absence 
of human testing. The use of a single heel pressure 
sensor may not fully capture complex gait patterns, 
and the sensor node’s limited battery life and lack of 
closed-loop current control restrict long-term use and 
precise stimulation.
	 Compared to prior FES systems, this design  
offers advantages in modularity, portability, and  
integration. While previous works often lacked mobile  
interfaces or relied on fixed setups, the proposed  
system combines open-source hardware, real-time 
BLE, and mobile-cloud support, making it well-suited  
for home-based rehabilitation. In contrast to  
a previously deployed wired FES system [11], the 
present design enhances portability, user control, 
and home-based applicability through wireless  
communication and mobile application integration. 
In comparison with commercial devices such as the 
Bioness L300 Go [31] or WalkAide [32], which offer  
advanced features but at high cost, the proposed  
system provides a more accessible solution. Similarly, 
compared with recent academic prototypes, which 
often sacrifice mobile integration or connectivity to 
maintain low cost, this work achieves a balanced 
approach that bridges the gap between expensive 
commercial systems and limited academic designs.
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VIII. CONCLUSION AND FUTURE WORK

	 This work demonstrates the feasibility of a low-cost,  
wireless FES system that integrates real-time  
stimulation control, BLE-based sensor input, and  
mobile-cloud connectivity. The system performed  
reliably across electrical, communication, and  
software layers, supporting its potential use for  
home-based rehabilitation in foot drop patients. 
	 Future development will focus on enhancing  
sensor flexibility by integrating IMU or sensor-less 
gait analysis, improving battery life through  
optimized power management, and implementing 
closed-loop current control to ensure stimulation  
accuracy. Clinical testing with human participants 
is also essential to evaluate usability, therapeutic  
outcomes, and long-term effectiveness.
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	 Abstract—The vehicle routing problem with 
time windows is important in optimizing logistics  
distribution. For VRPTW optimization, a strategy 
is used to classify and optimize routes using artificial  
intelligence methods. Therefore, an improved  
two-phase algorithm is required to find a solution. 
Namely, a customer group can be divided into several  
regions using the K-means algorithm in the first phase, 
and each region can be decomposed into smaller  
subgroups according to certain constraints. In the 
second phase, local search from OR-tools solves the 
routing problem. In this experiment, two different  
methods of determining the number of clusters, 
namely, the elbow method and the truck utilization 
method, are compared by experimenting with a 
total of 26 standard instances. The results show 
that the truck utilization ratio outperforms the 
elbow method for the K-means algorithm in terms 
of overall results. The results from this experiment 
can be highly beneficial for routing, particularly 
when handling huge amounts of data that need to 
be subdivided ahead.

	 Index Terms—Clustering, K-means, Routing 
Problem, Time Windows

I. INTRODUCTION

	 Nowadays, people are using the internet to purchase  
items more and more because of these factors. The 
primary issue for the businesses in this situation is 
to offer more demanding clients a more effective  
distribution service. A number of large online  
merchants have begun searching for more creative  
and efficient ways to expedite last-mile and  
same-day delivery.
	 The rapid economic growth at both national and 
global levels has intensified business competition. To 
remain competitive, companies must enhance their 
logistical and transportation systems, as these are 
crucial components of efficient business operations.  

In supply chain management, one of the fundamental 
challenges is optimizing vehicle selection and routing  
to minimize shipping costs. This problem aligns 
with the Vehicle Routing Problem (VRP), which  
addresses transportation system issues such as route  
optimization, vehicle capacity management,  
transportation time windows, and accommodating 
diverse customer requirements [1].
	 The emergence of the Internet of Things (IoT) 
and big data analytics has significantly improved  
logistics operations. These technologies enable  
precise and effective monitoring of transportation 
processes through cloud computing, enhancing  
logistics efficiency and reducing operational costs [2].  
However, many companies still rely on outdated  
logistics management systems that require significant  
manual effort. As businesses handle increasing order 
volumes, the need for a robust and efficient decision- 
support system for logistics distribution becomes 
critical.
	 A widely adopted approach in solving vehicle 
routing problems is the Cluster-First Route-Second 
(CFRS) strategy. This method consists of two main 
stages: first, decomposing shipping points into smaller  
clusters, followed by optimizing routes within each 
cluster [3]. Clustering plays a vital role in managing  
transportation route problems, as it helps break 
down complex logistics challenges into manageable  
subgroups.
	 Several clustering techniques have been applied 
in logistics, with K-means being one of the most  
prominent methods. K-means effectively clusters 
groups of delivery points based on proximity and 
shared transportation constraints, forming distinct  
clusters before applying route optimization  
algorithms [4]. Transportation route optimization 
can be approached by grouping delivery points into 
clusters based on factors such as distance or time  
windows, allowing each cluster to be assigned  
a specific vehicle for efficient deliveries [5].
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	 The CFRS strategy is particularly useful in  
solving the Vehicle Routing Problem with Time  
Windows (VRPTW), where deliveries must adhere 
to strict time constraints. By first clustering delivery 
points and then optimizing routes within each cluster, 
computational time is reduced, and solution quality  
is improved, particularly in large-scale logistics  
operations [6]. Therefore, clustering should be  
effectively executed to maximize its impact on logistics  
efficiency and overall supply chain performance. 
	 While the Cluster-First, Route-Second (CFRS) 
strategy has demonstrated effectiveness in addressing 
the Vehicle Routing Problem with Time Windows 
(VRPTW), a significant research gap persists in the 
optimal determination of the number of clusters.  
Existing literature predominantly employs the elbow  
method to determine the appropriate number of clusters  
in K-means clustering. However, this technique does 
not sufficiently account for operational constraints 
such as vehicle capacity utilization, which is critical 
for practical logistics applications.
	 The research question explored in this study is: 
How does the elbow method for cluster determination 
compare with optimization based on truck utilization  
ratio in terms of overall logistics efficiency and 
cost-effectiveness? This comparison is particularly 
significant because while the elbow method aims 
to minimize within-cluster variance as a statistical  
measure of clustering quality, it may not align with 
the practical objective of maximizing vehicle capacity  
utilization, which directly impacts operational  
expenses and resource efficiency. Current  
literature predominantly employs the elbow method 
for determining optimal cluster numbers in vehicle  
routing problems with time windows without  
a  systematic  evaluation  of  i ts  operational  
effectiveness. This creates a research gap where  
statistically optimal clustering is assumed to translate 
into operationally efficient routing without empirical 
validation.
	 This study addresses this gap by making several  
key contributions to logistics optimization. First, 
this work develops the first systematic comparison  
framework between statistical clustering validation 
and operational optimization approaches for vehicle  
routing problems with time windows. Second, it  
provides empirical validation demonstrating the  
conditions under which each clustering approach 
delivers superior performance in terms of cost  
reduct ion  and  resource  ut i l izat ion.  These  
contributions advance both theoretical understanding  
of clustering effectiveness in transportation  
systems and provide practical guidance for logistics  
optimization in real-world applications.

II. LITERATURE REVIEW

	 The Vehicle Routing Problem (VRP) is a critical 
issue frequently addressed by managers in logistics 
and transportation. A VRP involves the distribution 
of goods from an origin as a single depot or multiple 
depots to multiple destinations [7]. Solving VRPs 
provides significant benefits to businesses, including 
optimized routes and travel times, reduced vehicle 
requirements, and improved vehicle utilization. These 
efficiencies lead to lower overall logistics costs and 
increased profitability for organizations [7].
	 An extension of the VRP is the Vehicle Routing 
Problem with Time Windows (VRPTW), which not  
only focuses on minimizing route costs but also  
incorporates time constraints to ensure that customers  
are serviced within predefined time windows,  
bounded by the earliest and latest permissible times 
[8], [9].
	 In the VRPTW framework, the optimization 
model must account for specific time-based service 
requirements designated by each customer within the 
distribution network. These temporal constraints are 
formally defined through a dual-parameter system: 
(ei) represents the earliest permissible service  
initiation time, while (li) denotes the latest allowable  
service completion time for each customer.  
This temporal framework introduces an additional 
dimension of complexity to the traditional spatial 
routing optimization problem.
	 A notable characteristic of VRPTW implementations  
is the concept of soft time windows, which introduces 
operational flexibility while maintaining service quality  
standards. Under this constraint structure, delivery 
vehicles are permitted to arrive at customer locations 
before the designated earliest start time (si). However, 
in such instances, service commencement must be  
delayed until the customer’s specified time window  
officially begins. This waiting time, while not  
subject to direct penalties, must be incorporated 
into the overall route optimization calculations as it  
impacts operational efficiency and resource utilization.  
Fig. 1 shows an example of a VRPTW problem where 
each customer has their specific service time window.

Fig. 1. Eight customers and one depot network
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	 This study employs a “one-to-all” routing model,  
where each vehicle departs from and returns to  
a designated depot. The warehouse serves as the  
storage site and the departure point for vehicles.  
Vehicle routes are visually depicted with directional  
arrows, and polygons in various colors represent  
customer groups assigned to distinct routes. Products 
are loaded onto vehicles at the depot and delivered to 
their respective customers.
	 The model also considers vehicle storage  
constraints, ensuring that each vehicle’s capacity  
accommodates the weight and quantity of transported 
goods. Two key assumptions underpin this model: (1) 
the total number of available vehicles is sufficient to 
meet the daily demand of all customers, and (2) each 
customer’s daily order does not exceed the capacity of 
a single vehicle. Under these conditions, each vehicle 
is assigned a route to serve multiple customers and 
deliver various goods. While a single vehicle can 
cater to multiple customers along its route, only one 
vehicle is allocated to serve a particular customer at 
any given time.
	 The Vehicle Routing Problem with Time Windows  
(VRPTW) represents a complex combinatorial  
optimization problem that seeks to determine optimal 
routes for a vehicle fleet serving customers within 
specified time windows while satisfying capacity 
constraints. A prominent solution methodology for 
VRPTW is the two-phase Cluster-First Route-Second 
(CFRS) approach, which decomposes the problem 
into computationally tractable subproblems. The  
clustering phase partitions customers into  
geographically coherent groups using algorithms 
such as K-means, ensuring that vehicle capacity 
and temporal constraints are maintained within each 
cluster through appropriate parameter adjustments. 
Subsequently, the routing phase applies heuristic 
algorithm improvements to optimize vehicle routes 
within individual clusters while minimizing travel 
distance and satisfying time window constraints. 
This decomposition strategy reduces computational 
complexity from exponential to polynomial time for 
large-scale instances, enabling near-optimal solutions 
for practical applications. The CFRS methodology 
has demonstrated effectiveness in various logistics 
domains, including perishable goods distribution and  
urban delivery systems, where it successfully balances  
solution quality with computational efficiency. 
The approach’s scalability and adaptability make it  
particularly suitable for large-scale VRPTW instances  
where exact methods become computationally  
prohibitive, thereby providing a practical framework 
for real-world logistics optimization applications.
	 While various clustering methodologies exist  
for addressing VRPTW applications, including  
hierarchical clustering, heuristic-based clustering  
approaches, and spectral clustering, K-means clustering  

has emerged as the most widely adopted approach in 
various domains due to its computational efficiency  
and scalability. Although K-means has not yet 
gained widespread adoption specifically in logistics  
optimization, its proven effectiveness in partitioning  
data points into coherent groups and its ability  
to  handle large datasets  efficiently make it  
a promising candidate for vehicle routing applications.  
Consequently, this research employs K-means  
clustering as the primary clustering methodology to 
investigate the comparative effectiveness of different 
cluster determination approaches in vehicle routing 
optimization.

A.	 K-means Clustering Algorithm

	 One well-known clustering technique is K-means 
clustering, which divides n observations into k  
clusters, where k is prioritized. The client’s cluster 
is determined by the K-means clustering; a second 
clustering is then applied to each of the K-means  
clusters. As far as possible, the method aims to  
segregate each compact class and minimize the 
goal function. According to Khan and Ahmad [10], 
K-means clustering can be explained as follows.
	 First, the K-means algorithm selects k objects at 
random, each of which represents a mass of grouping  
relationships. Based on each grouping’s mass to  
object distance, each object is then assigned to  
the most similar clustering. Next, figure out 
each clustering’s new mass. Continue doing the  
aforementioned till the guideline function is put  
together. In general, the square error guideline function  
[11] is the adopted guideline function.
	 Assume that X = {x1,x2...,xn} is a set of  
observations, with d being the dimension of each 
real vector. ck is the formula for a set of K centers:  
K = {1,2,...,K}. With sj = {d | d is a member of the 
cluster k}, the set of samples that belong to the kth 
the cluster is displayed. Euclidean distance is the 
distance between a point and the cluster center ck, 
as given in (1).

	 				          (1)

	 Step 1: Random sampling was used to generate a 
set of ck.
	 Step 2: Decide each cluster’s members according 
to the requirements for the minimum distance from 
the cluster center.
	 Step 3: Equation (2) will be used to calculate ck. 
|Sk| Represents the number of data elements in the  
kth cluster.

	 				           (2)

	 Step 4: Until the objective is optimal, steps 2 and 
3 could be repeated. When evaluating the K-means 
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clustering procedure, the Sum of Squares Error (SSE) 
criterion is most frequently utilized. The greatest  
results are obtained from the clustering result with the 
lowest SSE value. Equation (3) computes the sum of 
the squares of the object distances from the cluster 
center points [12].

	 			         (3)

B.	 Determine the Optimal Number of K-Means  
Clusters

	 From the relevant research literature, multiple 
methodologies for determining the optimal number of 
clusters (k) in vehicle routing applications have been 
identified, each with distinct theoretical foundations 
and practical implications. Among the prominent  
approaches, Comert et al. [13] proposed a mathematical  
formulation for calculating the number of clusters  
based on operational constraints, specifically  
incorporating truck capacity and customer demand 
parameters. Their methodology determines cluster 
numbers by optimizing the truck utilization ratio, 
thereby directly linking clustering decisions to vehicle 
capacity management and operational efficiency. This 
approach represents a paradigm shift from traditional 
statistical clustering validation methods by prioritizing  
operational feasibility over purely geometric or  
statistical cluster quality measures. Additionally, the 
elbow method constitutes another widely recognized 
technique for cluster number determination, which 
employs a different theoretical framework based on 
the analysis of the within-cluster sum of squares, with 
details presented as follows:
	 1)	Therefore, to solve a capacitated VRP problem 
using K-means clustering, Comert et al. [14] provided 
an equation for calculating the number of clusters.  
Employing (4) as the calculation formula, the  
number of clusters is determined by truck capacity 
and demand, or the truck utilization ratio.

	 total demandnumber of clusters =
truck capacity

	        (4)

	 2)	The elbow approach uses the K-means  
clustering algorithm to plot the explained variations 
against the number of clusters. The elbow curve 
is then used to determine the number of clusters. 
The quality of aggregation within a cluster and the  
separation between clusters are represented by  
summing the squared errors of all data points within 
the cluster. Thorndike came up with the elbow method 
[14], which uses the variation graph (data dispersion) 
as a function of the number of clusters to compute the 
ideal number of clusters to utilize. The elbow curve is 
the result of this method. Bertagnolli [15] states that 
the Elbow approach can be expressed mathematically 
(5), (6) as follows:

	
1

1k

k r
r r

W D
n=

= ∑ 				           (5)
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r i j
i j

D d d
−

= =

= −∑∑ 			          (6)

	 Where Wk is the average internal sum of squares, 
and Dr are the sum of the distances between each 
point in a cluster, k is the number of the cluster, and 
nr is the number of points in the cluster. 
	 For different values of k (number of clusters), 
calculate the Sum of Squared Distances (SSE)  
between each data point and its nearest centroid. Plot 
the number of clusters (k) versus the SSE values. 
Then, locate the point on the graph where the SSE 
decline begins to level out and take the shape of an 
elbow. This is the ideal number of clusters.

III. METHODOLOGY

	 This research presents an experimental study  
focused on VRPTW applications, specifically  
investigating the comparative effectiveness of two 
fundamentally different approaches for determining  
the optimal number of clusters (k) in K-means  
clustering algorithms. This work conducts experimental  
investigations on VRPTW instances to evaluate two 
distinct methodologies for determining the optimal  
number of clusters (k) in K-means clustering:  
The truck utilization ratio approach and the elbow 
method. The objective of this study is to assess the 
comparative performance and effectiveness of these 
two clustering determination techniques in optimizing  
logistics operations and overall system efficiency 
within vehicle routing optimization scenarios. 
	 The CFRS approach represents a systematic 
two-phase methodology for solving VRPTW by  
decomposing the complex optimization problem 
into computationally manageable subproblems. This 
methodology leverages K-means clustering in the 
first phase to partition customers into geographically  
coherent groups, followed by route optimization  
within each cluster in the second phase, as shown 
in Fig. 2.

Fig. 2. CFRS methodology with different K-determination methods

	 In this study, standard VRPTW instances were 
employed, selected randomly to ensure unbiased 
representation. The analysis focused on comparing 
different subgroup initialization strategies for the 
K-means clustering method in the first phase of the 

vehiele capacity)
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solution process. In the subsequent routing phase, 
vehicle capacity and time window constraints were 
imposed to reflect realistic operational conditions.
	 The performance of the designed algorithm is 
compared to models from the existing literature in 
this section through computational studies. Using  
Solomon’s instances [16], six different types of 
problems that impact the behavior of algorithms for 
VRPTW are identified. They are divided into three 
categories: Random (R), Clustered (C), and Random- 
Clustered (RC). Of these, there are two types: Type 1, 
which has a short scheduling horizon (R1, C1, RC1),  
and type 2, which has a long scheduling horizon 
(R2, C2, RC2). The variables, which are drawn from 
Solomon [17], include the number of customers, 
geographic location, demand level, time windows 
(ready and due times), service time, and vehicle  
capacity. These benchmarks enable thorough testing 
of VRPTW algorithms in various scenarios.
	 VRPTW algorithms are still evaluated using the 
Solomon benchmark problems. These instances are 
divided into six groups according to operational  
characteristics, time window restrictions, and  
customer spatial distribution, with each problem’s 
details presented as shown in Figs. 3 to Fig. 8.

Fig. 3. Distribution of instance C101

Fig. 4. Distribution of instance C201

Fig. 5. Distribution of instance R102

Fig. 6. Distribution of instance R201.
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Fig. 7. Distribution of instance RC101

Fig. 8. Distribution of instance RC201

	 The strategy in this approach involves utilizing 
the K-means algorithm. Determining the appropriate 
number of clusters for a given dataset is a crucial 
step in this algorithm. The elbow method identifies 
the optimal number of clusters by examining the 
curve representing the within-cluster sum of squares 
plotted against the number of clusters. The elbow 
point on this curve indicates where adding additional  
clusters yields diminishing returns in variance  
reduction. Thus, the optimal number of clusters  
identified through the elbow method is then utilized 
in the K-means algorithm to perform clustering.
	 In this research, the experiment is conducted on 
the Solomon benchmark problem, which involves 
26 problems: 5 problems of C1, 5 problems of C2, 
5 problems of R1, 5 problems of R2, 3 problems of 
RC1, and 3 problems of RC2. The experiment was 
designed to compare the efficiency of routing with 
different K-means clustering methods, with each 
cluster being routed using OR-Tools’ local search 

method. Employing local search to address vehicle 
routing problems is a pragmatic decision owing to its 
capacity to effectively traverse complex, large-scale 
solution spaces efficiently. Local search heuristics 
iteratively refine a candidate solution by exploring 
its nearby “neighborhood” of solutions, making 
small, incremental adjustments that often yield quick  
improvements in route cost or feasibility. This method 
is particularly valuable for VRP, which is NP-hard 
and difficult to solve optimally within a reasonable 
time, especially as the number of customers grows.

IV. RESULTS

	 Based on Solomon’s problem classification, the 
six problem types, R1, R2, C1, C2, RC1, and RC2, 
are distinguished by customer distribution and vehicle 
constraints. For R1 problems, which involve narrow 
time windows and low vehicle capacity, the elbow 
method produces a shorter total distance than the 
clustering approach proposed by Comert et al. [13], 
as measured by the truck utilization ratio. However, 
for R2 problems, which feature wider time windows 
and higher vehicle capacity, the clustering method 
by Comert et al. [13] achieves better performance in 
terms of total distance.
	 According to the findings of 26 experiments, 
the clustering by using the truck utilization ratio  
outperforms the elbow approaches for all 14 of the 
26 instances, as shown in Table I and Fig. 9. The 
following are examples of the experimental findings 
from applying the CFRS approach in routing utilizing 
K-means with various techniques for determining the 
number of groups (k), namely the elbow method and 
truck utilization ratio: C101, and C203.

TABLE I
FESIBLE SOLUTION

Instance
Elbow Method Truck Utilization Ratio 

Distance Car k Distance Car k

C101 1880.82 20 5 1976.79 66 10

C102 1441.24 16 5 1422.62 41 10

C105 1277.93 15 5 1291.30 40 10

C108 892.50 11 5 879.05 21 10

C109 723.78 11 5  742.66 16 10

C201 629.94 8 5 648.81 4 3

C203 634.33 8 5 568.05 4 3

C205 623.53 7 5 567.24 4 3

C206 1449.01 11 5 1350.08 5 3

C207 840.62 8 5 567.84 4 3

R102 1039.85 12 4 1103.9 15 8

R103 905.37 11 4 930.43 12 8

R105 1031.43 12 4 972.16 15 8

R109 838.95 10 4 947.31 12 8

R112 756.22 9 4 750.25 9 8
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Instance
Elbow Method Truck Utilization Ratio 

Distance Car k Distance Car k

R201 1438.99 9 4 1373.70 6 2

R202 1302.69 8 4 1203.58 6 2

R203 1069.22 9 4 1054.87 4 2

R208 740.19 6 4 710.58 3 2

R210 979.25 7 4 985.45 5 2

RC101 1126.71 12 4 1176.68 17 9

RC103 981.57 10 4 1003.06 13 9

RC104 857.34 10 4 916.37 12 9

RC201 1584.65 10 4 1507.91 8 2

RC206 1149.22 8 4 1175.81 4 2

RC208 687.92 4 4 671.76 4 2

Fig. 9. Comparison results of methods for determining the number 
of groups

TABLE II
PAIRED T-TEST RESULTS

Dependent 
Variable

Mean t-statistic p-value

Group 1 
(Elbow 

Method)

Group 2 
(Truck 

Utilization 
Ratio)

Distance 1033.97 1019.16 .991 .331

Car 10.08 13.46 -1.471 .152

	 The results from the t-test indicate that there is 
no statistically significant difference between the two 
methods for either variable. The paired sample t-test 
showed no significant difference between the Elbow 
Method and the Truck Utilization Ratio for both  
distance (Elbow Method: Mean = 1033.97, Truck  
Utilization Ratio: Mean = 1019.16; t = 0.991, p = 0.331)  
and the number of trucks (Elbow Method: Mean = 
10.08, Truck Utilization Ratio: Mean = 13.46; t = 
-1.47, p = 0.152). These findings indicate that both 
methods yield statistically comparable outcomes, 
suggesting that either approach can be applied  
without compromising routing efficiency or fleet  
utilization, as shown in Table II.
	 Establish the answer by the elbow method. For 
the example instance of C101 and C203. Start by 
dividing the data to determine the number of groups, 

which shows the results as shown in Figs. 10 and 11. 
After that, considering the characteristics of the points 
that form the elbow angle, which indicates that there 
should be how many groups (k) from the result, a total 
of five groups are divided based on the characteristics 
of the data in this problem. Next, divide the groups, 
which shows the results as shown in Figs. 12 and 13. 
Finally, work on finding the route sequence for each 
group using the OR tool by the local search method, 
which displays the results as shown in Tables III and 
IV.

Fig.10. The result of determining k, for instance, C101, by the 
elbow method

Fig. 11. The result of determining k, for instance, C203, by the 
elbow method 

Fig. 12. Clustering by the elbow method result for instance C101

TABLE I
FESIBLE SOLUTION (CON.)
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Fig. 13. Clustering by the elbow method result for instance C203

TABLE III
FEASIBLE SOLUTION OF C101 BY THE ELBOW METHOD

Number of 
Clusters Route Sequencing Order Demand Distance

k = 1

1 0-90-98-96-87-86-
95-83-94-92-82-0

160 187.41

2 0-84-93-85-97-100-
88-89-99-91-0

200 188.73

k = 2

3 0-61-64-59-68-51-
50-66-0

70 102.39

4 0-69-0 10 15.81

5 0-67-43-42-57-55-
65-0

100 76.17

6 0-49-47-0 20 21.21

7 0-41-40-62-44-56-
72-46-58-60-45-
48-0

190 191.35

8 0-63-54-53-74-0 160 81.90

k = 3

9 0-20-24-32-33-25-
31-27-35-29-37-0

200 166.47

10 0-30-38-28-39-26-
36-23-34-22-52-
21-0

180 251.06

k = 4

11 0-70-73-0 40 61.52

12 0-76-71-0 30 57.20

13 0-80-0 10 51.48

14 0-77-79-0 20 53.00

15 0-81-78-0 50 50.43

Number of 
Clusters Route Sequencing Order Demand Distance

k = 5

16 0-18-19-8-0 50 66.30

17 0-5-3-13-17-7-0 90 65.83

18 0-2-0 30 20.62

19 0-10-15-11-16-9-
14-12-6-4-0

170 150.34

20 0-1-75-0 30 21.60

TABLE IV
FESIBLE SOLUTION OF C203 BY THE ELBOW METHOD

Number of 
clusters Route Sequencing order Demand Distance

k = 1 1 0-50-51-52-0 30 30.04

2 0-21-0 20 11.66

3 0-20-22-24-27-30-
29-6-32-33-31-35-
37-38-39-36-34-
28-0

310 87.76

k = 2 4 0-83-82-85-76-71-
70-73-80-79-81-78-
77-87-96-0

240 124.47

k = 3 5 0-26-23-18-19-16-
14-12-15-17-13-25-
9-11-10-8-0

300 116.34

k = 4 6 0-90-0 10 20.62

7 0-93-5-75-2-1-99-
100-97-92-94-95-
98-7-3-4-89-91-88-
84-86-0

370 106.55

k = 5 8 0-67-63-62-74-72-
61-64-66-69-68-65-
49-55-54-53-56-58-
60-59-57-40-44-
46-45-47-43-42-
41-48-0

530 136.89

	 When applying the by-truck utilization ratio  
technique to solve sample instances C101 and C103, 
the number of groups ( k ) is determined by dividing 
the problem’s overall demand by the total number 
of vehicles available. Fig. 14, which is the solution 
to instance C101, then shows how members of each 
group are found using clustering. Instance C203 has 
an answer in Fig.15. Then, using OR Tools and the 
local search method, the routes are determined. Tables 
IV and V, respectively, display the results.
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Fig. 14. Clustering by truck utilization ratio result for instance 
C101

Fig. 15. Clustering by truck utilization ratio result for instance 
C203

TABLE V
FESIBLE SOLUTION OF C101 BY TRUCK UTILIZATION 

RATIO

Number of 
Clusters Route Sequencing Order Demand Distance

k = 1 1 0-42-43-0 30 22.31

2 0-49-47-0 20 21.21

3 0-50-52-0 20 25.96

4 0-48-51-0 20 26.32

5 0-46-45-0 40 22.59

6 0-41-40-0 20 20.68

7 0-44-0 10 21.54

k = 2 8 0-70-73-0 40 61.52

9 0-76-71-0 30 57.20

10 0-80-0 10 51.48

11 0-77-79-0 20 53.00

12 0-81-78-0 50 50.43

Number of 
Clusters Route Sequencing Order Demand Distance

k = 3 13 0-30-0 10 20.62

14 0-29-0 10 20.00

15 0-27-0 10 17.12

16 0-28-26-0 30 19.72

17 0-24-25-0 50 17.00

18 0-23-0 10 13.00

19 0-22-21-0 40 14.17

20 0-20-0 10 10.00

k = 4 21 0-83-82-0 30 35.39

22 0-84-85-0 50 33.88

23 0-87-86-0 30 26.50

26 0-90-0 10 20.62

k = 5 27 0-58-60-0 50 48.04

28 0-56-0 30 45.00

29 0-54-53-0 60 45.44

30 0-59-0 10 35.06

31 0-57-55-0 50 37.00

k = 6 32 0-93-0 40 43.01

33 0-94-92-0 30 44.22

34 0-97-100-0 50 45.31

35 0-95-0 30 37.20

36 0-99-0 10 33.54

37 0-98-96-0 30 36.20

k = 7 38 0-38-0 30 41.23

39 0-39-0 20 40.31

40 0-37-0 20 39.29

41 0-35-0 10 38.08

42 0-36-0 10 35.36

43 0-31-0 20 33.54

44 0-34-0 20 32.39

45 0-32-33-0 70 33.62

k = 8 46 0-72-61-0 20 26.85

47 0-64-0 10 21.54

48 0-68-0 10 20.62

49 0-74-0 50 19.85

50 0-62-0 20 18.03

51 0-66-0 10 16.55

52 0-69-0 10 15.81

53 0-63-0 50 14.14

54 0-67-65-0 20 13.21

k = 9 55 0-16-0 40 40.31

56 0-14-12-0 30 42.36

57 0-15-0 40 36.06

58 0-18-19-0 30 40.36

59 0-13-17-0 50 34.81
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TABLE V
FESIBLE SOLUTION OF C101 BY TRUCK UTILIZATION 

RATIO  (CON.)

Number of 
Clusters Route Sequencing Order Demand Distance

k = 10 60 0-2-0 30 20.62

61 0-11-9-0 20 22.81

62 0-6-4-0 30 21.24

63 0-10-0 10 16.76

64 0-7-8-0 40 18.83

65 0-1-75-0 30 21.68

66 0-5-3-0 20 16.13

TABLE VI
FESIBLE SOLUTION OF C203 BY TRUCK UTILIZATION 

RATIO

Number of 
Clusters Route Sequencing Order Demand Distance

k = 1 1 0-93-75-2-5-0 100 26.70

2 0-20-22-24-27-30-
29-6-32-33-31-35-
37-38-39-36-34-28-
26-23-18-19-16-14-
12-15-17-13-25-9-
11-10-8-21-0

630 183.64

k = 2 3 0-67-63-62-74-72-
61-64-66-69-68-65-
49-55-54-53-56-58-
60-59-57-40-44-46-
45-51-50-52-47-42-
41-43-48-0

560 146.91

k = 3 4 0-1-99-100-97-92-
94-95-98-7-3-4-89-
91-88-86-84-83-82-
85-76-71-70-73-80-
79-81-78-77-96-
87-90-0

520 210.80

	 The C1 and C2 categories include customers  
clustered in groups, where C1 has narrow time  
windows and low vehicle capacity. Results from  
C1-type problems are arranged using the elbow  
method at a smaller distance. Regarding C2, wide 
time windows and large vehicle capacity, along with 
the vehicle routing by truck utilization ratio [1],  
provide better results.
	 The RC1 and RC2 categories blend randomly  
distributed and clustered customers, with RC1  
having narrow time windows and low vehicle capacity.  
Although RC1 has low vehicle capacity and short 
windows, it performs better when implemented with 
the elbow method. RC2 has broad time frames and  
a high vehicle capacity. The truck utilization ratio 
[13] was used to improve the results.
	 The sensitivity analysis was carried out by  
comparing the distance outputs obtained from the 
Elbow Method and the Truck Utilization Ratio across 

multiple vehicle routing instances. For each instance, 
the absolute difference was calculated as the absolute  
deviation between the two methods, while the  
percentage difference was derived by normalizing 
the deviation against the Elbow Method baseline. 
These measures allowed for both direct and relative 
comparisons of the two approaches. Subsequently,  
summary statistics, including mean deviations 
and the identification of maximum and minimum  
discrepancies, were computed to assess overall 
trends. To further illustrate the findings, bar charts 
and scatter plots were employed, with the percentage  
differences specifically presented in Fig. 16,  
providing visual insights into the degree of sensitivity 
across all instances.

Fig. 16. Percentage differences between the Elbow Method and 
the Truck Utilization Ratio across all instances

	 The experimental results demonstrate comparative  
performance between the Elbow Method and the Truck 
Utilization Ratio across 26 benchmark instances.  
In terms of routing distance, the Elbow Method  
produced shorter routes in approximately 60% 
of the cases, whereas the Truck Utilization Ratio  
outperformed in the remaining 40% of the instances.  
The average sensitivity, defined as the relative  
percentage change in total distance, was +1.2%, 
suggesting a slight overall advantage for the Elbow 
Method. However, the variability was substantial, 
ranging from –33% (favoring Truck Utilization Ratio) 
to +13% (favoring Elbow Method).
	 The graphical comparison (Fig. 9) shows that 
while most instances present only minor differences,  
certain cases reveal significant improvements 
when applying the Truck Utilization Ratio. Fig. 16  
highlights these differences by illustrating sensitivity  
values for each instance, clearly indicating which 
method yields shorter routes. These findings  
highlight that the reliability of either method is not 
uniform across all instances. The sensitivity appears 
to be influenced by spatial and demand heterogeneity 
within the dataset. Consequently, practitioners should 
interpret results with caution, particularly when  
applying these methods to diverse or irregular  
problem instances.
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V. CONCLUSION

	 The location of the logistics center is a significant  
strategic consideration for logistics system optimization.  
The purpose of this work was to implement a method  
for data analysis that optimizes the vehicle routing  
process by applying ensemble approaches and  
a two-phase algorithm. Two different approaches 
were set up to accomplish this goal, each of which 
used a clustering model to organize delivery points  
(customers) into clusters. Effective customer grouping  
was made possible using the elbow method and 
truck utilization ratio for clustering, which supplied  
essential information for the development of routing  
techniques. The adaptability of the suggested  
methodology was shown by the application of two 
different methods, each focused on a particular  
clustering model. 
	 In summary, while both approaches can be applied 
effectively to vehicle routing problems, the Elbow 
Method provides a more stable baseline, whereas  
the Truck Utilization Ratio represents a practical 
alternative that should be validated against specific 
dataset characteristics. Further investigation into the 
underlying factors contributing to high-sensitivity 
cases is recommended to enhance methodological 
reliability and improve decision-making accuracy in 
logistics planning.
	 According to the results of the experiments, the 
K-means and truck utilization ratio are used in the 
strategies. The truck utilization ratio outperforms 
the elbow method for the K-means algorithm in 
terms of overall results, and the strategy performs  
satisfactorily in the total distance driven by trucks 
while maintaining a balanced distribution of the  
distance traveled. This study addresses existing  
issues and suggests future research areas by offering 
useful information on fleet routing through heuristic 
approaches in routing and data analysis in clustering. 
This effort will make a significant impact on the area 
of logistics and transportation operations. 
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	 Abstract—Shrimp is one of the most widely 
consumed seafood items globally, yet consumers  
frequently encounter fraud, such as weight  
manipulation through adulteration injections, 
which poses significant health and economic 
risks. This research presents a practical system for  
detecting anomalies in shrimp weight. A cross- 
platform mobile application has been developed 
to classify shrimp as either normal or abnormal 
in weight. The application integrates a shrimp  
segmentation model, developed using Mask 
R-CNN, and a weight prediction model based on 
the random forest algorithm, utilizing features 
such as area, perimeter, length, and width of 
the shrimp image. The weight prediction model 
achieves a value of 0.821 and a Mean Absolute 
Error (MAE) of 1.786 grams, which is less than 
10% of the average shrimp weight in the dataset. 
Final classification is performed by comparing the 
predicted weight with the actual weight, measured 
using a 7-segment digit recognition module. The 
developed mobile application represents a novel  
integration of machine learning with mobile 
technology to address both non-adulterated and 
adulterated shrimp scenarios. It offers a reliable,  
accessible tool for consumers to detect weight-based  
adulteration, thereby helping to mitigate health 
risks and economic losses in the seafood supply 
chain.

	 Index Terms—Anomaly Detection, Weight 
Prediction, Shrimp Fraud, Authentic Food, Food 
Engineering, Random Forest

I. INTRODUCTION

	 Authentic food plays a vital role in human 
well-being. Today, various efforts, both digital and 
non-digital [1]-[3], are being employed to enhance 
the seafood supply chain. These efforts encompass 
improvements in farming [4]-[7], classification 
[8]-[10], and most importantly, the elimination of 

fraud utilizing both technology [11]-[14] and policy 
[15]-[17]. There are nine recognized types of fraud,  
commonly referred to as the ‘nine sins of seafood’. 
Such fraudulent practices undermine food integrity, 
pose risks to public health, and have adverse economic  
impacts.
	 Undeclared product extension is a type of fraud that 
involves using technology to increase the perceived  
weight of seafood. For example, injecting gelatin-like 
substances, derived from animal skins and bones, 
into shrimp can increase their weight by 20-30% [18]  
and also make them appear larger. This practice 
poses a serious threat to international standards by  
endangering consumer health through various side 
effects.
	 Shrimp is the most-consumed seafood product 
in the United States. U.S. citizens face the problem 
of shrimp fraud, which led to the founding of the 
Southern Shrimp Alliance, an organization that works 
to protect millions of U.S. shrimp consumers from 
such fraud. This problem is not limited to the U.S. 
but also occurs in Japan and many other countries. 
Since ASEAN is one of the biggest shrimp exporters, 
its member nations have been experiencing incidents 
of fraud and adulteration for the past 20 years [19]-
[21].
	 Detecting adulteration that increases shrimp 
weight is challenging without scientific laboratory  
tools. This issue could potentially be addressed 
through shrimp weight prediction or estimation  
research. In studies [22], [23], a specialized setup 
was utilized to capture the shadow of the shrimp 
area, with weight predictions made using power and 
forced power equations. Another study [24] proposed  
a method for predicting the weight of shelled shrimp 
using machine vision. This approach involved  
predicting weight through a polynomial equation 
based on the shrimp’s area and perimeter pixel  
features, which were extracted using image processing  
methods. However, this system is not user-friendly due 
to the prerequisite hardware and the software being  
developed for personal computers. In study [25], 
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a computer program was proposed for estimating  
the weight of Vannamei shrimp. The program utilized 
the number of pixels in conjunction with a non-linear 
regression equation for weight estimation. However, 
the system has limitations, as shrimp with the same 
number of pixels can have significantly different 
weights. While previous studies contribute valuable 
techniques, they are often constrained by limited  
accuracy in adulterated cases, reliance on specialized  
equipment, and lack of real-time, mobile-ready  
deployment. Most existing systems are designed for 
desktop platforms, which limits their usability for 
smartphone consumers. Currently, few solutions fully 
provide an integrated, consumer-accessible system 
capable of detecting shrimp weight anomalies in  
practical environments. 
	 To provide a solution tailored for real-life  
conditions, it is essential to have convenient tools 
for detecting anomalies in shrimp weight, especially  
tools that are easy to use. The primary benefit of 
such a system is its accessibility, as it eliminates the 
need for specialized laboratory equipment, making it 
suitable for both shrimp consumers and businesses. 
By accurately detecting weight-based adulteration 
in shrimp, the system mitigates the risks associated  
with consuming products injected with gelatin-like  
substances, thereby protecting public health.  
Additionally, it promotes economic integrity by  
preventing fraudulent practices in the seafood  
supply chain, which can lead to financial losses for  
consumers and businesses alike. The adoption of this 
tool enhances consumer trust and promotes adherence 
to international food safety standards, contributing to 
a healthier and more transparent seafood industry. 
	 Given these advantages, this research proposes  
a real-time system for detecting shrimp weight  
anomalies, thereby bridging the gap between  
research innovations and practical consumer needs. 
The developed system enables users to determine 
whether a shrimp’s weight is normal or abnormal by 
capturing an image of the shrimp placed on a digital 
weighing scale, with the output simply indicating 
either ‘Normal’ or ‘Abnormal’. The system consists 
of a cross-platform mobile application that integrates 
shrimp detection, morphological feature extraction, 
7-segment digit recognition, and weight prediction.

II. OBJECTIVE

	 This study aims to develop an intelligent and  
practical mobile application for shrimp consumers 
that can detect weight-based adulteration in shrimp.

III. MATERIALS AND METHODS

	 The proposed system consists of a cross-platform 
mobile application, Shrimp, a digital weighing scale, 

and an Application Programming Interface (API) 
server. The process begins with the user capturing  
a top-view photograph of a shrimp placed on the 
digital weighing scale using the developed mobile 
application. This image is then transmitted to the API 
server over a wireless network. Upon receiving the 
image, the API server processes it to classify the result 
of shrimp weight anomaly detection, as illustrated 
in Fig. 1. 

Fig. 1. Proposed system overview

	 The system workflow starts with the user capturing  
a photo of the shrimp placed on a digital weighing 
scale using the mobile application. The system then 
separates the shrimp image from the scale display 
to recognize the digits on the 7-segment display.  
Simultaneously, it generates a shrimp mask to extract 
the necessary features. The shrimp weight is predicted 
using a machine learning model. These two results—
the actual weight from the scale and the predicted 
weight—are then compared to classify the shrimp 
as either ‘normal’ or ‘abnormal’. Finally, all input 
and output data are stored in a cloud database, and 
relevant information is presented to the user via the 
mobile application, as shown in Fig. 2. The proposed 
system was developed across seven modules, which 
are described in the following subsections.
 

Fig. 2. The proposed system workflow
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	 1)	Cross-Platform Mobile Application Develop-
ment
		  The mobile application was developed in two 
parts: the frontend and the backend. Flutter was  
chosen as the frontend framework due to its ability  
to build mobile, web, and desktop applications 
from a single codebase. In this research, which 
aims to provide a practical approach for identifying  
anomalies affecting shrimp weight, the mobile  
application serves multiple functions: Capturing  
images of shrimp on a digital weighing scale, detecting  
the 7-segment display, and providing the user interface  
for interacting with the instance segmentation and 
weight prediction model.
	 As illustrated in Fig. 1, the proposed system  
utilizes an API server to handle high-computation 
tasks, a common approach in research within this field 
[26]. FastAPI was chosen as the backend development  
framework due to its high performance in API  
management [27]. By employing this technique, the 
system avoids the challenges of deploying machine 
learning models directly on mobile devices [28].
	 Two API endpoints were implemented: the first 
utilizes the HTTP POST method for preprocessing 
and uploading shrimp images to cloud storage, along 
with storing related data in a cloud database. The 
second endpoint employs the HTTP GET method 
to return shrimp weight predictions, incorporating 
both feature extraction and the execution of a shrimp 
weight prediction model.
	 The authentication system, including sign-in and 
sign-up modules, seamlessly integrates with cloud-based  
authentication services. Additionally, data such as 
shrimp images, user locations, and prediction results 
are securely stored in a NoSQL database, leveraging 
appropriate cloud infrastructure.
	 2)	7-Segment Digit Recognition
		  In this research, digit recognition from 7-segment  
displays was facilitated using a point-by-point color  
comparison method. This technique analyzes the 
color at seven key points of the 7-segment display, 
converting this data into digital values, as shown 
in Fig. 3. This method ensures accurate and rapid 
digit recognition under varied lighting conditions,  
outperforming traditional OCR methods, which  
often struggle with segmented displays [29]. As 
shown in Fig. 4 (a-c), this process involves converting 
the original image to binary and setting the reading 
points of the 7 segments.

Fig. 3. The 7-Segment digit recognition workflow

(a)

(b)

(c)

Fig. 4. The 7-Segment digit recognition process: (a) Original image 
of numbers from a digital scale, (b) Image converted to binary, (c) 
Setting the reading points of the 7 segments
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		  A notable limitation of this method is the need 
to define a precise frame for capturing images, which 
can be challenging and lead to errors if not done 
correctly. Ensuring that the picture frame matches  
the reference in the application can be difficult,  
potentially affecting the accuracy of digit recognition. 
To address this, integrating LiDAR technology in 
smartphones was considered. LiDAR can dynamically  
adjust the focus and framing based on distance,  
facilitating optimal image capture. However, the 
limited availability of LiDAR in high-end models 
restricts widespread use, indicating a need for future 
research on more accessible solutions [29].
	 3)	Shrimp Dataset Collection
		  The shrimp dataset used in this research was 
gathered using four different mobile devices. Each 
captured image showed a shrimp placed on a digital  
weighing scale. As shown in Fig. 5, the dataset  
included variations in the digital weighing scale, the 
shrimp’s pose, and the mobile device used for image 
capture. The dataset contained a total of 1,286 images.

Fig. 5. Examples of images in the dataset

	 4) 	Instance Segmentation Model Development
		  A shrimp instance segmentation model 
was developed using the Mask R-CNN, utilizing  
MMDetection, a comprehensive toolbox for object  
detection and instance segmentation. Built on  
PyTorch and distributed under an open-source  
license, MMDetection supports numerous well-known  
models such as Mask R-CNN, YOLO, and Cascade 
R-CNN. It has been benchmarked using standard 

datasets, including COCO, PASCAL VOC, and  
Cityscapes, and is optimized for both speed and 
memory efficiency during training and inference. 
Additionally, MMDetection’s modular architecture 
allows developers to easily modify the toolbox to suit 
specific requirements [31].
		  This process involved both dataset annotation 
and model development. The VGG Image Annotator  
was used to annotate the dataset and establish  
ground truth. Model development focused on tuning 
dataset-specific, model-specific, and training-specific  
hyperparameters.
		  During annotation, each shrimp image was 
marked with a polygon outlining the shrimp’s edges, 
and the entire shrimp was labeled as ‘white_shrimp’. 
The annotated dataset was then formatted according 
to the COCO standard.
		  The developed model was evaluated using the 
CocoMetric class, which supports various standard 
metrics, including Average Precision and Average 
Recall at different Intersection over Union (IoU) 
thresholds. These metrics assess both bounding 
box and instance segmentation performance. Once 
the desired metrics were achieved, the final model  
produced a mask image as output. In this mask image, 
black pixels represent the shrimp, and white pixels 
represent the background.
	 5)	Shrimp Features Extraction
		  Regression analysis is the primary method for 
developing shrimp weight prediction models [32], 
[33]. While various imagery techniques can extract  
predictive features, including statistical, textural, 
and color-based features [34], [35] morphological  
features have shown the strongest correlation 
with shrimp weight. This is because shrimp have 
a distinctive morphology, with curved bodies  
exhibiting a weight directly proportional to their size.  
Four key morphological features are extracted from 
shrimp images: Total area, perimeter, head-to-tail  
length, and maximum width. These measurements are 
expressed in pixels and derived using pixel counting,  
contour analysis, skeletonization, and circular base 
measurement, respectively [36]. 
		  This investigation employed a four-step feature 
extraction process to derive these morphological traits 
from shrimp images, which are crucial for accurate 
weight prediction. Each step is detailed below.
		  First, the shrimp’s area was quantified. This 
was achieved by counting the black pixels within the 
mask image, with each pixel representing a part of 
the shrimp to provide a total area. Fig. 6 (a) shows 
the area inside the shrimp.
		  Second, the perimeter was calculated. The 
shrimp’s contour was detected in the mask image, and 
the number of pixels along the contour was counted. 
Fig. 6 (b) shows the perimeter of the shrimp.
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		  Third, the shrimp’s length was determined. The 
mask image was skeletonized, as depicted in Fig. 7 (a),  
and endpoints were identified on the resulting structure,  
as shown in Fig. 7 (b). Distances between all pairs 
of endpoints were calculated. The endpoints with the 
maximum distance were used to denote the shrimp’s 
head-to-tail length, as illustrated in Fig. 7 (c).

(a) (b)
Fig. 6. The process of determining shrimp area and perimeter: (a) 
The area of the shrimp, (b) The perimeter of the shrimp

(a) (b) (c)
Fig. 7. The process of determining shrimp length: (a) Skeleton 
from the mask image, (b) Endpoints on the skeleton, (c) Calculated 
length between endpoints

		  Finally, the shrimp’s width was measured. 
This was achieved by iteratively placing increasingly 
larger circles over the mask image until the shrimp 
region was fully encompassed. The diameter of the 
encompassing circle represents the shrimp’s width. 
To enhance efficiency, the Multiscale Approximation 
(MSA) technique was employed, downscaling the  
image to quickly identify the optimal placement for 
this circle. Fig. 8 shows the width determination  
results, which were verified using 16 points by checking  
the number of white pixels within the circle. 
		  The extracted features and their corresponding 
weights in grams were compiled into a structured 
dataset. This dataset was used for the development 
of the weight prediction model, facilitating further 
analysis and model training.
	 6) 	Weight Prediction Model Development
		  The weight prediction model developed in this 
research is a supervised learning model, implemented  
using both linear and non-linear regression algorithms.  
For non-linear regression, the Random Forest algorithm,  
which leverages the bagging ensemble learning 
method, was designed and utilized. A Random Forest  
consists of multiple base learners, denoted as  

decision trees, each trained using a sample from  
feature randomness. Once each learner has produced 
a continuous value, all values are averaged to produce 
the final output, as shown in Fig. 9.
		  By using the bagging ensemble algorithm,  
Random Forests address the high variance of decision  
tree models without increasing bias. Moreover, 
bagging requires less computation time than most 
machine learning algorithms when training on large 
datasets [37], and it has been utilized across several 
research domains [38], [39].

Fig. 8. The shrimp’s width is measured by iteratively placing a 
16-point circle entirely encompassing the shrimp region

Fig. 9. Bagging ensemble algorithm in random forest regression.

		  The developed model utilizes features extracted  
from the shrimp feature extraction process. Specifically,  
the features denoted as area, perimeter, length, and 
width are considered as independent variables, while 
the weight is treated as the dependent variable. Before 
model development, the entire dataset was visualized 
to identify and eliminate outliers. The dataset was 
then randomly split into training and testing sets. All 
features in the dataset were standardized as in (1), 
where z represents the standardized samples, is the 
original sample, 𝒳 is the mean of the sample, µ and is 
the standard deviation of the training samples. 

		  				           (1)

		  The model and dataset-specific hyperparameters  
were tuned during the development of the random 
forest model. This included the number of trees in the 
forest, the maximum depth of the trees, the minimum 
number of samples required at a leaf node and to 
split an internal node, and the number of features to 
consider when determining the best split.
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		  To evaluate the model’s performance and  
robustness, the coefficient of determination (R2) and 
the Mean Absolute Error (MAE) were used. A higher 
indicates a better fit between the model and the data, 
while a lower MAE indicates a smaller difference 
between the predicted and actual values. Additionally, 
the model evaluation was repeated 30 times, and the 
average and MAE were recorded as the results.
	 7) 	Determining the Final Classification
		  The proposed system produces two possible 
classifications: ‘Normal’ and ‘Abnormal’. ‘Normal’ 
indicates that the shrimp is not subject to weight- 
increasing fraud, while ‘Abnormal’ signals the  
detection of an anomaly in the shrimp’s weight.
		  To determine the final classification, the system  
integrates recognized digits from the 7-segment 
digit recognition module with the predicted shrimp 
weight generated by the weight prediction model.  
If the variation between these two numbers does not  

exceed 10% of the average weight in the dataset 
(1.816 grams), the system classifies the shrimp as 
‘Normal’. Conversely, if the variation exceeds 10%, 
the shrimp is classified as ‘Abnormal’.

IV. EXPERIMENT SETUP

	 Three experiments were set up to align with the 
proposed method described in the previous section. 
These experiments are detailed in the following  
subsections. 
	 1)	Generate a Shrimp Mask Image
		  The shrimp mask images, as illustrated in  
Fig. 10 (a), were generated using the instance  
segmentation model proposed in subsection 2. 4. The 
corresponding shrimp dataset, depicted in Fig. 10 (b), 
was then divided into training, validation, and testing 
sets with a ratio of 70:20:10. To further enhance the 
diversity of the training set, data augmentation was 
applied using the random flip technique.

	 	  

			 
(a)	 (b)

Fig. 10. The comparison of: (a) shrimp mask images obtained from the instance segmentation model, (b) shrimp images captured from  
a mobile application

		  A pre-trained ResNet-50 model was utilized 
as the backbone for development. The model was 
trained for 12 epochs using the SGD optimizer, with 
a learning rate of 0.0025, a momentum of 0.9, and 
a weight decay factor of 0.0001. The evaluation  
results, reported using CocoMetric, include  
a segmentation mean Average Precision (mAP) of 
0.601 at IoU thresholds ranging from 0.5 to 0.95 in 
increments of 0.05, and a segmentation mean Average 
Recall (mAR) of 0.648 at the same IoU thresholds.
	 2) 	Feature Analysis And Visualization
		  The extracted features from the proposed 
method were analyzed using descriptive statistics, 

as shown in Table I, to summarize the dataset. This 
analysis provides insights into the central tendency 
and variability of each variable. Due to differences 
in units between the dependent variable (weight),  
measured in grams, and the independent variables, 
measured in pixels, a log scale transformation was 
applied to all variables. The results were visualized 
using a box-and-whisker plot, as shown in Fig. 11,  
to better illustrate variability. The plot reveals 
that “Weight” exhibits high variance, with “Area”  
displaying the highest variance among the independent  
variables. Additionally, the other independent  
variables also demonstrate significant variability.
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TABLE I  
DESCRIPTIVE STATISTICS OF THE COLLECTED DATASET

Variable (Unit) Range 
(max-min) Mean S.D.

Area (pixels) 2220 1864.872 426.384

Perimeter (pixels) 177 287.461 33.311

Length (pixels) 72 115.739 13.323

Width (pixels) 24 19.076 3.122

Weight (grams) 25.5 18.160 5.357

		  This analysis suggests that the selected variables  
are well-suited for regression model development, 
as high variance in both independent and dependent 
variables improves the model’s ability to effectively 
capture diverse patterns and relationships within the 
data [40], [41].

Fig. 11. Log-scaled box-and-whisker plot of variables in the dataset

		  Additionally, the scatterplot matrix and  
correlation coefficients, as illustrated in Fig. 12 and 
Fig. 13, were visualized to understand the strength of 
the relationships between the independent variables 
and the dependent variable. This analysis aids in the 
model and feature selection process by identifying 
which variables are most relevant for predicting the 
target outcome.

Fig. 12. Scatterplot matrix of variables in the shrimp dataset

Fig. 13. Correlation coefficient heat map of the extracted shrimp 
features

	 3) 	Weight Prediction Model Training
		  This experiment focuses on the model and 
feature selection process. Both linear and non-linear  
algorithms were explored based on the patterns 
observed between the independent and dependent 
variables. Initially, a linear regression algorithm 
was employed to develop a weight prediction model  
using shrimp area, as this feature exhibited the highest 
correlation coefficient with the dependent variable. 
The dataset was divided into training and testing 
sets, with 80% used for training and 20% for testing, 
to evaluate model performance. The experimental  
results showed that shrimp weight can be predicted 
using (2), where y denotes the predicted weight and 
area represents the number of black pixels in the 
shrimp mask image. The model evaluation yielded  
a R2 value of 0.777 and an MAE of 2.021. 

		  y =	 -1.9634 + 0.0108 Í area		         (2)

		  As the performance of the initial linear model  
was unsatisfactory, a multiple linear regression  
model was developed. To avoid multicollinearity, the  
correlation coefficients in Fig. 13 were used for feature  
selection, with a correlation threshold set at 0.8 [42]. 
This process led to the selection of shrimp area and 
shrimp width as features. The resulting model is  
presented in (3), where y represents the predicted 
weight, area refers to the number of black pixels 
in the shrimp mask image, and width denotes the  
diameter of the largest circle that fits within the 
shrimp mask. The model evaluation yielded an R2 
value of 0.779 and an MAE of 2.01.

		  y =	 -2.4994 + (0.0105 Í area) 	       (3) 
			   + (0.0569 Í width)

		  The two linear models developed earlier were 
still unsatisfactory. Therefore, an ensemble model,  
specifically a Random Forest, was employed. This 
model was developed using GridSearchCV to  
perform an exhaustive search through a specified  
hyperparameter grid, as shown in Table II. 
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	 Additionally, 10-fold cross-validation was  
applied during this process to improve the model’s  
generalization. 

TABLE II  
SPECIFIED HYPERPARAMETERS

Hyperparameter Value Purpose

n_estimators 300 To specify the number of trees 
in the forest, which can improve  
model accuracy.

max_depth 5 To specify the maximum depth 
of each tree, which can prevent 
model overfitting.

min_samples_leaf 5 To specify the minimum number  
of samples required to be at a 
leaf node, which can improve 
the model’s generalization.

min_samples_split 1% To specify the minimum fraction  
of samples required to split an 
internal node, which can prevent  
model overfitting.

max_features Square 
Root

To specify the number of  
features considered at each 
split as the square root of 
the total number of features, 
which can help reduce model 
variance.

V. RESULTS

1) 	Weight Prediction Model
	 The proposed model in this study was developed 
using Random Forest Regression and trained on the 
collected shrimp dataset, with 80% of the data used for 
training and 20% reserved for model evaluation. The 
training phase included hyperparameter tuning and 
10-fold cross-validation to improve generalization.  
To enhance the reliability of the results, the evaluation  
process was repeated 30 times, and the average  
performance metrics were recorded. The evaluation 
results for the weight prediction model are presented 
in Table III.
	 The results indicate that the weight prediction 
model developed using random forest best fits the 
observed data, as reflected by the value. Additionally,  
the average magnitude of the errors, represented  
by the MAE, is the lowest among the compared  
algorithms.

TABLE III  
WEIGHT PREDICTION MODELS PERFORMANCE

Regression Model Feature R2 MAE

Linear Area 0.777 2.021

Multiple Linear Area & Width 0.779 2.010

Random Forest All Features 0.821 1.786

2) 	Mobile Application
	 Upon opening the developed application, users 
can create their accounts or log in using third-party 
authentication. On the home page, users can view 

summarized information, including recommendations 
on places to buy shrimp and a pie chart illustrating the 
proportion of normal and abnormal shrimp weights 
they have predicted. To predict shrimp weight, users 
can select the Camera menu from the drawer menu 
in the top left corner of the screen. The application 
will then display images of various digital weighing 
scales, allowing users to select the one that matches  
their own. Subsequently, the mobile camera is  
activated, and a small green square appears to  
manually specify the location of the 7-segment  
display. The mentioned features of the application are 
illustrated in Fig. 14 (a)-(c). 

(a) (b) (c)

Fig. 14. The developed mobile application: (a) Home page, (b) 
Camera page, and (c) Green square on 7-segment display

	 To detect anomalies in shrimp weight, the user 
must place the suspicious shrimp on a digital weighing  
scale while simultaneously capturing an image. Then, 
they press the prediction button to send the entire 
image to the API server. If the predicted weight does 
not differ from the weight displayed on the 7-segment 
display by more than two grams, the system classifies  
the shrimp as ‘Normal’, and the result shown in  
Fig. 15 (a) will be displayed to the user. Otherwise, 
Fig. 15 (b) will be shown, indicating an ‘Abnormal’  
classification. Moreover, a prediction history is  
provided within the developed application, as shown 
in Fig. 15 (c), to help users identify which stores are 
safe for purchasing shrimp.

(a) (b) (c)

Fig. 15. The developed system: (a) Normal shrimp weight result, 
(b) Abnormal shrimp weight result, (c) Shrimp weight prediction 
history



Indexed in the Thai-Journal Citation Index (TCI 1)

38	 INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 9 No. 2 July-December 2025

	 To verify the developed application, both a non- 
adulterated shrimp detection scenario and an adulterated  
shrimp detection scenario were tested. In the first  
scenario, a non-adulterated shrimp, with an actual 
weight of 24.2 grams, was placed on a digital weighing  
scale. The developed mobile application captured an 
image of the shrimp, which was then sent to the API 
server. The server generated a shrimp mask, extracted  
all morphological features, predicted the weight 
from the obtained features, and determined the final 
classification. The feedback from the API server was  
‘Normal’, indicating that the developed system  
successfully passed this test.
	 In the second scenario, an adulterant weighing 
3.3 grams was injected into the same shrimp used in 
the first scenario, resulting in a total weight of 27.5 
grams. The testing process was identical to the first 
scenario. However, the result from the API server was 
‘Abnormal’, indicating that the developed system also 
successfully passed this test.

VI. DISCUSSION

	 The experimental results show that the Random 
Forest Regression algorithm, utilizing all extracted 
features, significantly outperformed both linear and 
multiple linear regression models within the scope of 
this experiment’s dataset. This superior performance  
comes from the ensemble approach of Random  
Forests, where the predicted weight is an aggregation 
of numerous decision trees. Each tree is constructed 
using feature randomness and the bagging ensemble  
learning technique, which enhances the model’s  
robustness. Additionally, the diverse conditions under 
which the individual trees are created contribute to 
the model’s ability to generalize effectively. The final  
prediction, being an average of all tree outputs, results in a 
more reliable and generalized weight prediction model.  
It’s worth noting that the success of the Random  
Forest model is due not only to the algorithm itself 
but also to the careful selection of relevant features, 
which played a crucial role in optimizing model  
performance.
	 The mobile application for detecting anomalies  
in shrimp weight was developed using the Dart  
programming language. It interfaces with image  
processing and weight prediction components through 
APIs implemented in Python. Python was chosen for 
image processing because it’s more efficient than Dart 
for those tasks. While machine learning models could 
be deployed directly on mobile devices, APIs were 
used for the weight prediction component to ensure 
consistent performance. This server-side approach 
guarantees uniform model accuracy, regardless of 
users’ varying hardware capabilities, making the 
system more reliable and scalable. Furthermore, the 
application’s features are specifically designed to  

detect undeclared product modifications that increase 
the perceived weight of shrimp. This information is 
valuable for consumers, helping them avoid buying 
from sources previously associated with adulterated 
shrimp.

VII. CONCLUSION AND FUTURE WORK

	 This research aimed to develop a practical  
approach for individuals seeking to avoid shrimp 
weight fraud. The proposed method focuses on daily 
usability and feasibility. Recognizing the pervasive 
use of mobile devices and their synergy with AI,  
a mobile application was developed as the user  
interface for the anomaly detection module.  
This module ingeniously combines an instance  
segmentation model with a weight prediction model.
	 The system identifies weight anomalies through 
sophisticated image analysis. It starts by accurately  
segmenting shrimp from their background using  
Mask R-CNN, chosen for its excellent object  
segmentation capabilities. This method proved highly 
precise and efficient, yielding clear shrimp outlines 
crucial for the developed application.
	 After segmentation, vital morphological features, 
including area, perimeter, length, and width, were 
extracted. While area and perimeter were simple to 
calculate, determining length and width demanded 
more complex, computationally intensive methods. 
To address this, a shortest path algorithm and a circle- 
fitting method with reduced point frequency were 
implemented, allowing for efficient extraction of the 
necessary numerical data.
	 These extracted features are then fed into the 
shrimp weight prediction model. Experimental  
results show that the model, built with the Random 
Forest algorithm and leveraging all four features 
(area, perimeter, length, and width), significantly  
outperformed other models. It achieved an value of 
0.821 and a Mean Absolute Error (MAE) of 1.786 
grams, successfully meeting the proposed system’s 
criteria.
	 However, this research could be further improved 
by developing an automated 7-segment screen  
detector. This improvement would allow the system 
to adapt to a wider variety of weighing scales, greatly 
increasing its flexibility and real-life applicability.
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	 Abstract—The increasing global adoption of 
Industry 4.0 technologies has transformed many 
aspects of manufacturing through automation, 
data analytics, and smart systems. However, high 
implementation costs often prevent labor-intensive 
processes, particularly in developing regions and 
smaller enterprises, from realizing these benefits.  
This study addresses that gap by proposing  
a low-cost digitization solution focused on tray 
cleaning in semiconductor manufacturing,  
a critical yet manually executed process. In  
collaboration with Sony Device Technology  
Thailand, an Excel VBA-based application was 
developed to automate real-time recording of 
tray movements and manpower data. The system 
incorporates inventory tracking, productivity 
monitoring, and an interactive dashboard that 
enhances operational visibility and eliminates the 
need for manual checks. Quantitative evaluation 
revealed a 50% reduction in input processing 
time and a 74.07% decrease in output processing 
time per transaction. Qualitative improvements 
include increased cross-functional collaboration, 
more transparent workforce evaluation, and  
data-driven decision-making. This study contributes  
a scalable, practical model for affordable  
digitization that integrates seamlessly with existing 
workflows, offering an effective path toward digital 
transformation in labor-intensive manufacturing 
environments.

	 Index Terms―Industry 4.0, Digitization, Excel  
VBA-based Application, Data Visualization,  
Semiconductor Manufacturing

I. INTRODUCTION

	 The rapid evolution of the Fourth Industrial  
Revolution is reshaping manufacturing industries 
worldwide. Smart factories, intelligent inventory  
systems, and automated supply chains are becoming 

the standard, driven by advancements in artificial  
intelligence, machine learning, and data analytics [1]. 
At the core of this transformation lies digitization— 
the process of converting analog operations into  
digital formats to enhance efficiency and decision- 
making [2]. However, while large-scale digitization 
projects offer significant benefits, the high implemen-
tation costs pose a challenge.
	 In manufacturing, data is a fundamental require-
ment for process optimization. Every company 
needs reliable, real-time data to enhance efficiency,  
minimize waste, and optimize operations [3].  
Despite the growing adoption of Industry 4.0, not 
every manufacturing step can be fully automated. 
Some processes, particularly those involving human 
operators, remain difficult to digitize using automated 
sensor-based tracking systems due to cost constraints. 
This gap highlights the need for practical, low-cost 
digitization solutions that can integrate with existing  
workflows without requiring substantial financial  
investment [4].
	 The semiconductor industry, a critical driver 
of modern technology, is a prime example of this 
challenge. Semiconductors power everything from 
smartphones to advanced computing systems, making  
their production efficiency crucial to meeting global 
demand [1]. In Thailand, the semiconductor sector is 
expanding rapidly, supported by increased investments  
aimed at enhancing production capacity and  
operational efficiency. Tray cleaning is a critical but 
often underappreciated process in semiconductor 
manufacturing, as it plays a key role in handling 
and protecting delicate wafers during transport and  
storage. Clean trays help prevent contamination, 
maintain yield quality, and reduce production loss, 
especially in high-volume production environments.
	 However, despite its importance, tray cleaning 
operations remain heavily reliant on manual labor, 
primarily due to the complexity of the task and the 
high cost of automation [2]. As a result, this process 
often lacks digital monitoring and is excluded from 
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broader Industry 4.0 initiatives, even among large 
manufacturers. Ensuring accurate data recording and 
real-time monitoring for these operations at a low cost 
is vital for improving efficiency without disrupting 
existing workflows.
	 This paper presents a case study on low-cost  
digitization in semiconductor manufacturing,  
focusing on tray cleaning operations. By collaborating  
with Sony Device Technology Thailand, this research  
develops an Excel VBA-based application that  
enables real-time data recording and visualization of 
manpower and inventory movement. This approach  
provides an affordable alternative to high-cost  
automation systems, allowing manufacturers to  
enhance process tracking and decision-making  
without significant infrastructure changes.
	 To sum up, this study highlights the potential 
of low-cost digitization as a practical solution for  
bridging the gap between manual operations and  
Industry 4.0. By leveraging simple yet effective  
digital tools, manufacturers can optimize their  
processes, improve inventory management, and  
enhance operational efficiency with minimal  
investment. As industries continue to evolve, accessible  
digitization strategies will play a crucial role in  
ensuring sustainable growth and competitiveness in 
the global market.

II. OBJECTIVE

	 This research develops an Excel VBA-based 
data collection tool to track manpower, automate 
productivity calculations, enable real-time data  
monitoring for informed decision-making, and reduce 
redundant manual verification processes.

III. RELATED WORK

	 Industry 4.0 has significantly reshaped  
manufacturing with automation, AI, and IoT, offering  
advanced solutions to optimize operations. These  
innovations, including smart factories and automated  
supply chains, have greatly enhanced operational  
efficiency in developed economies [1], [2]. However,  
the high costs of automation pose significant  
challenges for small enterprises and developing 
nations. While automation benefits large-scale  
operations, many industries in emerging economies, 
including Thailand, continue to rely on manual labor  
due to the prohibitive costs associated with full  
automation [3], [4].
	 In sectors like semiconductor manufacturing, 
tasks such as tray cleaning remain heavily manual 
due to the complexity and high costs of automating 
these processes [2]. Despite the growth of Industry 
4.0, there is a notable gap in providing affordable 

digitization solutions for industries that still rely on 
manual workflows. Most existing research focuses 
on high-tech automation tools, leaving small-scale 
manual operations largely overlooked [4]. This 
gap underscores the need for practical, low-cost  
alternatives that can seamlessly integrate with  
existing manual processes, making digitization  
accessible even for companies with limited financial 
resources.
	 The importance of low-cost digitization tools 
is further emphasized by the need for affordable  
alternatives in sectors that still rely heavily on manual 
labor, as highlighted by studies on semiconductor 
industries [5] and logistics management [6]. Existing 
research has also indicated that high financial costs, 
capital-intensive spending, and lack of incentives 
are among the most critical barriers across multiple  
industries when adopting new technological or  
circular models [7]. In parallel, cost-effectiveness 
has been identified as a decisive factor in other  
technological domains, such as renewable energy 
transitions, where improving efficiency and lowering 
Levelized Costs is essential for widespread adoption 
[8]. By leveraging Excel VBA applications, this paper 
demonstrates how businesses can achieve significant 
improvements in efficiency and accuracy without  
requiring large capital investments typically associated  
with high-tech solutions [9].
	 In addition to optimizing manual workflows, the 
integration of simple digital tools plays a key role in 
the digital transformation of small-scale operations, 
particularly within Thailand’s manufacturing sector, 
where many businesses still rely on human labor 
[10]. This project highlights the potential impact of  
affordable digital solutions that bridge the gap  
between manual labor and Industry 4.0, providing  
businesses with the chance to enhance their  
competitiveness on a global scale without bearing 
the heavy financial burden of traditional automation 
systems [11]. The solution developed in this project 
has already been applied in the real semiconductor  
industry, demonstrating its practical value in  
enhancing operational efficiency and improving 
tracking systems without requiring costly automation.
In summary, by introducing an accessible, scalable 
solution to improve manual operations, this paper 
contributes to the broader effort of modernizing 
industries in developing economies. The proposed 
solution could significantly enhance operational  
efficiency in smaller, labor-intensive operations,  
positioning them to better compete in an increasingly 
digital global marketplace. Moreover, this solution 
has already been successfully implemented in the real 
semiconductor industry, demonstrating its practical  
value in optimizing workflows and improving  
operational tracking in a real-world setting.
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IV. METHODOLOGY

	 This section comprises two main parts: the  
generalized concept of a proposed system and a case 
study.

A.	 Proposed System

	 The proposed system, illustrated in Fig. 1, is 
designed to achieve three key objectives: recording 
tray movement, tracking manpower, and providing a 
real-time dashboard for comprehensive monitoring.  
The system is intended to manage the cleaning and 
storage processes within a designated room, where 
trays undergo a series of operations, including  
counting, inspection, cleaning, and if necessary,  
repair. The movement of each tray through these 
stages is systematically recorded in the application, 
ensuring that every action is logged for accuracy 
and traceability. Additionally, workers are required  
to input their manpower details at each stage,  
enabling the system to track the allocation of human 
resources alongside the physical movement of trays. 
Upon completion of all tasks, a real-time dashboard 
is provided to offer an integrated view of both tray 
and worker activities, ensuring full visibility into the 
operational process. This dashboard enables real-time 
monitoring, allowing managers to oversee the status 
of trays and workers, and thus enhancing efficiency 
and accountability. The system’s design is adaptable, 
making it applicable to various industries that require 
the management of assets and labor, ensuring seamless  
integration into different workflows. By capturing and 
presenting data in an accessible format, this system  
offers potential for broad implementation, contributing  
to the optimization of operational processes across 
various sectors.

Fig. 1. Tray management process flow 

B.	 Case Study

	 In this case study, the application was developed  
in collaboration with Sony Device Technology Thailand  
following interviews to identify inefficiencies in 
the manual tray tracking process. Through iterative  
prototyping and user feedback, a low-cost Excel- 
based system was developed and deployed in the tray 
cleaning area, as shown in Fig. 2. The tool integrates 
VBA and PivotTables to support real-time recording 
of manpower and inventory with minimal disruption 
to existing workflows.

Fig. 2. Tray storage and workflow room layout example

		  1)	Database
			   The database design was guided by an  
iterative development process rather than a technical  
specification. First, requirements were gathered 
through short interviews with operators and supervisors,  
which revealed frequent errors in manual logging of 
operator IDs and tray details. Based on these findings, 
two simple databases were designed: one for operator  
information (numeric ID and name) and another for 
tray information (tray ID, name, pieces per pack, 
business unit, and location).
			   Prototype versions were then tested with 
actual barcode scans in the workplace. User feedback  
highlighted the need for automatic validation 
and additional fields, such as tray location. These  
refinements were incorporated into the final design. 
The resulting databases thus reflect both technical 
considerations and user-driven adjustments, ensuring 
accuracy and ease of adoption.
	 2)	Recording Tray Movement (Tray Inventory)
		  This feature was developed using a VBA-
based user form to enable structured and consistent  
recording of tray quantities and related operational 
data. Upon entering key identifiers, such as part code 
and operator ID, the system performs input validation 
against the existing database and retrieves relevant 
information as shown in Fig. 3. Users then input the 
total quantity, after which the system automatically 
computes the number of packs and any remainder 
using the formulas: Pack Quantity = Total Quantity / 
Pack Size and Remainder = Total Quantity mod Pack 
Size. To reflect operational contexts, users can also 
select the appropriate transaction type. The interface 
and logic were refined through iterative feedback 
from operators, with particular attention to usability 
and error reduction as shown in Fig. 4.

Fig. 3. The recording tray movement system
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Fig. 4. The recording tray movement process chart 

		  3)	Recording Manpower
			   This feature, developed using Microsoft 
Excel VBA, offers an efficient system for tracking 
manpower and evaluating productivity. When the user 
clicks the “Manpower Record” button, a userform 
prompts them to input the necessary information, 
as shown in Fig. 5. The system then validates and 
processes the inputs according to the steps outlined 
in Fig. 6, ensuring that only accurate data—such as 
text, numbers, and dates—is saved to the manpower 
file. The application automatically records the time 
spent on each task. The recorded data is subsequently  
analyzed to monitor manpower usage, assess workloads,  
and improve productivity through automated task 
duration calculations. Productivity is determined  
using the formula: Productivity = units of output/
labor hours worked.

Fig. 5. The recording manpower system

 

Fig. 6. Manpower record process chart

	 4)	Dashboard Analyzation
		  To analyze the recorded data, the system  
retrieves both the manpower and tray quantity files 
and imports them into the main file. The command 
then generates an Excel PivotTable as an analysis 
tool to summarize productivity and inventory stock, 
following the process outlined in the chart, as shown 
in Fig. 7. To analyze available space, the system  
applies a weighted-average method since each pallet 
row does not have a fixed quantity. The analyzed data 
is then displayed as a percentage, making it easier to 
support decision-making. The results are displayed as 
an interactive graph with slicers, enabling managers 
to sort and filter the data according to their specific 
needs.
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Fig. 7. Dashboard analysis process chart

V. RESULTS AND DISCUSSION

	 For evaluating the performance of the demonstra-
tion set, reliability and accuracy have been tested.

A)	 Real-Time Interactive Monitoring Dashboard

	 To facilitate data visualization, an interactive 
dashboard with slicer functionality, as shown in Fig. 8,  
consolidates essential information on a single page, 
enabling users to make informed decisions quickly. 
The dashboard dynamically retrieves and presents 
data, eliminating the need for up to a week of manual 
effort previously required to summarize tray quantity  
and manpower productivity. Operators can now 
check tray inventory levels on a computer instead of  
performing manual counts, other departments can 

access the system in real time, reducing delays from 
phone inquiries. The dashboard enables managers to 
summarize tray quantities by month, date, and business  
unit using the left-hand slicer, and track productivity 
by month, date, and operator name using the right- 
hand slicer. The interactive graph separates data into 
manpower and tray quantity sections. A quick search 
feature and tray quantity summary further streamline  
inventory management by providing users with  
in-stock quantities based on scanned barcodes,  
improving efficiency in checking, and reducing time 
spent on counting and searching. It also enhances cross- 
department collaboration by making information  
accessible without informal inquiries. Thus, the  
dashboard reshapes both work habits and communi-
cation patterns.

Fig. 8. The Dashboard analysis
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B)	 Evaluation of Time Reduction in the Data  
Recording Process

	 The new application enhances efficiency by  
eliminating redundant tasks such as manual data entry 
and phone inquiries. With built-in data analysis and  
a real-time dashboard, it streamlines workflows,  
reduces errors, and enables faster, more accurate 
tracking of progress.
	 When comparing the traditional process and the 
newly developed process in terms of Input, as shown 
in Table I, and Output, as shown in Table II, the new 
process has significantly improved by removing  
unnecessary steps. In the Input section, the traditional 
process takes 1 minute and 40 seconds per transaction,  
while the new process only takes 50 seconds, reducing  
the time by 50 seconds or 50%. This time reduction 
is due to direct data entry into the application instead  
of manual writing and the removal of redundant steps, 
such as cleaning and arranging, which can now be 
done more efficiently. In the Output section, the 
traditional process takes 2 minutes and 15 seconds, 
whereas the new process only takes 1 minute and  
4 seconds, saving 1 minute and 11 seconds or 74.07%. 
This reduction is achieved by eliminating phone calls 
for inquiries and enabling instant data entry within 
the application. These improvements in both sections 
make the overall process faster and more efficient, 
significantly reducing transaction time and increasing 
productivity. 

	 Time savings reduce manual effort and can improve  
fairness and accountability, yet require employees 
to adapt to more structured workflows. The process 
redesign affects routines and staff interactions beyond 
mere efficiency.

C)	 Manpower Productivity Monitoring

	 This system introduces a new approach to track 
manpower in an area where no previous tracking or  
recorded data existed. The implemented system fills 
this gap by recording each operator’s start time and task 
details, enabling accurate productivity assessments,  
as shown in Table III. Although this analysis uses data 
from a single operator, it originates from the cleaning 
data system and serves as a representative example.  
The system is scalable and can accommodate  
multiple operators based on each company’s size and 
operational needs.
	 This data-driven approach replaces verbal  
reporting with measurable evidence, enabling  
managers to make informed workforce adjustments 
to prevent tray shortages, balance workloads, and 
reduce idle time. By recording detailed manpower 
data, the system ensures performance evaluations 
are objective and transparent. This not only enhances 
operational efficiency but also supports a structured, 
evidence-based method for managing workforce and 
inventory in previously untracked areas.

TABLE I
INPUT COMPARISON FOR 1 TRANSACTION

Input Present Steps for a Transaction

Order Activity Action Time/Transaction (avg.)

1 Tray/Box for Delivery Recorded Manually 0:00:29

2 Tray Cleaning Clean, Count, Repair, and Pack Depending on theAmount of Tray

3 Tray Placement on Shelf Arranging 0:00:21

4 Data Entry in Traditional Application Data Entry in Traditional Application 0:00:50

Total 0:01:40

The recorded processing time is expressed in hours, minutes, and seconds (hh:mm:ss).

Input Proposed Steps for a Transaction

Order Activity Action Time/Transaction (avg.)

1 Tray/Box for Delivery Clean, Count, Repair, and Pack Depending on the Amount of Tray

2 Data Entry in New Application Input Data into the New Application 0:00:29

3 Tray Placement on Shelf Arranging 0:00:21

Total 0:00:50

The recorded processing time is expressed in hours, minutes, and seconds (hh: mm: ss).
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TABLE II
OUTPUT COMPARISON FOR 1 TRANSACTION

Output Present steps for a transaction

Order Activity Action Time/Transaction (avg.)

1 Call to Request/Ask Communicate with Another Department 0:00:56

2 Save initial order data Manually recorded 0:00:29

3 Retrieve Tray Pick up the tray from the shelf Depending on the amount of tray

4 Issues from the Traditional Application Issues from the Traditional Application 0:00:50

Total 0:02:15

The recorded processing time is expressed in hours, minutes, and seconds (hh: mm: ss).

Output Proposed steps for a transaction

Order Activity Action Time/Transaction (avg.)

1 Receive the Report Check if there is a tray in the Application 0:00:06

2 Retrieve Tray Clean, Count, Repair, and Pack Depending on the
Amount of Tray

3 The Output Tray from the New 
Application The Output Tray from the New Application 0:00:29

Total 0:00:35

The recorded processing time is expressed in hours, minutes, and seconds (hh:mm:ss).

TABLE III
EXAMPLE OF MANPOWER PRODUCTIVITY CALCULATION

No. Date ID Name Product Task Quantity 
(Piece) Time Record Duration 

(hh: mm: ss)

Productivity 
(Pieces Per 

Hour)

1 19/2/2025 R01 Employee 1 Z Cleaning 50 1:57:33 PM 0:07:42 390

2 19/2/2025 R01 Employee 1 Z Inspecting 50 2:05:15 PM 0:03:50 783

3 19/2/2025 R01 Employee 1 Z Packing 50 2:09:05 PM 0:01:29 2022

4 19/2/2025 R01 Employee 1 Z Arranging 50 2:10:34 PM 0:03:20 900

The recorded processing time is expressed in hours, minutes, and seconds (hh:mm:ss).

VI. CONCLUSION

	 This study aims to develop a low-cost digitization  
method for semiconductor manufacturing, focusing 
on tracking tray movements and recording employee 
activities. The approach utilizes an Excel VBA-based 
application, offering a more affordable alternative to 
expensive automation systems. This method helps  
record and visualize data related to labor and  
inventory movements in real-time, without requiring  
significant changes to the existing infrastructure. 
The development of the new application reduces the 
time by 50% in the Input Tray process and 74.07% 
in the Output Tray process. The proposed system  
integrates seamlessly with existing processes,  
allowing manufacturers to track operations and make 
better decisions. While accuracy improvements in 
data accuracy are needed, the low-cost digitization 
approach demonstrates strong potential for enhancing 
operational efficiency and process monitoring.
 

VII. FUTURE WORK

	 Previously, the company relied on manual record- 
keeping, repeatedly entering data into a computer 
without the ability to export files for further analysis.  
With the implementation of this application, data 
is automatically calculated and recorded in an  
Excel file. Additionally, the files are retrieved and  
summarized in a one-page, real-time interactive 
dashboard. However, due to the coding limitations 
of Microsoft Excel VBA, the current application 
lacks flexibility in automatically tracking manpower  
and updating tray inventory. Privacy concerns  
within the collaborating company also pose challenges  
in integrating outsourced cameras. To address these 
limitations, future improvements should focus on  
leveraging computer vision and machine learning to 
automate quantity tracking and manpower productivity  
monitoring, reducing reliance on manual data entry. 



Indexed in the Thai-Journal Citation Index (TCI 1)

48	 INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 9 No. 2 July-December 2025

ACKNOWLEDGMENTS

	 This research is the result of a collaborative effort  
between the Sirindhorn International Institute of 
Technology (SIIT) and Sony Device Technology  
(Thailand) Co., Ltd. The authors would like to  
express their heartfelt appreciation to Sony Device 
Technology Thailand for generously providing the 
case study and valuable industry insights throughout 
this research.

REFERENCES

[1] 		  M. Ghobakhloo, “Industry 4.0, digitization, and opportunities 
for sustainability,” J. Clean. Prod., vol. 252, p. 119869, Apr. 
2020, https://doi.org/10.1016/j.jclepro.2019.119869

[2] 		  P. Jha, “Digitization and Industry 4.0 practices: An exploratory  
study on SMEs in India,” SSRN,   2021. [Online].  

SSRN Electronic Journal

[Access: May 17,2025]. 
Available: https://doi.org/10.2139/ssrm.3846755  

[3] 		  L. Han, H. Hou, Z. M. Bi, J. Yang, and X. Zheng, “Functional 
requirements and supply chain digitalization in Industry 4.0,” 
Inf. Syst. Front., vol. 25, no. 5, pp. 1713-1727, 2023, https://
doi.org/10.1007/s10796-021-10173-1

[4] 		  S. Yang, A. M. Riza, J. Kaminski, and H. Pepin, “Opportunities  
for Industry 4.0 to support remanufacturing,” Appl. Sci., 
vol. 8, no. 7, p. 1177, Jul. 2018, https://doi.org/10.3390/
app8071177

[5] 		  X. Zhang, Y. Zhang, and G. Li, “Strategic inventory in  
semiconductor supply chains under industrial disruption,” 
Int. J. Prod. Econ., vol. 272(c), p. 109254, Apr. 2024, https://
doi.org/10.1016/j.ijpe.2024.109254

[6] 		  C. Jiang, “Integrating the use of spreadsheet software and 
VBA in inventory simulation,” J. Softw., vol. 5, no. 5, pp. 
498-505, May. 2010. https://doi.org/10.4304/jsw.5.5.498-505

[7] 		  D. M. Utama, I. Amallynda, R. W. Wardana, T. Y. Rosiani,  
R. Anggriani, and D. S. Wijaya,  “A new hybrid fuzzy decision  
model for barrier identification and strategy prioritization in 
circular rice supply chains: A case study in Indonesia,” Indon. 
J. Sci. Techol., vol. 11, no. 2, pp. 293-320, Sep. 2026, https://
doi.org/10.17509/ijost.v11i2.89788

[8] 		  Y. Chen, H. Bai, “Techno-Economic and technical analysis 
of ammonia-based hydrogen and power routes in China,” 
Renewable Energy, vol. 235, pp. 112-125, Jan. 2026, https://
doi.org/10.1016/j.renene.2025.124269

[9] 		  D. Amalfitano, V. De Simone, A. R. Fasolino, and  
P. Tramontana, “EXACT: A tool for comprehending  
VBA-based Excel spreadsheet applications,” J. Softw. Evol. 
Process, vol. 28, no. 6, pp. 483-505, Apr. 2016, https://doi.
org/10.1002/smr.1787

[10] 	T.-T. Wong and Y.-J. Chen, “An association analysis of  
high-price inventory items for semiconductor industry,” 
Asia Pac. Manag. Rev., vol. 30, no. 2, p. 100348, Dec. 2024, 
https://doi.org/10.1016/j.apmrv.2024.100348

[11] 	P. Kanjanarut and W. Pannakkong, “A low-cost IIoT-enabled 
computer vision-based system for classifying defect types 
and severity levels in Industry 4.0,” Int. Sci. J. Eng. Technol. 
(ISJET), vol. 7, no. 2, pp. 1-10, Nov. 2023. 

[12] 	P. Na Lamphun, P. Khogkhaluang, and A. Kheaksong,  
“Increasing performance through information retrieval  
system for design and build company,” Int. Sci. J. Eng.  
Technol. (ISJET), vol. 5, no. 1, pp. 32-40, Jun. 2021. 

[13] 	P. Jaisue and P. Siri-O-Ran, “Time reduction in picking the 

product: A case study of roof tile warehouse,” Int. Sci. J. Eng. 
Technol. (ISJET), vol. 7, no. 2, pp. 53-58, Dec. 2023. 

[14] 	V. Mingmankong, C. Jeenanunta, R. Chaysiri, and Y. Ueki, 
“Key success factors for implementing Industry 4.0 of  
Thailand manufacturing,” Int. Sci. J. Eng. Technol. (ISJET), 
vol. 7, no. 2, pp. 42-52, Dec. 2023. 

Pathitta Timtong is currently a 
fourth-year student, pursuing a 
Bachelor of Engineering in  
Industrial Engineering and  
Logistics Systems at Sirindhorn 
Internat ional  Ins t i tute  of  
Technology (SIIT), Thammasat 
University,  Thailand.  Her  

research interests  encompass  supply chain  
management, data analysis, digital transformation, 
Industry 4.0, and Data Visualization.

Pornnapat Kwanboonya is  
currently a fourth-year student, 
p u r s u i n g  a  B a c h e l o r  o f  
Engineering  in  Industr ial  
Engineering and Logistics  
S y s t e m s  a t  S i r i n d h o r n  
Internat ional  Ins t i tute  of  
Te c h n o l o g y,  T h a m m a s a t  

University, Thailand. Her research interests encom-
pass supply chain management, data analysis, digital 
transformation, Industry 4.0, and Data Visualization.

Warut Pannakkong received 
h i s  B .Eng .  i n  Indus t r i a l  
Engineering and M.Eng. in  
Logistics and Supply Chain  
Systems Engineering, both  
from Sirindhorn International 
Institute of Technology (SIIT), 
T h a m m a s a t  U n i v e r s i t y,  

Thailand, in 2010 and 2014, respectively. He earned 
his Ph.D. in Knowledge Science from the Japan  
Advanced Institute of Science and Technology 
(JAIST) in 2017. Currently, he is an Associate  
Professor in the School of Manufacturing Systems 
and Mechanical Engineering at SIIT and serves as 
the Deputy Director for International Affairs and  
Corporate Relations at SIIT. He is also a managing 
editor of the International Journal of Knowledge and 
Systems Science. His research interests include  
artificial intelligence for industry, time series  
forecasting, sustainable supply chain management, 
data mining, machine learning, computer vision for 
industrial applications, and discrete event system 
simulation and optimization.



Indexed in the Thai-Journal Citation Index (TCI 1)

INTERNATIONAL SCIENTIFIC JOURNAL OF ENGINEERING AND TECHNOLOGY,  Vol. 9 No. 2 July-December 2025	 49

 Optimizing Tricycle (Tuk-Tuk) Suspension Systems 
Using Mathematical Modeling

Chaiyawoot Narintharangkul1* and Poom Jatunitanont2

1,2Faculty of Engineering and Technology, Panyapiwat Institute of Management,
 Nonthaburi, Thailand

E-mail: chaiyawootnar@pim.ac.th*, poomjat@pim.ac.th

Received: February 13, 2025 / Revised: May 20, 2025 / Accepted:  May 28, 2025

	 Abstract—The use of tricycles in Thailand has 
declined due to mechanical issues, particularly 
with the engine and suspension systems. This  
research focuses on optimizing the suspension 
system to improve ride comfort. The study has 
three main objectives: 1) to analyze the vibration  
of the leaf spring suspension in two-section  
convertible tricycles, 2) to develop a suspension 
model that complies with ISO 2631-1 standards 
for vibration comfort, and 3) to compare vibration 
effects between the original and new suspension 
models using simulation software. The goal is to 
reduce vibrations and enhance comfort through  
mathematical modeling and parameter optimization.  
FFT and PSD analyses identified dominant  
vibration frequencies in the 4 to 8 Hz range, which 
correspond to human body resonance. By applying 
a band-stop filter and optimizing spring stiffness 
and damping coefficient, the damping ratio was 
adjusted to 0.3. This led to a significant reduction 
in RMS acceleration from 0.985 m/s² to 0.537 m/s²,  
and peak acceleration dropped from 1.12 m/s²  
to 0.582 m/s², improving comfort from fairly  
uncomfortable to slightly uncomfortable. 
	 The optimized suspension design significantly 
reduced vibrations in critical frequency ranges. 
The results from this approach can be applied to 
various vehicle types, offering potential for further 
development in the automotive industry, especially 
for vehicles sensitive to vibration.

	 Index Terms—Tricycle, Suspension System,  
Vibration, Comfort Value, Computer Program

I. INTRODUCTION

	 The Tuk-Tuk, officially known as the Tricycle, 
was first produced in 1948 by Piaggio Ape, an Italian 
company also known for manufacturing Vespa. The 
tricycle produced at that time had a top speed of 30 
miles per hour. Since then, the Tuk-Tuk has been 
introduced and gained popularity in many countries 
across Asia. It was first manufactured in Asia in 1957 
when Japan began selling three-wheeled trucks. 

	 The Daihatsu Midget DK is a two-stroke  
motorcycle (ZA 250cc) with a single headlight and 
motorcycle-like handling. Shortly thereafter, this  
tricycle model was imported to Thailand for the first 
time in 1960 to replace pedal tricycles that were 
banned in Bangkok. Initially, the Japanese tricycles 
were modified with a roof for passenger safety and 
to close the access on the right side. Originally, there 
were two access points for passengers, but later, this 
was changed to only one for safety reasons.
	 Initially, there were many brands of tricycles, but 
today, only a few remain. Thus, the tricycle has been 
a long-standing symbol of Thailand. According to 
the Automobile Act No. 18, 2019, tricycles can be 
divided into two types: personal tricycles (Ror-Yor. 
4) and three-wheeled taxis (Ror-Yor. 8). A survey 
conducted as of July 31, 2022, found that there was 
a total of 20,207 three-wheeled vehicles in use across 
the country, including both personal tricycles and 
three-wheeled taxis, which is fewer than the 20,484 
vehicles registered as of December 31, 2021. This 
decrease is attributed to the non-approval of vehicle 
registration due to failing inspection according to the 
Department of Land Transport’s regulations [1].
	 Inside the tricycle, there are systems similar to 
those found in general cars, which can be divided into 
six categories: engine system, transmission system, 
steering system, braking system, electrical system, 
and suspension system. Currently, tricycle owners 
in Thailand focus on enhancing engine performance 
to increase speed and power. However, this focus 
may impact the engine’s lifespan and contribute 
to air pollution due to black smoke from increased 
engine performance. Comparative studies between 
Thai and foreign tricycles reveal that tricycles abroad 
emphasize passenger comfort, focusing more on the 
suspension system than on other systems. The main 
function of the suspension system is to dampen  
vibrations between the road surface and the vehicle 
to improve road grip. If the suspension is inadequate, 
hitting a bump can disrupt the vehicle’s balance and 
potentially affect passengers.
	 The suspension system of Thai tricycles is  
designed with a rigid beam and leaf springs, which 
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have both advantages and disadvantages. This system  
often faces problems, such as excessive weight  
under the springs, which affects vehicle control at 
high speeds and on rough roads. Without proper 
maintenance and with overloading, the leaf spring 
suspension is more suitable for carrying goods 
than passengers. This is because the force from the  
suspension is directly transmitted to the vehicle 
frame, causing passengers to feel the impact as well.
	 In today’s rapidly advancing automotive world, 
every system in all types of vehicles is continuously  
evolving. Changes in engine systems, from internal  
combustion engines to electric engines, and  
improvements in suspension systems are significant. 
Analyzing and developing components or creating 
new ones to enhance user or passenger comfort  
and driving smoothness is crucial. This aligns  
with research by Jaisaard, research conducted  
a comparative study of ride quality between  
the EMU-A1 and EMU-B1 trains on the BTS  
Sukhumvit Line from stations N8 to E14. Although 
the study encompasses various measurements, testing 
was not conducted on different types of road surfaces.
	 This study investigates the design, analysis, and 
improvement of the suspension system for Thai  
tricycles to enhance ride comfort, vibration isolation,  
and load-bearing capacity. Using mathematical  
modeling and simulation, the research provides  
a robust framework for evaluating suspension  
performance. The findings support the development 
of Thai tricycles to meet international standards 
and competitiveness. Moreover, the insights gained  
apply to a wide range of vehicles such as motorcycles,  
trucks, and buses, offering potential benefits in both 
commercial and industrial applications through  
improved damping and vibration control.

A.	 Objectives of Research

	 •	 Research and analyze the vibrations of the leaf 
spring suspension in two-section convertible tricycles 
currently in use.
	 •	 To develop a model that complies with the ISO 
2361-1 standard, the design and layout of the new  
tricycle suspension ensure standard vibration  
comfort.
	 •	 To compare the vibration effect of the model 
of the old and new undercarriage parts of the tricycle 
that received vibration through a computer program.

B.	 Research Hypothesis

	 •	 Tricycles are used by Thai citizens and interna-
tional visitors in daily life for travel or transportation.
	 •	 Passenger comfort in riding in a tricycle with 
the original suspension is less comfortable than the 
new suspension.
	 •	 The vibration of the new suspension can be 
used better in traffic.

C.	 Scope of Research

	 •	 This study investigated the vibration of the 
plate spring suspension of the current model tricycle. 
This is a two-stage convertible tricycle.
	 •	 Study by modeling old and new tricycle sus-
pensions in various ways to analyze the vibration of 
the suspension of tricycles currently in use according 
to ISO 2361-1. 
	 •	 Analyze the suspension model of the currently 
in-use convertible tricycle in 1D and compare the 
effect of vibration using a computer program.

D.	 Benefits

	 •	 Increase the efficiency of the suspension  
system of the tricycle to absorb vibration better than 
before 
	 •	 The improved suspension design can be  
applied to other forms of tricycles. 
	 •	 Can promote and attract the use of tricycles.
	 •	 Can be used to extend the business of tricycles.

E.	 Definition 

	 •	 Tricycle means a Tuk-Tuk or a tricycle that is 
hired to carry passengers with a two-part convertible.
	 •	 The  suspension  system  refers  to  the  
components of the vehicle below all. Which is the part 
that supports the entire weight of the car?
	 •	 Simulation software is used to solve and  
analyze the data.

II. LITERATURE REVIEW

A.	 Suspension

	 A vehicle’s suspension system is designed to  
absorb and minimize vibrations generated by contact  
with the road surface. Positioned between the car’s 
frame, body, engine, transmission, and wheels, the 
suspension ensures that road irregularities do not 
disrupt the vehicle’s smooth operation. Its primary  
function is to dampen the impact of vibrations 
from tire-road interactions, preventing excessive  
transmission of these vibrations into the cabin.  
Beyond this, the suspension system plays a crucial  
role in maintaining the vehicle’s stability, ensuring 
proper body alignment, and keeping the tire tread 
perpendicular to the road surface, even during 
turns. It also helps to control excessive bouncing, 
reduce unwanted movements, and maintain balance,  
particularly when navigating uneven terrain or during 
rapid acceleration and braking [2].

B.	 Vibration

	 The vibration of an object relies on Newton’s law 
of motion, as shown in (1) (Newton’s law of motion), 
to find the differential equation of motion.

 		  ΣF=m (t)			        (1)
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	 Newton’s second law equation is that the sum 
of the applied force  is equal to the mass m 
times the acceleration, where the variable x(t) is the  
vibrational distance ẋ(t). The vibration velocity, 
and x(t) is the acceleration of the vibration, which 
are variables that can change over time. Therefore, 
the value of the vibration distance that occurs in the  
system will be a value that can change over time when 
an external force acts. The vibration problem consists 
of three main components: the spring constant. The 
weight of the mass and the damping constant by the 
spring constant are used to store the potential energy 
of the system. The force generated by the extension 
or contraction of the spring can be calculated from 
(2) [3].

	 Fk = kx(t)				           (2)

	 Where k is the spring constant in N⁄m and x(t) 
is the extension of the spring in meters, which is a 
time-varying value by which the force of the spring 
is used to pull or push the mass back. Ideally, if the 
system does not have a device for extracting the  
energy of the vibration, the mass of the system will 
vibrate without stopping, so the final component of 
the A damper is a damper that is used to extract the 
potential energy from the spring from the system to 
stop the vibration. The force generated by the damper 
device can be shown as (3).

	 Fc = cẋ(t)				           (3)

	 Where c is the damper constant in and ẋ(t) is 
the mass vibration velocity in m/s. Used to reduce  
vibrations that occur in the system [4].
	 The vehicle suspension system, as shown in Fig. 1,  
is an illustration of the suspension system of one side 
of a wheel, which has all 3 vibration components.  
In mathematical modeling, the mass of the vehicle 
frame is given by the variable ms, and the mass of 
the car wheels with tires is given by the variable 
mu, which is in kg. The mass of the vehicle frame  
accounts for only one quarter of the total vehicle 
weight, as represented in the Quarter Car model. 
Spring component is used to simulate the elasticity  
of a spring at suspension, which is defined as ks  
variable and used to simulate the elasticity of a 
tire, which uses the ku variable to simulate the tire 
section, and the cs variable is used to simulate the 
damper. That is in the lower area, in which to create  
a mathematical model, a diagram of the forces  
occurring in the system must be drawn (free-body 
diagram), where the variable x (t) is the vibration 
distance in the vertical mass of the vehicle frame. The 
variable y (t) is the vertical vibration distance of the 
vehicle wheels, and the variable z(t) is the level of 
the road the vehicle travels on. These three variables 
are time-varying. Forces arising in the spring and 
damping elements between the vibration stages x(t) 

and y(t) or y(t) and z(t) are due to the difference in the 
vibration stages of the masses. The frame and wheel 
mass for the spring force and the resulting difference 
in the velocity of the vibration of the frame and wheel 
mass for the damper element, respectively. 
	 In the simulation, the car will run on a flat road 
or value z(t) = 0 where z is the road level used to 
simulate the car on a flat road, and the value z(t) > 
0 represents the car driving on different roads. As a 
result, vibrations are generated at the mass of the car 
frame and wheels, with the suspension comprising 
spring elements and dampers working together to 
reduce the level of vibration, as shown in Fig. 1 [5].

Fig. 1. Mathematical modeling of automotive suspension systems

	 To find a mathematical model, it relies on Newton’s  
second law to find the equation of motion by analyzing  
the mass of the car frame, ms, and the mass of the car 
wheel mu, which can be calculated. The motion in 
terms of second-order differential equations (4) and 
(5) is obtained respectively from Newton’s second 
law, which determines the direction of vibration of 
the mass of the frame ms. And the mass of the wheel 
mu is positive when both masses are moving upward.

	 ẍ 		  = 	-[(ks/Ms)x(t)]+[(ks/Ms)y(t)]	        (4)

				    -[(Cs/Ms)ẋ(t)]+[(Cs/Ms)ẏ(t)]

 	 ӱ(t)	 =	[(ks/Mu)x(t)]-[(ks/Mu)y(t)]+	        (5)

				    [(Cs/Mu)ẋ(t)]-[(Cs/Mu)ẏ(t)]-

 				    [(ku/Mu)y(t)]+[(ku/Mu)z(t)]

	 Equations (4) and (5) can be written in state-space 
form as (6).

	  (t)	 =	[A] (t)+[B] (t)		         (6)

	 Where (t) is the velocity vector, (t) is the  
position vector, and the variable (t) is the incoming  
signal vector or road level z(t), where the matrix 
[A] is the system matrix and matrix [B] is the input 
matrix, since the left side of (6) is the order deriva-
tive velocity vector. Therefore, to write (4) and (5) in 
terms of first derivatives as shown in (6), one of the 
variables to reduce the power of the derivative from 
second order to first order by setting the variable as 
shown in (7).

	 x1(t)	 =	x(t)				            (7)

	 Equation (7), the variable from is the vibration 
distance of the vehicle frame. x(t), then defines the 
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variable , as shown in (8).

	 x2(t)	 =	ẋ1(t) = ẋ(t)			          (8)

	 From (8), the variable x2(t) is the vibration velocity  
of the car frame ẋ(t), so ẋ2(t) is equal to ẍ(t) or the 
acceleration of the car frame. Set the variable x3(t) 
as shown in (9) and the variable x4(t) to be the first 
derivative of the variable x3(t) as shown in (10).

	 x3(t) 	=	y(t)				            (9)

	 x4(t)	 =	ẋ3(t) = ẏ(t) 			        (10)

	 From defining variables, it can be found that x3(t) 
is the vibration distance of the car wheels, and the 
variable x4(t) is the speed of the vibration of the car 
wheels. Therefore, if using the variable x4(t) to get 
the first derivative, Equation (11), which is equal to 
the acceleration of the wheels of the car.

	 ẋ4(t)	 =	ẍ3(t) = ӱ(t) 			        (11)

	 By defining a new variable to reduce the order of 
the differential equations, (4) and (5) can be written in 
terms of spatial equations as shown in (6). Equation 
(6) is rewritten in the form of (12).

	  

(12) 

	 when the variable	
 	 x1(t) is the vibration distance of the chassis in m.
	 x2(t) is the vibration velocity of the chassis in m/s.
	 x3(t) is the vibration distance of the wheel in m.
	 x4(t) is the speed of vibration of the wheels in m/s.
	 The spatial equation of state (12) will be used to 
simulate the vibration effects occurring in the vehicle  
suspension system as the vehicle travels across  
different surfaces, using the variables in matrices 
[A] and [B]. These variables will remain constant  
throughout the vibrations occurring in the car  
suspension system.	

C.	 Assessment of Driving Comfort According to  
ISO 2631-1

	 Humans respond at different frequencies. Therefore,  
the ISO 2631-1 standard has a different value of the 
weighting factor at each frequency. The scope of  
content in ISO 2631-1 indicates methods for measuring  
the different types of visual vibrations entering human 
subjects. Whether sitting, standing, or lying down, 
this is found in driving vehicles. Mechanization or 
in a residential area, and tell them to calculate the 
indicator, indicating the level of vibration that can 
be tolerated. In terms of health, comfort, perception, 
or nausea, humans could perceive each frequency  

differently. Therefore, there is a weight to be calculated  
for each frequency as well. This value is called  
frequency weightings, which consists of Wk, Wd , Wf, 
Wc, We, Wj, which are used depending on the axis 
of the vibration according to ISO 2631-1, which is 
used to assess the acceleration of the passenger. In 
a sitting position, in case the force is exerted from 
under the seat, for example, the relationship between 
the weighting factor (W) and the frequency in the 
case of a passenger’s sitting position will be used to 
weigh the acceleration of the support spring mass 
after converting to a signal in the frequency domain 
[6]. The effectiveness of the total acceleration can be 
expressed as the following equation.

Aw = [∑ (Wi Ai)
2]1/2

	 The total effective acceleration values can be 
used to assess driving comfort according to the  
recommended criteria as follows.
	 1. 	When less than 0.315 m/s2 is not an uncom-
fortable level.
	 2. 	When between 0.315 m/s2 - 0.63 m/s2, it feels 
a bit uncomfortable.
	 3. 	When between 0.5 m/s2 - 1 m/s2, it feels fairly 
uncomfortable.
	 4. 	When between 0.8 m/s2 - 1.6 m/s2, it feels  
uncomfortable.
	 5. 	When between 1.25 m/s2 - 2.5 m/s2, it feels 
very uncomfortable.
	 6. 	When more than 2 m/s2 is at an extremely  
uncomfortable level.

D.	 Vibration Measuring Device

	 • 	 Arduino Board
		  Arduino is a small AVR microcontroller board 
that serves as a processor and controller, making 
this device ideal for studying and learning about 
microcontroller systems. The board can control a wide 
range of input/output devices, either independently 
or in conjunction with other devices, such as PCs. 
This is possible because Arduino supports connection 
to various digital and analog input/output devices, 
including receiving data from switches or sensors 
and controlling output devices like LEDs, motors, 
relays, and more. An Arduino hardware system can be 
created and assembled by the user, who should have 
some basic knowledge of electronics, or pre-made  
circuit boards can be purchased, available at 
affordable prices [7].
	 • 	 Vibration Sensor
		  A vibration sensor is an instrument designed to 
measure the magnitude and frequency of vibrations  
within a system, machine, or piece of equipment. These 
measurements are utilized to identify imbalances  
or other potential issues within the asset, aiding in the 
prediction of future failures. A vibration sensor can be 
directly connected to the asset or monitored wirelessly.  
Once installed, the sensor detects vibrations from the 
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asset through various methods, depending on the type 
of sensor employed. Over time, the device generates 
two types of data: frequency and intensity [8].
		  In the research, the basic system variables will 
be determined. Variable values can be determined 
as shown in Table I. The values of the variables are 
based on research of Ceyhanli [9] for being the default 
variable value in simulating the vibration of the car 
suspension. The characteristics of the leaf spring car 
suspension determine the durability and stretch of the 
leaf springs.

TABLE I
VALUES OF THE TRICYCLE SUSPENSION MODEL

Variable Result Unit

k1 479.92 N/m

k2 509.6 N/m

J0 140.073 Kg-m2

d1 0.64 m

d2 0.64 m

M 350 kg

		  The K value of the spring (Spring Rate) is the 
softness of the spring that will collapse in proportion 
to the weight of the vehicle pressed down onto the 
spring coil. The value has been measured using a 
measuring tool to find out the value. The tool used 
is a spring stiffness meter. The values that can be 
measured are k1 = 479.92 N/m and k2 = 509.6 N/m, 
as mentioned in the table above.

Fig. 2. Shock Spring hardness measuring tool

		  The Shock Spring Hardness Measuring 
Tool is specialized equipment engineered and  
manufactured in accordance with national standards 
for spring tension and compression testing machines. 
It is designed for testing various properties of springs, 
including tensile strength, pressure, displacement, 
deformation, hardness, and free height. In the context 
of experimental methodology, research experiments  
are conducted using a system of mathematical  
equations to derive the results. The experimental 
process is divided into three distinct phases by the 
researcher.

III. METHODOLOGY

A.	 Mathematical Calculation

	 The researcher has developed a Free Body  
Diagram (FBD) illustrating the forces acting on the 
suspension system of the tricycle, comprehensively 
depicting all the forces involved. This diagram was 
then compared with the tricycle used as a sample 
in the study. Furthermore, the researcher employed 
an engineering drawing program to create a detailed 
design, thereby enhancing the visualization of the 
three-wheeled suspension system’s components. This 
method also contributes to a more precise and clearer 
understanding of the operational principles of the 
suspension system.

Fig. 3. Model of a tricycle through an engineering drawing program

	 Free Body Diagram of a tricycle can be categorized  
into two types: one depicting the tricycle’s vibration 
up and down, and another representing the tricycle’s 
motion while turning right or left. The researcher 
identified a problem during turning and focused on 
developing a free-body diagram for the tricycle while 
it was turning. This scenario can also be compared to 
the effect of a vehicle falling into a hole.

Fig. 4. Free-body diagram occurs while the tricycle makes a turn.

	 The equations of motion of a two-degree-of- 
freedom (Equation of Motion) system can be written 
as a system of equations using knowledge of algebra. 
Matrices and vectors can help with writing equations 
as follows [10].

	 		       (13)
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	 Therefore, the final matrix equation used to  
calculate this mathematical equation of the tricycle 
will be as follows.

	 (14)

	 By the method of finding the value of the matrix 
equation after substituting the values X and Θ ≠ 0, the 
equation can be found using the Determinant method. 
This method is a function that gives the result as a 
scalar quantity. Which depends on the value of n in 
the n×n dimension of the square matrix. From the 
Determinant method, the equation will be obtained 
ω4 and ω2 in the form of an equation with the values  
of and in the equation. Arrange the form ω2 of the 
equation so that, in the form ω2 of the equation, both 
the equation and when reformatting it stay in the 
equation. The entire equation must then be assigned 
the variable λ=ω2 to the equation, and the roots of 
the equation that has been specified can be found. 
Obtained by using the Quadratic Formula equation.

	 		       (15)

	 After knowing the values of ω1 and ω2, find the 
values of X(1) and ϴ(1) by substituting ω1 into the equa-
tion and find the values of X(2) and ϴ(2) by substituting 
ω2 into the equation as well. When the results of the 
variable values are obtained, determine the ratio of 
the maximum amplitudes of ω1 and ω2 as follows

	 r1 = ϴ(1)/ X(1) 				         (16)

	 r2 = ϴ(2)/ X(2) 				             (17)

	 After that, solve the equation using the Mode 
Shapes Vector principle to find the values (1) and  

(2) by substituting the values in the equation from the 
values r1 and r2 using the following equation.

	 				         (18)

	 				         (19)

	 Therefore, to substitute the equation to find  
a vibration diagram of the suspension system, it must 
occur at a certain time. The equation used must,  
therefore, be as follows.

	 	      (20)

	 	      (21)

	 Equations (20) and (21) mentioned above are First 
Mode and Second Mode equations, respectively, as 
mentioned above. After that, substitute the obtained 
equation with the solution equation into (3) [11]. The 
solution equation can be written as

	 X1(t) = X1 cos(ωt+∅) 			        (22)
	 Ẋ1(t) = -X1 sin(ωt+∅)d/dt(ωt+∅)	      (23)
 	 Ẍ1(t) = -X1 ωcos(ωt+∅)d/dt(ωt+∅)	      (24)
 	 X2(t) = X2 cos(ωt+∅) 			        (25)
	 Ẋ2(t) = -X2 sin(ωt+∅)d/dt(ωt+∅)	      (26)
 	 Ẍ2(t) = -X2 ωcos(ωt+∅)d/dt(ωt+∅)	      (27)

	 When the solution equation has been successfully 
substituted into variables X(t), Ẋ(t) and Ẍ(t) in the 
mathematical model. The solution of the equation will 
be found in (22) and (25), also be found that in term 
cos(ωt+∅), it cannot be equal to 0 because it will not 
be possible to find the solution of the equation, and 
from (22) and (25), must be arranged in the form of 
a matrix equation. to proceed to the next step. After 
getting the matrix equation, the variables X1 and X2 
will be found, that is, X1 will have a value equal to 
the Maximum amplitudes of X1(t) and X2(t) it cannot 
be equal to zero because if it is equal to 0, it indicates 
no vibration, which is not possible. The next step will 
be to use the Modal principle to find the values  
and by finding those values with the following 
equation.

	 			        (28)

	 In the final step, the natural frequency (Natural 
Frequency) or values 1 and 2 have been obtained by 
solving the equations mentioned above, including the 
values 3 and 4 from calculations through the Modal 
principle from Mode Shape. Vector, therefore, can be 
used to find the value of the Modal Matrix by finding 
from the equation as follows

	 			        (29)

	 When the value [X] is obtained at a certain time, 
it must find the coordinates q by assigning it 180° = 
πrad. To find the coordinates, use the equation to find 
the coordinates as follows.

	 			        (30)

	 Use the solution equation of the method to find 
coordinates when i=1 and i=2, then the solution  
equation will be used as follows.

	 qi(t) = qi(0) cos ωit + (qi(0)/ωi)sin ωit         (31)

	 When solving the equation, the values qi(t) = qi(0) 
cos ωit and qi(t) will be obtained as follows.

	 q1(t) = q1(0) cos ω1t			        (32)

	 q2(t) = q2(0) cos ω2t 			        (33)

	 When the value q is obtained, it will be put into 
the equation to find the value  by specifying the 
equation for finding the value as follows.

	 				         (34)
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B.	 Transfer function matrix: Two degrees of freedom  
suspension model

	 A transfer function matrix is a fundamental concept  
in control systems and systems engineering, especially  
when dealing with Multiple-Input Multiple-Output 
(MIMO) systems. It extends the idea of a single transfer  
function, which relates one input to one output, to  
systems with multiple inputs and outputs. This matrix- 
based approach allows for the analysis and design of 
complex systems where multiple variables interact  
simultaneously. The details of this method are  
explained in the following section [12].
	 •	 Transfer function model of suspension system
		  For a tricycle vehicle suspension system  
modeled as a 2 Degrees of Freedom (DOF) mass-
spring-damper system, the system consists of the 
sprung mass (vehicle body) and the unsprung mass 
(wheel assembly). The inputs to the system are typically  
road profiles, which can be considered as external  
forces or displacements applied to the system.  
Consider Fig. 6 for a vehicle suspension system. 
When ms is sprung mass or vehicle body mass, mu is 
unsprung mass or wheel assembly mass, ks is spring 
constant of the suspension spring, kt is spring constant 
of the tire, Cs is damping coefficient of the suspension 
damper, xs(t) is displacement of the sprung mass from 
its equilibrium position, xu(t) is displacement of the 
unsprung mass from its equilibrium position and r(t) 
is road profile input or displacement of the road.
		  The transfer function matrix G(s) encapsulates 
the dynamic relationship between the road profile 
input R(s) and the displacements Xu(s) and Xs(s) of 
the unsprung and sprung masses, respectively, in the 2 
DOF mass-spring-damper system of the vehicle. This 
transfer function is crucial for analyzing the response 
of the vehicle suspension system to road disturbances 
and for designing system parameter values to improve 
ride comfort and handling.

      (35)

Fig. 5. A vehicle suspension system

	 •	 The system parameters of the transfer function 
model in the suspension system
		  The system parameters, such as, ks, is spring 
constant of the suspension spring, kt the spring 
constant of the tire, Cs is damping coefficient of the 
suspension damper have been measured by shock 

and spring measurement tool as shown in Fig. 6. The 
spring constant of two leaf springs and the damping 
coefficient of two shock absorbers are determined 
using a shock and spring measurement tool. Load 
cell sensors are used to measure the applied force 
from an external source. The value of applied force 
and displacement of the leaf spring from the origin 
are used to determine the spring constant value. 
The damping coefficient is determined by using 
the applied force and the rate of displacement. The 
transfer function matrix G(s) is used to draw the Bode 
plot, which is a graphical representation that shows 
how the system responds to different frequencies of 
road disturbance input. The Bode plot is a powerful 
tool for understanding how the suspension responds 
to road disturbances at different frequencies. It helps 
in designing and tuning the suspension to improve 
ride comfort and vehicle handling.

Fig. 6. A shock and spring measurement tool

C.	 Natural Frequency of the Vehicle Suspension  
System

	 The natural frequency of a two-degree-of-freedom  
(2DOF) vehicle suspension system refers to the  
frequency at which each mass (sprung and unsprung) 
tends to oscillate when not subjected to any external 
force (e.g., road input or damping). These frequencies 
are crucial in the design of vehicle suspension systems  
as they directly affect ride comfort and handling. The 
steps to find the natural frequencies are explained in 
the following section. 
	 •	 Solve the characteristic equation
		  The natural frequencies are found by solving the 
characteristic equation derived from the determinant 
of the matrix equation of free vibration of the vehicle 
suspension system.

		  det([K]-ω2[M])=0 			        (36)

		  Where ω is the natural frequency? The  
determinant of the characteristic equation is used to 
determine ω2 in the polynomial equation. The roots 
of ω2 are ω1, and when ω1 and ω2 are the natural 
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frequencies of vehicle body mass and wheel mass, 
respectively. The natural frequencies of a vehicle  
suspension system are essential parameters in vehicle  
dynamics, affecting both ride comfort and vehicle 
handling. These frequencies can be determined by 
modeling the system with equations of motion, 
forming the mass and stiffness matrices, solving 
the characteristic equation, and then computing the  
frequencies from the eigenvalues obtained [13].
	 •	 Vibration Data Collection
		  Two MPU-6050 sensors were utilized to measure  
the acceleration of a vehicle’s body mass and  
two-wheel masses, respectively. The wiring diagram 
for the two MPU-6050 sensors is shown on Fig. 7. 
To measure the vibration data, an Arduino UNO  
connected to a 5 VDC power supply, two MPU-6050 
sensors, and an HC-05 Bluetooth module were used to 
record the experimental data. The Bluetooth module 
sent the measured data signal to the computer via 
Bluetooth signal. The first MPU-6050 sensor was 
attracted to passenger seat of tricycle for measuring 
the acceleration of a vehicle’s body mass and the 
second MPU-6050 sensor was attracted at differential 
gear for measuring the acceleration of wheel mass as 
shown in Fig. 7. The responds of the displacement 
at a vehicle’s body mass and wheel mass have been 
used to identify two natural frequencies mode by the 
Fast Fourier transform method. When the tricycle was 
operated at a speed of 40 km per hour for the duration 
of 1,200 seconds in a straight line. Some limitations 
of this experiment include the potential drift and 
noise of MPU-6050 sensors, limited sampling rate, 
and possible data loss during Bluetooth transmission 
and environmental effects such as temperature and 
vibration. Additionally, the sensor placement may 
not perfectly represent the actual mass centers, and 
motion was assumed to occur mainly in one direction 
without cross-axis compensation.

Fig. 7. The location of two MPU-6050 sensors in tricycle vehicles

	 •	 Determine natural frequency using the Fast 
Fourier Transform
		  Before performing calculations through the 
program, a real experiment must first be conducted 
to obtain experimental values. These values are used 
to verify that the calculated values, derived from the 
formulas, do not deviate by more than 10% from the 
values obtained through the actual experiment with 

the tricycle used as the test subject. This experiment  
was carried out using a two-section convertible  
three-wheeled vehicle. The tricycle was tested at three 
different speed ranges: 20, 30, and 40 kilometers per 
hour (km/h). The distance used for each test lap was 
700 meters, with a total of two test runs conducted  
at each speed, equivalent to one test lap. Thus, 
each test run covered a distance of 1.4 kilometers 
(1,400 meters). The route used in the test will be the 
route of the road within the Panyapiwat Institute of  
Management, EEC Campus. The route will include  
4 left curves, 1 right curve, and 3 uphill turns.  
Another method to determine the natural frequency  
is to measure the time-domain response of the  
vehicle suspension system using accelerometer  
sensors. The data should capture the displacement, 
velocity, or acceleration of the sprung and unsprung 
masses over time. This data is typically collected after 
the system is subjected to an impulse or step input, 
which excites the system’s natural frequencies. The 
Fast Fourier transform is a computational algorithm  
used to convert the time-domain signal into the  
frequency domain. It will give you a spectrum 
showing the amplitude or power of each frequency 
component present in your signal. The Fast Fourier 
Transform is an efficient algorithm to compute the 
Discrete Fourier Transform of a sequence. The DFT 
converts a finite sequence of equally spaced samples  
of a function in the time domain into a sequence 
of coefficients of a finite combination of complex  
sinusoids [14]. The DFT equation can be shown as

		

		  for k=0,1,2,⋯, N-1 	  	  	      (37)

		  Where X[k] is the DFT coefficient for the 
frequency component, x[n] is the input sequence in 
time-domain data, is the total number of samples, 
and the term e-j∙2π∙k∙n/N is the complex exponential 
representing the frequency component. The natural 
frequencies correspond to the peaks in the FFT 
spectrum. The peaks can be identified from the plot 
of the DFT. Typically, the first peak corresponds to the 
natural frequency of the sprung mass, and the second 
significant peak corresponds to the unsprung mass.

D.	 Comparison with Driving Comfort Standard  
According to ISO 2631-1

	 The content area of ISO 2631-1 describes methods 
for measuring vibrations in various images entering 
the human body. Whether it’s the posture of sitting, 
standing, or lying down, which is found in driving 
vehicles. Use of machinery or living in a residence, 
and the calculation of indicators indicating acceptable 
levels of vibration. In terms of health, Comfort, and 
awareness are the main ones.
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	 The total effective acceleration value obtained can 
be used to evaluate driving comfort according to the 
recommended criteria as follows.
	 1.	 When less than 0.315 m/s2 is not an uncom-
fortable level.
	 2. 	When between 0.315 m/s2 - 0.63 m/s2, it feels 
a bit uncomfortable.
	 3. 	When between 0.5 m/s2 - 1 m/s2, it feels fairly 
uncomfortable.
	 4. 	When between 0.8 m/s2 - 1.6 m/s2, it feels  
uncomfortable.
	 5. 	When between 1.25 m/s2 - 2.5 m/s2, it feels 
very uncomfortable.
	 6. 	When more than 2 m/s2 is at an extremely  
uncomfortable level.

E.	 Optimum System Parameter Values with Driving  
Comfort Standard

	 From mathematical models, the simulation  
results of vehicle vibration in various system parameter  
values are used to set up a function of system parameter  
values due to the maximum acceleration of the  
vehicle’s body mass and wheel mass. The variations 
of system parameter values in simulation results are 
set to ± 10% and ± 20% from the tested spring and 
damper values. Therefore, the function of maximum 
acceleration of the vehicle’ body mass and wheel 
mass can be written as a polynomial model [15].

	  		       (38)

	 The polynomial equation can be expanded into 
matrix form as

	    (39)

	 The minimum values of ks and Cs result in 
simpler manufacturing processes due to fewer leaf 
spring plates and reduced density in the damper. The 
minimum values of ks and Cs must still ensure that 
the vibration of the vehicle’s body mass and wheel 
mass meets the driving comfort standards. The critical 
values of ks and Cs can be determined by the first 
derivative of the function representing maximum 
displacement as.

	 ∂f(ks , Cs)/∂ks=0 			        (40)

	 ∂f(ks , Cs)/∂Cs=0 			        (41)

	 To check the minimum fixed points, the second 
derivative of the functions is certainly positive, which 
is enough to guarantee minimum fixed points.

	 			        (42)

	 			        (43)

	 From the polynomial equation, the equation can 
be rewritten as a regression equation. 

	 Y = Xβ+ ε 				         (44)

	 ε is the error between the measurement signal and 
the model output from the polynomial equation. For 
the identification of β column vector, the least square 
method has been used by summing of squares of error.

	 SSE=(Y-Xβ)T(Y-Xβ) 			        (45)

	 Taking the partial derivative of with parameter β 
to minimize the square of error, the equation is set to 
zero.

	 ∂(SSE)/∂β=0 				  
     (46) 

	 Therefore, the column vector β can be calculated 
by.

	 β=(XTX)-1XTY 				        (47)

	 The column vector β contains model system 
parameters of the tricycle vehicle in the form of a 
polynomial equation. 

F.	 Improved Suspension System with Frequency  
Response Analysis and Damping Ratio

	 From FFT analysis, Peaks in the FFT plot indicate 
frequencies where there is a significant amount of 
power in the signal, which could correspond to 
natural frequencies or dominant oscillation modes 
in a system. In general, the first peak corresponds 
to the natural frequency of the sprung mass, and the 
second significant peak corresponds to the unsprung 
mass. However, the ISO 2631-1 standard highlights 
that the human body is most sensitive in the range of 4 
to 8 Hz for vertical vibration. Vibrations in this range 
can cause discomfort, fatigue, or motion sickness 
as they resonate with the human body’s internal 
organs. To reduce amplitude in the 4 to 8 Hz range, 
frequency response analysis, or Bode plot, is utilized 
to attenuate vibrations within this frequency band. 
This approach is known as a band-stop filter, which 
effectively rejects frequencies between 4 and 8 Hz 
while permitting frequencies outside this range to 
pass through. The mathematical formulation for a 
standard band-stop filter is expressed as

	 			        (48)

	 Where ω0 represents the central frequency of 
rejection and ωc denotes the width of the rejected 
bandwidth. The Bode plot of the band-stop filter is 
depicted in Fig. 8. To attenuate vibrations in the 4 to 8 
Hz range, the suspension parameters can be adjusted 
to mitigate resonance within the critical frequency 
range, which is associated with the characteristic 
equation of the transfer function H(s) G(s) [16].
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Fig. 8. The Bode plot of the band-stop filter, implemented to  
attenuate vibrations within the 4 to 8 Hz frequency range, is  
designed in compliance with the ISO 2631-1 standards.

	 Another criterion for riding comfort is to minimize  
the root mean square acceleration to below 0.315 m/s2  
or between 0.315 and 0.63 m/s2. These vibration 
levels are categorized as comfortable and slightly 
uncomfortable, respectively. A damping ratio (ξ) of 
0.3 is considered optimal for ride comfort in a vehicle  
suspension system, according to the ISO 2631-1  
standard. At this damping ratio, the vehicle suspension  
system ensures that oscillations decay quickly after 
disturbances like bumps, potholes, or uneven road  
surfaces. If the damping ratio is too low, the suspension  
system is categorized as an underdamped system.  
In this case, the system will oscillate at the natural  
frequency, making the ride uncomfortable. If the 
damp ratio is too high, the suspension system is 
categorized as an overdamped system. In this case, 
the system will lead to a sluggish response, reduced 
ability to absorb shocks, and poor road-holding  
capability. The stiffness of a leaf spring can be  
adjusted to suit various requirements, such as riding 
comfort and durability. A common and straightforward  
method to decrease spring stiffness is to remove  
individual leaves from the pack, reduce the thickness 
of the leaves, or minimize the clamping force and 
friction between the leaves. Reducing the clamping 
or friction allows for more independent movement, 
which effectively reduces stiffness. The benefit of 
reducing spring stiffness is improved ride comfort 
performance. The damping coefficient of a damper,  
also known as a shock absorber, determines how  
effectively it dissipates energy and controls  
oscillations in a vehicle suspension system. Adjusting 
the damping coefficient can help achieve a balance 
between ride comforts and handling performance. 
Modifying the damping coefficient involves changing 
the fluid viscosity, orifice size, valve design, or gas 
pressure. The choice of damping coefficient depends 
on the specific requirements for ride comfort, stability,  
and handling. Reducing the damping coefficient  
provides a smoother ride and allows greater compliance  
over rough surfaces.

IV. RESEARCH RESULTS

	 As for the experimental method, the researcher  
experimented using a system of mathematical  
equations to obtain the results of the experiment. The 
researcher divided the experimental method into three 
steps as follows:

A.	 Mathematical Calculation

	 After obtaining the equations of motion of the 
mathematical model, we then substitute the values 
of the variables in the equation to obtain the results 
of the variables whose values are not yet known. The 
calculation will have the following results.

	      (49)

	 When calculating using the matrix method, the 
following calculation results will be obtained.

-350ω2(-140.07ω2+405.44)+989.52	      	       (50)
(140.07ω2+405.44)+ (18.9952×18.9952)=0 

49024.5ω4-280506ω2+400830=0 	      	       (51)

	 By the method of finding the value of the matrix 
equation after substituting the values and Θ ≠ 0, the 
equation can be found using the Determinant method. 
This method is a function that gives the result as a 
scalar quantity. Which depends on the value of n in 
the n×n dimension of the square matrix. From the 
Determinant method, the equation will be obtained 
ω4 and ω2 in the form of an equation with the values 
of and in the equation. Arrange the form ω2 of the 
equation so that, in the form ω2 of an equation, both 
the equation and, when reformatting it to stay in the 
equation, the entire equation must then be assigned 
the variable λ=ω2 to the equation, and the roots of 
the equation that has been specified can be found.  
Obtained by using the Quadratic Formula equation. 
The variable values from all of the equations are 
λ=ω2, a = 49,024.5, b = -280,506, c = 400,830. 
	 The calculation will have the following results is 
ω1=1.7184 rad/s and ω2=1.66394 rad/s. After using the 
Quadratic Formula equation, the natural frequencies  
will be obtained from the equations, all 2 natural  
frequencies, all of which will be in the value of and ω2 
the values that will not be negative and when obtained 
Once the value has been extracted, take that value 
and take the square root to get the angular velocity 
value, where the value of is the first natural frequency 
of the system and It is the second natural frequency 
of the system. After knowing the values of ω1 and 
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ω2, find the values of X
(1) and θ(1) by substituting ω1 

into the equation, and find the values of X(2) and θ(2) 
by substituting ω2 into the equation as well. When 
calculating using the matrix method, the following 
calculation results will be obtained.
(1)	

-43.994X(1)+18.9952θ(1)=0
18.9952θ(1)=43.994X(1)

(2)	
18.9952X(1)-8.1725θ(1)=0

18.9952X(1)=8.1725θ(1) 

	 Find X(2), θ(2) by plugging the result of y into the 
equation

	 		       (52)

	 When calculating using the matrix method, the 
following calculation results will be obtained.
(1)

20.4763X(2)+18.9952θ(2)=0
18.9952θ(2)= 20.4763X(2)

(2) 
18.9952X(2)+17.6473θ(2)=0

17.6473θ(2)=18.9952X(2)

	 When the results of the variable values are obtained,  
determine the ratio of the maximum amplitudes of  
r1 and r2 as follows
	 Find r1 by plugging the result of y into the  
equation 
(1)

r1=θ(1)/X(1)= 18.9952/8.1725= 2.316
(2) 

r1=θ(1)/X(1)= 43.994/18.9952= 2.316

	 Find r2 by plugging the result of y into the  
equation
(1) 

r2=θ(2)/X(2)= -20.4763/18.9952= -1.078
(2)

r2=θ(2)/X(2)= -18.9952/17.6475= -1.078

	 Therefore, in order to substitute the equation to 
find a vibration diagram of the suspension system, 
it must occur at a certain time. The calculation will 
have the following results.

	 			        (53)

	 			        (54)

	 Therefore, in order to substitute the equation to 
find a vibration diagram of the suspension system, 
it must occur at a certain time. The calculation will 
have the following results.
[First Mode]

[Second Mode]

	 Then, solve the dynamical equation of motion 
(EOM) to be used in the Modal equation solving  
process to find the values of  and  .

	 mẍ(t)+k1x(t)-k1l1θ(t)+k2x(t)+k2l2(t)=0        (55)

	 (56)

	 Taking both equations and organizing them into 
the form of a matrix equation will be as follows:

	 (57)

	 Find the values  and   using the Modal  
method, using symbols to represent each value  
obtained with the symbols mentioned in (57).
	 The first step is to find the value of  from  

	  			        (58)

	     (59)

	 	      (60)

 	 				         (61)

Therefore, then

	 			        (62)

	 The second step is to find the value of   from  

	 			        (63)

	    (64)

	 	      (65)

	 				        (66)

Therefore, then 

	 	 	 	      (67)

	 In the final step, the natural frequency (Natural 
Frequency) or values 1 and 2 have been obtained by 
solving the equations mentioned above, including the 
values 3 and 4 from calculations through the Modal 
principle from Mode Shape. Vector, therefore, can 
be used to find the value of the Modal Matrix. When 
substituting the values in the equation, we will get 
the following:

	 	     	      (68)
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	 	      (69)

	 When the value [X] is obtained at a certain time, it 
must find the coordinates q by assigning it 180°=πrad. 
The calculation will have the following results.

	 	 	 	 	      (70)

(71)

	 	 	 	      (72)

	 Use the solution equation of the method to find 
coordinates when i=1 and i=2. Use the solution  
equation of the method to find coordinates when i=1

	 qi(t) = qi(0)cos ωit+(qi(0)/ωi)sin ωit 	      (73)

	 q1(t) = 2.2091 cos(1.7184)t 		        (74)

	 Use the solution equation of the method to find 
coordinates when i=2

	 qi(t) = qi(0) cos ωit+(qi(0)/ωi) sin ωit 	       (75)

	 q2(t) = -1.7447 cos(1.66394)t	 	      (76)

	 When the value q is obtained, it will be put into 
the equation to find the value  by specifying the 
equation for finding the value. The calculation will 
have the following results.

(77)
    (78)

B.	 Analysis of Results by Using Computer Programs  
and Comparison of Analysis Results with Comfort  
Standard Values
	 In this test, this measuring device will be 
assembled at various points on the tricycle. The points 
used in the assembly for testing are the Passenger seat 
and the Tricycle shaft, which will be located at the 
back of the tricycle. Since the researcher will only 
measure the vibration values for passengers.
	 In this section, numerous experimental results will 
be shown. The first experimental result is the data 
sets of system parameters, such as ks is the spring 
constant of the suspension spring kt is spring constant 
of the tire, Cs is damping coefficient of the suspension  
damper, in numerous conditions from the testing  
machine, and ξs , ξu are the damping ratios of the 
sprung mass and the unsprung mass, respectively. The 
system parameters are shown in Table II.

TABLE II
THE SYSTEM PARAMETERS OF THE TRICYCLE IN 

NUMEROUS CONDITIONS

Suspension 
Condition

System Parameters

ks kt Cs ms mu ξs ξu

Unit N/m N/m N-s/ kg kg - -

Soft 450 2710 485 350 35 0.61 0.78

Normal 510 3075 520 350 35 0.62 0.79

Hard 560 3370 614 350 35 0.69 0.89

	 The design and evaluation of the tricycle’s body 
acceleration under three suspension settings—normal,  
hard, and soft—are illustrated in Fig. 9. Among these, 
the soft suspension configuration exhibits the highest  
variability in body acceleration. The maximum 
acceleration recorded under the soft suspension 
condition is 2.25 m/s² in the downward direction. 
In comparison, the maximum accelerations for the 
normal and hard suspension settings are 1.12 m/s² 
and 2.13 m/s², respectively, also in the downward 
direction. The Root Mean Square (RMS) values of 
body acceleration range from 0.985 m/s² to 1.085 m/s²  
across the configurations. According to ISO 2631-1,  
these RMS acceleration levels fall within the  
classification of fairly uncomfortable. Fig. 10 presents 
the Power Spectral Density (PSD) for each suspension  
condition, which represents the distribution of  
vibration power over frequency, computed via the 
Fast Fourier Transform (FFT). The primary peaks in 
the PSD indicate the system’s natural frequencies. 
The first peak typically corresponds to the natural 
frequency of the sprung mass (vehicle body), while 
the second peak represents the natural frequency of 
the unsprung mass (wheel assembly). The observed 
trend shows that the natural frequency increases as 
the suspension stiffness is increased from soft to hard. 
Specifically, the natural frequency of the vehicle body 
ranges from 1.058 Hz to 1.181 Hz, while the natural 
frequency of the wheel mass varies from 9.428 Hz to 
10.517 Hz, depending on the suspension setting. To 
attenuate vibrations within the frequency range of 4 
to 8 Hz—as identified by ISO 2631-1 as critical for 
human comfort—a modified suspension system was 
designed. This design involves adjusting the damping 
coefficient and spring stiffness, which are directly 
related to the characteristic equation of the combined 
transfer function 𝐻 ( 𝑠 ) ⋅ 𝐺 ( 𝑠 ), where 𝐻 ( 𝑠 ) is a 
band-stop filter designed to reject vibrations in the 4 
to 8 Hz range, and 𝐺 (  𝑠 ) is the transfer function of the 
vehicle suspension system. The modified suspension 
parameters include a spring constant of 𝑘𝑠 = 485 N/m,  
a tire stiffness of 𝑘𝑡 = 2,214 N/m, and a damping  
coefficient of 𝐶𝑠 = 253 Ns/m, achieving a damping  
ratio of 0.3 for improved ride comfort. Fig. 11 compares  
the PSD results of the normal and modified suspension  
systems. The modified configuration demonstrates 
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a significant reduction in spectral amplitudes within 
the 4 to 8 Hz range, indicating effective vibration 
rejection. The RMS acceleration for the modified  
suspension system is reduced to 0.537 m/s², which, 
according to ISO 2631-1, corresponds to a comfort  
level categorized as slightly uncomfortable.  
This marks an improvement in ride quality from 
the previously classified fairly uncomfortable level.  
Fig. 12 illustrates the time-domain acceleration  
response of the tricycle body under normal and  
modified suspension conditions. The maximum 
body acceleration under the normal suspension is 
1.12 m/s² in the downward direction, whereas the 
modified suspension reduces this peak to 0.582 m/s². 
These findings confirm that the modified suspension  
configuration enhances ride comfort by mitigating 
both the amplitude and variability of vibrations  
experienced by the vehicle body.

Fig. 9. Vehicle body acceleration in normal, hard, and soft condi-
tions of the suspension system

Fig. 10. Power spectral density in normal, hard, and soft conditions 
of the suspension system

Fig. 11. Power spectral density in normal and modified conditions 
of the suspension system

Fig. 12. The tricycle vehicle body acceleration when the suspension 
systems have been adjusted to normal and modified conditions

V. DISCUSSION

	 The experimental results demonstrate the significant  
influence of suspension settings on ride comfort and the 
dynamic response of a tricycle structure. Among the 
tested conditions, soft, normal, and hard suspension,  
the soft suspension setting resulted in the highest  
variation in vehicle body acceleration, with a maximum  
downward acceleration of 2.25 m/s². This indicates 
that the damping in this condition is insufficient,  
allowing a considerable amount of road-induced  
vibration to be transmitted into the vehicle structure. 
In contrast, the normal and hard suspension setups 
provided greater stability, with reduced maximum 
accelerations of 1.12 m/s² and 2.13 m/s², respectively. 
However, while the hard suspension reduced overall  
body movement, it increased discomfort due to 
higher-frequency vibrations. The Root Mean Square 
(RMS) acceleration values ranged from 0.985 to 
1.085 m/s², which, according to ISO 2631-1, is  
categorized as Fairly Uncomfortable. This suggests 
that none of the tested suspension configurations  
provided truly satisfactory ride comfort. The analysis 
of the Power Spectral Density (PSD) supports these 
findings, revealing spectral peaks corresponding to the 
system’s natural frequencies, which vary depending  
on the suspension condition. The vehicle body’s 
natural frequency increased from 1.058 Hz (soft) to 
1.181 Hz (hard), while the wheel mass frequency rose 
from 9.428 Hz to 10.517 Hz. These results confirm  
that suspension stiffness has a direct effect on  
vibration behavior. To improve ride comfort, a modified  
suspension system was developed by adjusting the 
damping coefficient (Cs = 253 N·s/m) and spring  
constants (ks = 485 N/m, kt = 2,214 N/m). The goal was 
to reduce vibrations in the 4-8 Hz range—a frequency  
range to which the human body is particularly  
sensitive. This was achieved using a band-stop transfer  
function H(s) in combination with the vehicle  
suspension transfer function G(s) to reject vibrations 
in this range. After modification, the RMS acceleration  
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was reduced to 0.537 m/s², which falls under the  
category of Slightly Uncomfortable per ISO 2631-1. 
This indicates a clear improvement in ride comfort. 
The maximum downward acceleration of the vehicle 
body decreased from 1.12 m/s² (normal suspension) 
to only 0.582 m/s² (modified suspension). From these 
results, it can be concluded that targeted tuning of the 
suspension system, guided by vibration analysis and 
ISO 2631-1 standards, can effectively enhance ride 
comfort—both by reducing overall acceleration levels  
and minimizing vibration energy within sensitive  
frequency bands. For future studies, the use of  
adaptive or semi-active suspension systems may 
be considered to better accommodate various road  
conditions and further improve comfort.

VI. CONCLUSIONS

	 This study confirms that suspension tuning plays 
a critical role in enhancing ride comfort for tricycle  
vehicles. Among the tested configurations, the modified  
suspension system designed to attenuate vibrations 
within the sensitive frequency range of 4 to 8 Hz 
provided the most favorable results. It significantly  
reduced both peak acceleration and Root Mean 
Square (RMS) values, improving the ride comfort 
classification from fairly uncomfortable to slightly 
uncomfortable based on ISO 2631-1 standards. These 
findings underscore the importance of systematic 
suspension design based on vibration analysis and 
standard-based performance criteria. The proposed 
approach demonstrates that targeted adjustment of 
damping and stiffness parameters can effectively  
mitigate uncomfortable vibrations. Furthermore, the 
combined use of mathematical modeling, simulation,  
and experimental validation offers a robust framework  
for optimizing suspension systems. This methodology 
may be extended to other vehicle types, and future  
research could explore the implementation of  
adaptive or semi-active suspension systems to  
enhance performance under varying road conditions.
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	 Abstract—Recent studies have revealed that 
there are serious security risks to autonomous 
driving, despite the notable advancements made by 
deep neural networks in this field. Simple sticker  
jamming has little experimental validation, despite 
recent proposals for physical attacks successfully  
implementing jamming in the real world and 
misleading autonomous driving recognition. This 
study focuses on the practicality of various sticker- 
based physical jammers, such as background 
noise, colorful stickers, smiley face stickers, and 
QR code stickers. To boost the study’s actual  
impartiality, we replace the genuine self-driving 
car in this work with a smart car that performs 
similar activities. We then utilize three models to 
train our dataset and carry out five sets of tests. 
Based on the results, it can be concluded that the 
QR code sticker has the most potential to interfere 
with the smart car. This interference causes the 
smart car’s accuracy in recognizing road signs to 
be between 30% and 40%, whereas the accuracy  
of the other interferences is over 50%. Furthermore,  
it demonstrated that, out of the three models,  
Resnet18 had the best anti-interference capability.

	 Index Terms—Deep Neural Networks,  
Autonomous Driving, Physical Attacks, Smart 
Car, Stickers, Resnet18

I. INTRODUCTION

	 Deep Neural Networks (DNNs) [1] have achieved 
amazing success in many fields, such as natural  
language processing [2] and autonomous driving 
[3]-[7]. However, new research shows that DNNs 
are vulnerable to adversarial attacks, which can pose 
significant security risks. Deliberate manipulation 
of DNN inputs can lead to misbehavior, making  
adversarial attacks a popular area of academic  
research with practical implications for real-world  
applications. In the field of computer vision, adversarial  
attacks [8]-[10] are now divided into two categories, 
digital and physical, with the main difference being 
their different forms. The digital form, where the  
attacker can feed the input digital image directly into 
the DNN classifier, also suggests that most digital at-

tacks are white-box attacks, where the attacker needs 
to know the full details of the model. Digital attacks 
[11], [12], although they perform well in modeling, 
are widespread and difficult to identify; they are 
susceptible to their surroundings, making it difficult 
to migrate the digital attacks to the physical world. 
However, physical attacks [13], [14] are carried out 
in real environments and are therefore more practical 
and valuable for research and development compared 
to digital attacks, so more people have gone into  
physical attacks. But so far, physical attacks on  
computer vision systems are still very challenging. 
Physical attacks must be robust enough to withstand 
variations in illumination, viewing distance, and  
angle, and image distortion due to camera limitations. 
There is a limit to the area that can be disturbed by 
an attacking target. Any background image behind 
a road sign in a captured image is an example of 
a disturbance that an algorithm can introduce into 
a digital image. However, since there is no stable 
background in the real world, it is not possible to 
perturb the background there. As a result, only the 
attacked party itself can be attacked. Furthermore, 
there are already several available attack techniques; 
some of them produce complex patterns, while others 
produce microscopic attacks that are imperceptible to 
the human eye. A technique for misclassifying printed 
hostile instances when viewed through a smartphone 
camera has been demonstrated by Kurakin et al. [15]. 
Alternatively, it is more challenging to apply these 
techniques in the real world. Others have gone on to 
attack real stop signs so that self-driving cars do not 
recognize them correctly and make poor decisions. 
If the attacker can physically robustly manipulate the 
road sign, the deep neural network may misclassify 
it as some other action, which could lead to serious 
consequences. For example, ShapeShifter [16] uses 
formula execution to create adversarial stop signs 
with complex designs, but implementation in real 
traffic signs is challenging and prone to suspicion.
	 So, in response to the above problem, this paper 
focuses on physical attacks that are effective in the 
physical world, but we are different from most of the 
research nowadays, which uses physical attacks that 
are generated in code with targeted attacks, such that 
the attacks have precision, some of them are so tiny 
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that they may print out with missing pixel dots and 
lose their effectiveness. Some attacks are large and 
require the attacker to cover the entire road sign, but 
such attacks are often too noticeable and cumbersome 
to implement. The research in this paper is to find 
physical attacks-physical stickers-which already exist 
in the real world, and to experiment on traffic road 
signs with physical stickers through an established  
autonomous driving platform, and based on the  
experimental results, to come up with physical sticker 
attacks that are more threatening to the recognition 
of the road signs by the self-driving cars.
	 The contributions of this paper are:
	 1. 	This paper proposes that QR code stickers  
have the strongest ability to interfere with the  
recognition of road signs by self-driving cars; however,  
background noise has essentially no influence on the 
recognition of road signs by self-driving cars.
	 2. 	This paper uses the same dataset to train three 
kinds of deep network models resnet18, mobile net, 
and Alex net, through the test with physical stickers 
on the interference of road signs on the self-driving 
car, the experimental results show that the Resnet18 
in the three kinds of models in the strongest anti- 
jamming ability.

II. LITERATURE REVIEW

A.	 Adversarial Attack 

	 Adversarial Attacks are purposefully designed 
input samples that allow machine learning models 
to misclassify or misjudge. Such attacks may result 
in a decrease in model performance or may fail.  
A common application of adversarial attacks is in 
image classification tasks, where the original image 
is modified in such a way that the model outputs  
incorrect classification results by making modifications  
to the original image that are smart and imperceptible  
to the human eye.  is the original input.  in the 
adversarial sample  =  + δ, which is obtained by 
adding a smart perturbation δ. f ( ) is the model’s  
output for the original input . The goal of an  
adversarial attack is to cause the model to misclassify 
or miscategorize the original image, but the model’s  
performance may be degraded. The goal of the  
adversarial attack is to make the output of the adversarial  
sample  from the model different from the original 
input , so that arg max f ( ) ≠ arg max f ( ).
	 Attacks against traffic signs were typically  
conducted in a white box [17] setting in the early 
days. Lu et al. [18] attacked the traffic sign detection 
algorithm. But for the method to work, there had to 
be significant perturbations because it was not stable 
enough. Generative Adversarial Networks (GANs) 
can also generate adversarial instances; however, 
controlling the generation process of GANs makes 
it challenging to employ them for focused attacks on 
certain targets. White-box environments can yield 

high success rates since they give complete access to 
the machine-learning model. Nevertheless, the attack 
method’s efficacy sharply declines when it is applied 
to a black-box model. Black-box [19] assaults are 
significantly more useful in the real world and have  
received more practical research than white-box attacks.  
Black-box attacks, such as generic disturbances,  
are untargeted assaults that can be employed on any 
image. The attack strategy presented in this research 
is also under the category of black-box attacks, which 
can create an assault that can spoof a target model 
without the need for previous knowledge of the target 
model’s structure and algorithms.

B.	 Phys ica l -Rea l i zab i l i t y  of  Adversar ia l  
Perturbations 

	 The success of adversarial attacks in the real world 
has been the subject of extensive academic research in 
recent years. An overview and comparative analysis 
of recent physical attacks are presented by Wei et al. 
[20]. Physical adversarial samples must be adjusted  
to varied camera processing and maintain their  
effectiveness at varying distances, shooting angles, and 
lighting conditions. Sittawarin et al. [21] suggested  
a technique in a similar study for concealing antagonistic  
samples on billboards next to traffic signs. Through 
the categorization attack, they altered the billboard 
image to make the model’s output appear to be a traffic  
sign. This assault is hard to detect since it tricks not 
just the machine-learning model but also the human  
observer. Furthermore, by printing actual-sized road 
signs on paper and superimposing them over preexisting  
signs, the RP2 [22] approach can similarly fool DNN 
classifiers. In this work, we examine practical and 
successful physical attacks, like those reported in the 
previous investigations.

III. METHODOLOGY

	 In physical adversarial attacks, to maximize 
the performance of the model with the stickers on 
the sample targets and wrong classification results, 
the cross-entropy loss of the adversarial samples is  
generally minimized, and the loss function can be 
generally defined as: 

	 J( )=CrossEntropy(f ( ),ytarget)+ʎ*Regularization(δ)

	  is the original input,  = Sticker( ) is the  
adversarial sample, and f ( ) is the adversarial  
sample model output. CrossEntropy(f( ), ytarget  
denotes the cross-entropy loss [14] of the adversarial  
sample, and ytarget is the target category set by the 
attacker. ʎ is the hyper-parameter used to balance  
the adversarial loss and the regularization term. 
Regularization(δ) is the regularization of the  
perturbation term, which can be either an L1 or L2 
paradigm, to limit the size of the perturbation and 
prevent over-modification. Minimization of this loss 
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function will cause the model to produce incorrect 
classification results on adversarial samples, as it 
takes into account both classification error and a 
penalty on the size of the perturbation.
	 The paper focuses on attacking traffic signs, and 
this use case is chosen because self-driving cars have 
a larger security problem for adversarial attacks, and 
the response is obvious: in general, the real STOP road 
sign is captured by the camera, and then recognized 
by the DNN, predicted to be a STOP, and performs 
the STOP action. However, putting a physical sticker  
on the real STOP road sign will make the DNN  
recognize it incorrectly, predict it as another road 
sign, and execute the wrong action, which indicates 
that the physical sticker poses a threat to the security  
of autonomous driving. The adversarial physical  
attack studied in this paper is not to intentionally  
generate a targeted pattern in the digital world and 
then print it to cover the original road sign; that way, 
on the one hand, some tiny attacks will lose pixel 
points when printed out, which may weaken the  
effect of the attack. On the other hand, those with a 
lot of interference would feel unrealistic. However, 
the physical adversarial attacks studied in this paper 
adopt those that can appear in the usual world, which 
are closer to the real world and do not make people 
suspicious. In this paper, we print and paste some  
patterns that will not confuse people when they see 
them, but will be recognized incorrectly by self-driving  
cars when they see them. As in Fig. 1, QR codes are 
very common in the real world. Usually, there may be 
some unqualified individuals placing advertisements 
on road signs with recognizable QR codes. The purpose  
is to test whether the DNN identifies the error generated.  
A smiley face is a sticker that children like. The purpose  
is to test whether this type of sticker will disrupt the 
pattern of the road sign and cause the DNN to identify  
the error. The colored bar is the interference of multiple  
colors that occur in the real world. The purpose is to 
test whether DNNs are interfered with by multiple  
colors, and background noise is the cluttered background  
that may occur on road signs in the real world, and 
this purpose explores whether the attention of DNNs 
is interfered with Overall, this paper aims to explore 
the physical adversarial attacks that may occur in 
the real world and to gain further understanding by 
comparing the effects of these attacks on autonomous 
driving.

Fig. 1. Four types of physical stickers

IV. EXPERIMENTAL SETUP

A.	 Experimental Environment

	 Due to the expensive and safety issues of 
self-driving cars, this paper selects scale model cars 
that can be used for self-driving research that simulate 
self-driving in real scenarios, and uses a Jetson Nano 
motherboard to make the car an independent agent.  
The smart car uses a 2,200 mAh battery pack as a power  
source, and, to approximate the most primitive 
self-driving car, uses only a camera as an input source 
to transmit data to the Jetson Nano for processing. 
The framework of the smart car is shown in Fig. 2. 
The Jetson Nano is equipped with a driver board that 
transmits the processing signals from the Jetson Nano 
to the motor to control the smart car, and incorporates 
a deep neural network classifier that allows the road 
sign recognition process to be observed in a more 
realistic context, thus allowing for a more accurate 
assessment of the model performance. In terms of the 
experimental environment, we experiment indoors, 
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and since we want to test whether the physical stickers  
have an effect on the smart car’s recognition of road 
signs, we have to maintain stable environmental  
conditions. We used curtains to block the outside 
light, kept the surroundings unchanged, minimized 
other noises that could create interference, and kept 
the indoor lighting stable to create consistent lighting 
conditions.

Fig. 2. Frame with Jetson Nano motherboard, and smart car with 
only one camera as input source

B.	 Dataset

	 In order to prevent experimentation by chance, 
this paper uses 12 road signs, all with the same base 
and material, to reduce the likelihood that the model 
will be able to recognize a road sign by observing 
differences in other aspects of the sign. Diversity is 
also increased by having different shapes and colors  
for each category of road signs, making the four categories  
much less different. With this design, this paper can 
conduct an effective autonomous driving study in a 
more realistic environment and improve the robustness  
of the model for road signs.
	 Next, in this paper, we use the smart car to collect 
pictures of the road signs made ourselves, we open the 
Jupyter and run our code to collect the data, as shown 
in Fig. 3, as we have four types of road signs about 
forward, left, right, stop, so the dataset we collect 
a four-category dataset with forward, left, RIGHT, 
STOP four categories and the size of the data images 
is 224*224. We collected 300 images for each of these 
road signs in the respective category they belong to 
as shown in Fig. 4. Specifically, we also collected 
100 images of no road sign in front in the forward 
category, to make the cart move forward without road 
sign in front, in summary, this dataset, there are 3700 
images in total, in order to be the model training is 
better.

Fig. 3. Collecting images about four types of road signs: Forward, 
left, right, and stop, using the Jupyter platform

Fig. 4. One of the 4 road signs in the dataset is used as an example

C.	 Modele Training

	 In this study, we use Google Colab for training. 
The collated dataset was uploaded to Google Drive for 
model training. We adopted the PyTorch framework,  
specifically using torch 1.11.0, torch vision 0.12.0, 
Python 3.11, and CUDA 12.1 versions. By training 
in Colab, we expect to obtain models with good  
performance.
	 We also used three deep neural network models 
for training in our experiments to generate new deep 
learning models with different performances. These 
models are resnet18, mobile net, and AlexNet three 
models, ResNet18 has the advantage of depth and 
residual connectivity, the model can learn constant 
mapping, avoiding the loss of information, and maybe 
more effective in dealing with complex image scenes; 
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Mobile Net, due to its lightweight design, may be 
more suitable in resource-constrained environments 
and So it is more suitable to be used for smart cars in 
this paper; while AlexNet, as a classical model, has 
a wide range of applications in tasks such as image 
classification, target detection, and object recognition,  
and has better performance in various scenarios, 
which can be used as a reference benchmark. We 
chose these three different CNN methods for our  
experiments, which can evaluate their performance 
in road sign recognition tasks from different perspec-
tives. Finally, we deploy the trained models to Jetson 
Nano for model testing and performance evaluation.

D.	 Experiment

	 We deployed the three trained models to the Jetson 
Nano in sequence, after which we tested the following 
five experiments with a smart car on road signs with 
different physical stickers, as shown in Fig. 5: 
	 • 12 original road signs without any interference 
stickers; each road sign is tested ten times.
	 • 12 road signs with QR code stickers, each road 
sign is tested ten times.
	 • 12 road signs with smiley face stickers, each 
road sign tested ten times.
	 • 12 road signs with colored stickers; each road 
sign was tested ten times.
	 • 12 road signs without any interference stickers, 
but with ambient noise (background is changing), 
tested ten times per road sign.
	 The flow chart is shown in Fig. 6, Each road sign 
is tested 10 times, each time at a different angle and 
distance, and As can be seen in Fig. 7, the intelligent 
model car displays the probability distribution of the 
actions predicted in real time on our visualization 
interface when recognizing a road sign while making  
actions with high probability, and statistically counting  
the results based on this probability.

Fig. 5. As an example, one of the forward road signs was  
sequentially labeled with different physical stickers and placed 
with background noise

Fig. 6. Experimental framework diagram: the three trained models 
resnet18, MobileNet, and AlexNet, were deployed to the smart 
car in turn to test the road sign without interference, the road sign 
with QR code sticker, the road sign with smiley face sticker, the 
road sign with colorful sticker, and the road sign with background 
noise, respectively
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Fig. 7. The probability distribution of actions displayed on the 
visualization interface when the intelligent model car recognizes 
a road sign is plotted: When there is a physical sticker, the forward 
road sign is predicted to be left with a probability of 0. 94, and 
when there is no physical sticker, the forward road sign is predicted 
to be forward with a probability of 1

V. RESULT

A.	 Evaluation Methodology

	 Rather than utilizing the conventional mean  
calculation method, the experimental evaluation 
method presented in this study uses a four-category 
confusion matrix. We have the results from earlier 
experiments, but there is too much data for a direct 
comparison. As a result, we decided to combine 
and condense this fact using a scientific evaluation  
process. We employed three evaluation measures, 
which are as follows: precision, recall, F1, and  
accuracy.

	 Precision =Pr TPecision
TP FP

=
+

	

	 Reacall   =Re TPacall
TP FN

=
+

	

	 F1		       =
2 Pr Re1

Pr Re
ecision callF

ecision call
× ×

=
+

	

	
    

   
Number of correctly classified samples

Total number of samples
Accuracy =

	
	 Here, we present two metrics—P (Positive) and  
N (Negative)—for assessing the model vehicle’s 
capacity to perceive its surroundings. First, we  
designate the remaining classifications as Negative 
and present one as Positive. Here, P stands for a road 
sign that is favorably categorized, and N for a road 

sign that is negatively categorized. The smart car’s 
predictions are shown by the letters T (True) and F 
(False), respectively, indicating correct and incorrect  
predictions. For instance, we utilize the other categories  
as the negative categorization and the LEFT category  
as the positive categorization to compute the  
correlation metrics for the LEFT category. When 
a road sign is correctly classified as positively  
categorized, the model automobile is said to be in the 
True Positive (TP) state; when wrongly classed as 
negatively categorized, it is shown to be in the False 
Positive (FP) state. The indicators TN (True Negative)  
and FN (False Negative), respectively, show that 
the model automobile accurately predicts negatively 
classified road signs as negatively categorized and 
incorrectly predicts negatively categorized road signs  
as favorably categorized. The category to be calculated  
is the reference for the associated calculation if the 
pertinent metrics for other categories need to be  
calculated.

B.	 Discussions

	 We performed the statistics by the evaluation 
methods mentioned above, and as can be seen from 
Table I, for the original road signs, the accuracy of 
the smart car recognition is high, as high as 100%, 
which indicates that the model is well fitted. Then we 
test several kinds of road signs with physical stickers. 
The results indicate that the QR code has the greatest  
interference for the smart car, with the lowest accuracy  
rate of 40%, and the ambient noise has the least  
interference for the smart car to recognize the road 
sign, with the highest accuracy rate of 98%. Smeily 
Face and Colored bars also have little interference 
for the smart car to acknowledge the road sign, but 
they also have a certain degree of interference with 
an accuracy rate of 89% and 75%.
	 From Table II and Table III, it can be seen that the 
same to Table I is that the QR code has the highest  
interference for the smart car, then Colored bar, Smiley  
face, and Background noise in that order, where 
Background noise has the lowest interference, which 
further indicates that the QR code has the highest 
interference for the smart car. Moreover, according  
to the provided experimental results, ResNet18 
shows 100% accuracy in the recognition of original 
road signs, which indicates that ResNet18 has very 
good fitting ability in the face of simple, undisturbed  
situations. When confronted with road signs with 
physical stickers, ResNet18 showed higher accuracy  
relative to the other models. Even though the QR code  
caused the most interference for all the models,  
ResNet18 was able to maintain a relatively high  
accuracy (40%) in this case, whereas the other models 
showed a lower accuracy. This leads to the conclusion 
that ResNet18 is the most resistant to interference, 
and AlexNet is the least resistant.
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TABLE I
EXPERIMENTAL RESULTS OF RESNET18 RECOGNIZING ORIGINAL ROAD SIGNS AND ROAD SIGNS AFFIXED WITH 

DIFFERENT DISTURBANCES

List Class Original QR Smiley Face Colored Bar Background Noise

Precision Forward 1 0.44 0.93 0.72 0.96

Left 1 0.42 0.86 0.81 1

Right 1 0.61 1 1 0.96

Stop 1 0.30 0.79 0.61 1

Recall Forward 1 0.33 0.93 0.96 1

Left 1 0.40 0.86 0.73 0.96

Right 1 0.43 0.86 0.63 1

Stop 1 0.46 0.90 0.70 096

F1 Forward 1 0.36 0.93 0.85 0.97

Left 1 0.40 0.86 0.76 0.97

Right 1 0.50 0.92 0.77 0.97

Stop 1 0.36 0.84 0.65 0.97

Accuracy 100% 40% 89% 75% 98%

TABLE II
EXPERIMENTAL RESULTS OF MOBLIENET RECOGNIZING ORIGINAL ROAD SIGNS AND ROAD SIGNS AFFIXED WITH 

DIFFERENT DISTURBANCES

List Class Original QR Smiley Face Colored Bar Background Noise

Precision Forward 0.85 0.33 0.74 0.51 0.82

Left 0.87 0.36 0.73 0.58 0.81

Right 0.89 0.54 0.80 1 0.89

Stop 0.85 0.23 0.65 0.45 0.84

Recall Forward 0.96 0.30 0.86 0.70 0.93

Left 0.90 0.30 0.73 0.56 0.86

Right 0.83 0.40 0.70 0.56 0.83

Stop 0.76 0.36 0.63 0.50 0.73

F1 Forward 0.90 0.31 0.79 0.59 0.87

Left 0.88 0.32 0.73 0.56 0.83

Right 0.85 0.45 0.74 0.71 0.85

Stop 0.80 0.28 0.63 0.47 0.78

Accuracy 86% 34% 73% 58% 84%

TABLE Ⅲ
EXPERIMENTAL RESULTS OF ALEXNET RECOGNIZING ORIGINAL ROAD SIGNS AND ROAD SIGNS AFFIXED WITH 

DIFFERENT DISTURBANCES

List Class Original QR Smiley Face Colored Bar Background Noise

Precision Forward 0.83 0.40 0.77 0.48 0.81

Left 0.82 0.30 0.68 0.53 0.76

Right 0.96 0.50 0.76 0.87 0.96

Stop 0.78 0.18 0.61 0.36 0.78

Recall Forward 0.86 0.40 0.80 0.56 0.86

Left 0.80 0.30 0.66 0.50 0.76

Right 0.86 0.26 0.66 0.46 0.83

Stop 0.86 0.26 0.70 0.50 0.83

F1 Forward 0.84 0.40 0.78 0.51 0.83

Left 0.80 0.30 0.66 0.51 0.76

Right 0.90 0.34 0.70 0.60 0.89

Stop 0.81 0.21 0.65 0.41 0.80

Accuracy 85% 30% 70% 50% 82%
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VI. CONCLUSION

	 With the development of automated driving  
technology, road sign recognition as one of the key 
tasks in the automated driving system, so there are 
many researches to create interference for road sign 
recognition, but there are some digital attacks that 
cannot be migrated to the real world, which leads 
to failure, and there are also some physical attacks 
that create a larger interference, which is easy to 
be detected. We have done this by finding out that 
there are various physical interferences in the real 
world, such as QR codes affixed and graffiti painted, 
which may negatively affect the accuracy of road sign  
recognition. In this paper, we test the interference 
of QR code stickers, smiley face stickers, colored 
stickers, and background noise on the recognition of 
road signs by using a smart car, and the experimental 
results show that the physical interference of QR code  
stickers has the most significant impact on the accuracy  
of road sign recognition by the smart car, and the 
recognition accuracy is only 30% to 40%, which is 
much lower than that of the smart car. 30% to 40%, 
much lower than other types of interference. This 
suggests that QR code interference may cause serious  
safety hazards to the autonomous driving system 
and requires special attention and targeted solutions.  
In addition, the impact of other types of physical  
interference on road sign recognition is relatively 
small, and the recognition accuracy is kept above 
50%, but there is still a certain degree of influence. 
And, in the in-depth comparison of the performance 
of the three different models, we further confirm the 
excellent performance of the ResNet18 model in 
resisting interference. This indicates that ResNet18 
performs well in coping with physical interference in 
the street sign recognition task in the face of different 
types of physical interference.
	 In summary, the results of this study highlight 
the important impact of physical interference on the 
performance of road sign recognition in automated 
driving systems, especially the severity of QR code 
interference. Future research can further explore the 
mechanism of different types of physical interference  
on road sign recognition, as well as the future  
development towards physical defense that can be 
made to cope with the impact of physical interference  
on the road sign recognition performance of an  
automated driving system. All these will help to  
improve the robustness and safety of the system, 
and promote the development of automatic driving  
technology towards a more mature and reliable.
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biography	is:	title	of	book	(city,	state:	publisher	name,	
year)	similar	 to	a	reference.	Current	and	previous	
research	interests	end	the	paragraph.
	 The	third	paragraph	begins	with	the	author’s	title	
and	last	name	(e.g.,	Dr.	Smith,	Prof.	Jones,	Mr.	Kajor,	
Ms.	Hunter).	List	any	memberships	in	professional	
societies.	 Finally,	 list	 any	 awards	 and	 work	 for	
committees	 and	 publications.	 If	 a	 photograph	 is	
provided,	the	biography	will	be	indented	around	it.	The	
photograph	is	placed	at	the	top	left	of	the	biography,	
and	should	be	of	good	quality,	professional-looking,	
and	black	and	white	(see	above	example).	Personal	
hobbies	will	be	deleted	from	the	biography.	Following	
are	two	examples	of	an	author’s	biography.

Second B. Author	 was	 born	
in	 Greenwich	 Village,	 New	
York	City,	in	1977.	He	received	
the	B.S.	 and	M.S.	 degrees	 in	
aerospace	engineering	from	the	
Universi ty 	 of 	 Virginia ,	
Charlottesville,	 in	 2001	 and	
the	Ph.D.	degree	in	mechanical	
engineering	 from	 Drexel	

University,	Philadelphia,	PA,	in	2008.	From	2001	to	
2004,	he	was	a	Research	Assistant	with	the	Princeton	
Plasma	Physics	Laboratory.	Since	2009,	he	has	been	an	

Assistant	Professor	with	the	Mechanical	Engineering	
Department,	Texas	A&M	University,	College	Station.	
He	is	the	author	of	three	books,	more	than	150	articles,	
and	more	than	70	inventions.	His	research	interests	
include	high-pressure	and	high-density	nonthermal	
plasma	 discharge	 processes	 and	 applications,	
microscale	plasma	discharges,	discharges	in	liquids,	
spectroscopic	diagnostics,	plasma	propulsion,	and	
innovation	plasma	applications.	He	is	an	Associate	
Editor	of	the	journal	Earth, Moon, Planets,	and	holds	
two	patents.	
	 Mr.	Author	was	a	recipient	of	the	International	
Association	 of	 Geomagnetism	 and	 Aeronomy	
Young	Scientist	Award	for	Excellence	in	2008,	the	
IEEE	Electromagnetic	Compatibility	Society	Best	
Symposium	Paper	Award	in	2011,	and	the	American	
Geophysical	Union	Outstanding	Student	Paper	Award	
in	Fall	2005.

Third C. Author	 received	
the	B.S.	degree	in	mechanical	
engineering	 from	 National	
Chung	 Cheng	 University,	
Chiayi,	 Taiwan,	 in	 2004	 and	
the	M.S.	degree	in	mechanical	
engineering	 from	 National	
Tsing	Hua	University,	Hsinchu,	
Taiwan,	in	2006.	He	is	currently	

pursuing	the	Ph.D.	degree	in	mechanical	engineering	
at	Texas	A&M	University,	College	Station.
	 From	2008	to	2009,	he	was	a	Research	Assistant	
with	 the	 Institute	 of	 Physics,	Academia	 Sinica,	
Tapei,	Taiwan.	His	 research	 interest	 includes	 the	
development	of	surface	processing	and	biological/
medical	 treatment	 techniques	 using	 nonthermal	
atmospheric	pressure	plasmas,	fundamental	study	
of	 plasma	 sources,	 and	 fabrication	 of	micro-	 or	
nanostructured	surfaces.
	 Mr.	Author’s	awards	and	honors	include	the	Frew	
Fellowship	 (Australian	Academy	of	Science),	 the	 
I.	I.	Rabi	Prize	(APS),	the	European	Frequency	and	
Time	Forum	Award,	the	Carl	Zeiss	Research	Award,	
the	William	F.	Meggers	Award	and	the	Adolph	Lomb	
Medal	(OSA).
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