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A Study of Techniques in Predicting Career Counseling for Undergraduate
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ABSTRACT

The major aim of the research was to study techniques in predicting career counseling of
undergraduate students of the computer program by using appropriate data mining technique.
The study results provided data about the employment and personnel record of 65,335
graduates in the computer program under Office of the Higher Education Commission who
graduated during 2012-2016. The data of graduates consisted of academic record, special abilities,
parent’s career, income of parents, gender, work position relating to major field.

The study showed that 1) the appropriate data mining technique consisted of techniques
for data classification by using random forest method tree method for decision making, and
Bagging method. 2 The findings indicated that the precision of three techniques: random forest
method, tree method and Bagging method was 84.29%, 81.91%, and 81.71% respectively. The

study revealed that the most precision in data classification was the random forest method.

Keyword: Career Counseling, Data Mining, Tree-Decision Making, Random Forest, Bagging
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