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บทคัดย่อ  
การวิจัยครั้งนี้มีวัตถุประสงค์ 1) เพื่อศึกษาเทคนิคพยากรณ์อาชีพส าหรับนักศึกษาระดับปริญญาตรีโดยใช้

เทคนิคเหมืองข้อมูลที่เหมาะสม 2) เพื่อเปรียบเทียบผลการวิเคราะห์พยากรณ์อาชีพส าหรับนักศึกษาระดับปริญญา
ตรีโดยใช้เทคนิคเหมืองข้อมูล งานวิจัยนี้ได้น าข้อมูลภาวะการมีงานท าของบัณฑิต  และข้อมูลระเบียนประวัติของ
นิสิตระดับปริญญาตรีหลังส าเร็จการศึกษา จากส านักงานคณะกรรมการการอุดมศึกษาย้อนหลัง 5 ปี คือปี 2555 – 
2559 จ านวน 65,335 ระเบียน ในสาขาวิชาทางด้านคอมพิวเตอร์ และมีคุณลักษณะประกอบด้วย ผลการเรียน 
ความสามารถพิเศษ อาชีพของบิดามารดา รายได้ของบิดามารดา เพศ ต าแหน่งงาน ความสอดคล้องสาขา สาขาวิชา 
ทดลองวัดความแม่นย าด้วยเทคนิคการจ าแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจ เทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอม
ฟอร์เรส และเทคนิคการจ าแนกข้อมูลด้วยวิธีแบ็กกิง ผลการวิจัยพบว่า ความแม่นย าในการจ าแนกประเภทข้อมูล
จาก 3 เทคนิค 1) เทคนิคการจ าแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจเท่ากับ 81.91% 2) เทคนิคการจ าแนกข้อมูลด้วยวิธี
แรนดอมฟอร์เรสเท่ากับ 84.29% และ 3) เทคนิคการจ าแนกข้อมูลด้วยวิธีแบ็กกิงเท่ากับ 81.71% พบว่าเทคนิค
แรนดอมฟอร์เรสใหค้วามถูกต้องในการจ าแนกประเภทข้อมูลสูงที่สุด 
ค าส าคัญ: การแนะแนวอาชีพ, เหมืองข้อมูล, ต้นไม้ตัดสินใจ, แรนดอมฟอร์เรส, แบ็กกิง 
 

ABSTRACT 
The major aim of the research was to study techniques in predicting career counseling of 

undergraduate students of the computer program by using appropriate data mining technique. 
The study results provided data about the employment and personnel record of 65,335 
graduates in the computer program under Office of the Higher Education Commission who 
graduated during 2012-2016. The data of graduates consisted of academic record, special abilities, 
parent’s career, income of parents, gender, work position relating to major field. 

The study showed that 1) the appropriate data mining technique consisted of techniques 
for data classification by using random forest method tree method for decision making, and 
Bagging method. 2 The findings indicated that the precision of three techniques: random forest 
method, tree method and Bagging method was 84.29%, 81.91%, and 81.71% respectively. The 
study revealed that the most precision in data classification was the random forest method. 
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บทน า 
ปัจจุบันความต้องการจ้างงานในตลาดแรงงานของประเทศไทย ขึ้นอยู่กับสภาพการเจริญเติบโตของ

เศรษฐกิจ ณ ชวงเวลานั้นๆ ท าให้การเลือกอาชีพนับว่าเป็นเรื่องส าคัญอย่างยิ่งในชีวิตมนุษย์ ตองมีการเริ่มต้นด้วย
การวางแผนตั้งแต่วัยเรียน ในสถาบันอุดมศึกษา เพื่อให้เพิ่มโอกาสในการเลือกอาชีพที่เหมาะสมกับความต้องการ 
สอดคล้องกับความสามารถ สถาบันอุดมศึกษาจึงต้องผลิตบัณฑติให้มีความรู้ความสามารถครบทุกด้าน พร้อมกับการ
ส่งเสริมแนะแนวทางอาชีพให้กับนักศึกษา แต่ปัจจุบันการแนะแนวอาชีพในสถาบันอุดมศึกษาในประเทศไทย ที่ได
ด าเนินการกันอยู่ในปจัจุบันก็เปน็การใหค้วามช่วยเหลือเกี่ยวกับการให้ค าปรึกษาทางด้านอาชีพ  อาทิเช่น การเลือก
อาชีพ เลือกสถานท างาน วิธีสมัครงาน โดยนักศึกษาจะมาขอค าปรึกษาและความช่วยเหลือจากอาจารย์ที่ท าหน้าที่
ใหค้ าปรึกษาประจ าศูนย์ใหค้ าปรึกษา  และแนะแนวของมหาวิทยาลัยและวิทยาลัยนั้น ส าหรับบางมหาวิทยาลัยได
แยกบริการจัดหางานให้นิสิตนักศึกษาท าทั้งงานพิเศษและงานถาวรมาไวที่ฝ่ายกิจการนิสตินักศึกษาของมหาวิทยาลยั
และวิทยาลัย แต่อย่างไรก็ตาม การแนะแนวอาชีพในสถาบันอุดมศึกษาของประเทศไทยก็ยังไมไดผลเต็มที่ [1] 
นักศึกษาจ านวนมากประสบปัญหาในการตัดสินใจเลือกอาชีพให้ตรงกับตัวเอง มีเพียงจ านวนน้อยคนที่ตัดสินใจเลือก
อาชีพที่ตรงกับตัวเอง การเลือกอาชีพผิดอาจจะท าให้การด ารงชีวิตยุ่งยาก [2] ซึ่งอาจจะส่งผลต่อความไม่พอใจใน
การท างาน ปฏิบัติหน้าท่ีได้ไม่ดี เกิดความวิตกกังวล เกิดความเครียดและไม่ใส่ใจต่อสังคม [3]  

ผู้วิจัยจึงมีความสนใจที่จะหาวิธีแก้ปัญหาดังกล่าว โดยการน าข้อมูลภาวะการมีงานท ากับข้อมูลระเบียน
ประวัติของผู้ส าเร็จการศึกษาตั้งแต่ปี พ.ศ. 2555-2559 จ านวน 65,335 ระเบียน ในสาขาวิชาทางด้านคอมพิวเตอร์ 
ของมหาวิทยาลัยในประเทศไทย มาศึกษาเทคนิคการพยากรณ์อาชีพโดยใช้เทคนิคเหมืองข้อมูล (Data Mining) ใน
การจ าแนกข้อมูล (Classification) เพื่อเป็นการเพิ่มความแม่นย าในการจ าแนกข้อมูลให้มีความถูกต้องมากที่สุด จึง
จ าเป็นจะต้องเลือกใช้เทคนิควิธีจ าแนกข้อมูลที่เหมาะสมกับข้อมูลและได้ค่าความแม่นย าที่อยู่ในระดับที่ยอมรับได้ 
ด้วยการใช้คุณลักษณะทางด้านความสามารถหรือผลการเรียนของผู้ส าเร็จการศึกษาที่ได้รับจากหลักสูตร  ด้าน
ความสามารถพิเศษ ด้านอาชีพของบิดามารดา ด้านรายได้ของบิดามารดา ด้านเพศ ด้านต าแหน่งงาน  ด้านความ
สอดคล้องสาขา ด้านสาขาวิชา งานวิจัยนี้ได้เสนอเทคนิคการจ าแนกข้อมูล 3 เทคนิคได้แก่ เทคนิคการจ าแนกข้อมูล
ด้วยวิธตี้นไม้ตัดสินใจ (Decision Tree) เทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรส (Random Forest) และ
เทคนิคการจ าแนกข้อมูลด้วยวิธีแบ็กกิง (Bagging) ส าหรับวิเคราะห์ค่าความแม่นย าในการพยากรณ์ และน าเทคนิคที่
ให้ค่าความแม่นย ามากท่ีสุดไปใช้เป็นตัวแบบในการพัฒนาระบบพยากรณ์เพื่อการแนะแนวอาชีพต่อไป 

 
1. วัตถุประสงค์การวิจัย 

1) เพื่อศึกษาเทคนิคพยากรณ์อาชีพส าหรับนักศึกษาระดับปริญญาตรีโดยใช้เทคนิคเหมืองข้อมูลที่
เหมาะสม 

2) เพื่อเปรียบเทียบผลการวิเคราะห์พยากรณ์อาชีพส าหรับนักศึกษาระดับปริญญาตรีโดยใช้เทคนิคเหมือง
ข้อมูล 

 
2. เอกสารและงานวิจัยที่เกี่ยวข้อง 

2.1 ทฤษฎีที่เกี่ยวข้อง 
เหมืองข้อมูล (Data Mining) 
การท าเหมืองข้อมูลเป็นกระบวนการค้นหาความสัมพันธ์ รูปแบบและแนวโน้มใหม่ ๆ โดยการใช้วิ ธีทาง

คณิตศาสตร์และสถิติวิเคราะห์ข้อมูล [4] เพื่อให้ได้ผลลัพธ์ที่มีความถูกต้องสมบูรณ์คือ ความรู้ที่แฝงอยู่ในข้อมูลที่
สามารถน าไปใช้ในการตัดสินใจและด าเนินงานโดยไม่เกิด ความผิดพลาดหรือสร้างความเสียหายในภายหลัง [9] โดย
มีขั้นตอนต่าง ๆ ตามมาตรฐาน 6 ขั้นตอน (CRISP-DM) 1) ขั้นตอนการท าความเข้าใจการวิจัยและธุรกิจ 
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(Business/Research Understanding) 2) ขั้นตอนการท าความเข้าใจข้อมูล (Data Understanding) 3) ขั้นตอน
การจัดเตรียมข้อมูล (Data Preparation) 4) ขั้นตอนการสร้างตัวแบบ (Modeling) 5) ขั้นตอนการประเมินตัวแบบ 
(Evaluation) 6) ขั้นตอนการใช้งาน (Deployment) 

เทคนิคการจ าแนกข้อมูลด้วยวิธต้ีนไม้ตัดสินใจ (Decision Tree) 
การสร้างโมเดลด้วยต้นไม้ตัดสินใจ [5] จะท าการคัดเลือกคุณลักษณะที่มีความสัมพันธ์กับคลาสมากที่สุด

ขึ้นมาเป็นโหนดบนสุดของ Tree (root node) หลังจากนั้นก็จะหาคุณลักษณะถัดไปเรื่อย ๆ ในการหาความสัมพันธ์
ของคุณลักษณะนี้จะใช้ตัววัดที่เรียกว่า Information Gain (IG) การค านวณค่า Information Gain จะใช้ค่า 
Entropy ซึ่งเป็นการวัดความแตกต่างหรือการกระจัดกระจายของข้อมูลถ้าข้อมูลมีความแตกต่างกันมากค่า 
Entropy ก็จะมีค่าสูง ในทางตรงข้ามถ้าข้อมูลมีความคล้ายกันมากค่า Entropy ก็จะมีค่าต่ า อัลกอริทึมของเทคนิค
ต้นไม้ตัดสินใจส่วนใหญ่ไม่รองรับข้อมูลแบบต่อเนื่อง จึงต้องมีการแบ่งให้เป็นข้อมูลแบบไม่ต่อเนื่องเสียก่อน
อัลกอริทึมส าหรับการแบ่งให้ข้อมูลเป็นแบบไม่ต่อเนื่องคือ ID3, C4.5 และ C5.0 เป็นต้น ส าหรับงานวิจัยนี้ใช้
อัลกอริทึมของเทคนิคต้นไม้ตัดสินใจ C4.5 [6] โดยการพิจารณาค่าบ่งช้ีความเหมาะสมของ Attribute เรียกว่า Gini 
(Gini Index) และค านวณหาค่าตัวบ่งช้ีในการจ าแนกประเภทของชุดข้อมูล หรือ Ginisplit โดย attribute ที่มีค่า
น้อยที่สุดถือว่ามีอ านาจในการจ าแนกประเภทได้ดีที่สุด  

เทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรส (Random Forest) 
การจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรสป็นชุดของการจ าแนกประเภทแบบไม่ตัดแต่งกิ่ง (unpruned) 

หรือต้นไม้ถดถอย (Regression Trees) ซึ่งถูกสร้างจากการน าข้อมูลฝึกสอนไป สุ่มเลือกตัวอย่างข้อมูลและ
คุณลักษณะข้อมูลแล้วน ามาสร้างเป็นต้นไม้ตัดสินใจซึ่งมีตัวอย่างส่วนหนึ่งที่ไม่ถูกเลือกเรียกข้อมูลส่วนนี้ว่า Out-of-
Bag (OOB) จะถูกน ามาใช้ในการทดสอบต้นไม้ตัดสินใจ [6] และน าผลการท านายที่ได้มาโหวต (Vote) เพื่อหา
ค าตอบสุดท้าย [8] 

เทคนิคการจ าแนกข้อมูลด้วยวิธีแบ็กกิง (Bagging) 
การจ าแนกข้อมูลด้วยวิธีแบ็กกิงเป็นวิธีการที่สร้างตัวแบบแตล่ะตัวที่ใช้ชุดข้อมูลเรยีนรู้ที่สุม่มาจากชุดข้อมลู

เรียนรู้ที่ก าหนดให้ในแบบคืน (Sampling with Replacement) กล่าวคือเมื่อสุ่มข้อมูลขึ้นมาได้หนึ่งตัวจะคืนข้อมูล
นั้นกลับเข้าไปยังชุดข้อมูลเดิม ท าให้ข้อมูลนั้นมีโอกาสถูกสุ่มซ้ าอีกในอนาคต ข้อมูลแต่ละตัวในชุดข้อมูลเรียนรู้จะมี
โอกาสถูกสุ่มเพื่อใช้ในการสร้างตัวแบบเท่ากับ  1 − (1 −

1

𝑛
)𝑛  โดยที่ n เป็นจ านวนข้อมูลในชุดข้อมูลเรียนรู้ที่

ก าหนดให้ ถ้าท าการสุ่มข้อมูลด้วยวิธีนี้ n ครั้งเพื่อสร้างชุดข้อมูลส าหรับสร้างตัวแบบ 1 ตัวจะได้ชุดข้อมูลที่เป็น 
subset ของชุดข้อมูลเรียนรู้ที่ก าหนดให้ ทั้งนี้เนื่องจากข้อมูลเดียวกันอาจถูกสุ่มซ้ า ท าให้ชุดข้อมูลจากการสุ่มมี
จ านวนข้อมูลไม่ถึง n ตัว โดยเฉลี่ยแล้วจะมีขนาดประมาณ 63.2% ของ n [9] 

2.2 งานวิจัยท่ีเกี่ยวข้อง 
ชัชชฎา  วันดี [10] ศึกษาวิจัยเรื่อง เปรียบเทียบประสิทธิภาพในการจ าแนกข้อมูลการเลือกอาชีพของนิสิต

ระดับปริญญาตรีหลังส าเร็จการศึกษา โดยในงานวิจัยนี้ได้ใช้ชุดข้อมูลภาวะการมีงานท าของบัณฑิต และข้อมูล
ระเบียนประวัติของนิสิตระดับปริญญาตรีหลังส าเร็จการศึกษา คณะวิทยาการสารสนเทศ มหาวิทยาลัยมหาสารคาม 
ระหว่างปี พ.ศ. 2550-2554 จ านวน 12 คุณลักษณะ และ 2,515 ระเบียน ซึ่งได้น าเทคนิคแบบจ าลองต้นไม้ตัดสนิใจ 
(Decision Tree) เทคนิคโครงข่ายประสาทเทียม (Neural Network) และเทคนิคการเรียนรู้แบบเบย์ (Naïve 
Bayes) มาท าการเปรียบเทียบประสิทธิภาพ ผลจากการศึกษาพบว่าประสิทธิภาพในการจ าแนกข้อมูลแบบต้นไม้
ตัดสินใจ มีประสิทธิภาพในการจ าแนกสูงสุดด้วยค่าเฉลี่ย 88.62% และปัจจัยส าคัญที่ท าให้การเลือกอาชีพตรง
หรือไม่ตรงกับสาขา มี 4 ปัจจัย คือสาขาวิชาที่เรียน เกรดเฉลี่ยเฉพาะวิชาสาขา เพศ และเกรดเฉลี่ยรวม  
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สมฤทัย กลัดแก้ว [11] การศึกษามีวัตถุประสงค์ 1)  เพื่อศึกษาปัจจัยที่มีผลต่อการเลือกต าแหน่งงานให้
สอดคล้องกับความสามารถของบัณฑิตด้วยการวิเคราะห์การถดถอยโลจิสติคพหุกลุ่มและการจ าแนกประเภทข้อมูล
ด้วยวิธีต้นไม้ตัดสินใจ 2) เพื่อเปรียบเทียบความถูกต้องของการพยากรณ์ระหว่างการวิเคราะห์การถดถอยโลจิสติค
พหุกลุ่ม (Logistic Regression) และการจ าแนกประเภทข้อมูลด้วยวิธีต้นไม้ตัดสินใจ 3) เพื่อพัฒนาตัวแบบการ
ตัดสินใจการเลือกต าแหน่งงานให้สอดคล้องกับความสามารถของบัณฑิต  กลุ่มตัวอย่างท่ีใช้ในการศึกษาได้แก่ ข้อมูล
ภาวะบัณฑิตที่มีงานท าที่เข้ารับพระราชทานปริญญาบัตรในปีการศึกษา 2555-2557  จ านวน 1,933 คน เครื่องมือท่ี
ใช้ในการศึกษา ได้แก่ แบบส ารวจข้อมูลภาวะบัณฑิตมีงานท าของศูนย์คอมพิวเตอร์มหาวิทยาลัยราชภัฏหมู่บ้านจอม
บึง สถิติที่ใช้ในการวิเคราะห์ข้อมูล ได้แก่ การวิเคราะห์การถดถอยโลจิสติคพหุกลุ่มและการจ าแนกประเภทข้อมูล
ด้วยวิธีต้นไม้ตัดสินใจพบว่าเทคนิคการจ าแนกประเภทข้อมูลด้วยวิธีต้นไม้ตัดสินใจมีค่าความถูกต้องมากกว่าการ
วิเคราะห์การถดถอยโลจิสติคพหุกลุ่มเล็กน้อย โดยค่าความถูกต้องของเทคนิคการจ าแนกประเภทข้อมูลด้วยวิธีต้นไม้
ตัดสินใจ เท่ากับ 57.37% และการวิเคราะห์การถดถอยโลจิสติคพหุกลุ่มมีค่าความถูกต้อง 56.3% 

Sathyavathi,  Niraimathi, and Priyadarshini [12] ศึกษาวิจัยเรื่อง เหมืองข้อมูลส าหรับสร้างตัวแบบ
ข้อมูลเพื่อการตัดสินใจส าหรับการพยากรณ์อาชีพ ผลการวิจัยพบว่าปัจจัยที่มีผลต่อการตัดสินใจในการเลือกอาชีพ
โดยการใช้เครื่องมือเหมืองข้อมูลแบบจ าแนกกลุ่ม ID3, CHAID โดยใช้ขั้นตอนในการด าเนินงานการท าเหมืองข้อมูล
แบบจ าแนกกลุ่ม ใช้โปรแกรม Rapid miner เป็นเครื่องมือ ขั้นตอนวิธีที่ใช้ส าหรับการเปรียบเทียบในการจัดกลุ่ม
ข้อมูลคือ ID3, CHAID, Decision tree ประสิทธิภาพที่ได้ค่าสูงสุดเมื่อเปรียบเทียบจากขั้นตอนวิธีดังกล่าวจะพบว่า 
Decision tree ได้ให้ค่าความถูกต้องสูงที่สุดในการพยากรณ์ส าหรับการจ าแนกกลุ่มข้อมูล 

Campagni, Merlini, Sprugnoli and Verri [13] ศึกษาวิจัยเรื่อง ตัวแบบการท าเหมืองส าหรับอาชีพ
นักศึกษา ผลการวิจัยพบว่าระเบียบวิธีการท าเหมืองข้อมูลเพื่อวิเคราะห์อาชีพของนักศึกษาในมหาวิทยาลัย ความ
แตกต่างทางวิธีการจัดกลุ่มและล าดับรปูแบบของเทคนิคการจ าแนก กลวิธีในการปรับปรุงประสิทธิภาพของนักศึกษา
ตามตารางการสอบ โดยจะแนะน าถึงอาชีพในอุดมคติก่อน นักศึกษาจะต้องท าการทดสอบหลังจาก เรียนจบให้
สอดคล้องกับหลักสูตรที่เรียนโดยทันที แล้วเปรียบเทียบกับนักศึกษาทั่วไปกับนักศึกษาที่ใช้เทคนิคว่ามีความแตกต่าง
กันและประยุกต์ใช้วิธีการดังกล่าวกับนักศึกษาจริง พบว่านักศึกษาที่ได้รับแนวคิดอาชีพในอุดมคติจะมีผลการเรียนใน
เทอมและจบการศึกษาท่ีดีขึ้น 

 
วิธีด าเนินการวิจัย 

1. ขั้นตอนการด าเนินการวิจัยประกอบด้วย 
1. ศึกษาเทคนิคการพยากรณ์อาชีพที่เป็นไปได้และเหมาะสมในการน ามาพยากรณ์อาชีพจากเอกสารและ

งานวิจัยท่ีเกี่ยวข้องและสรุปผลเลือกเทคนิคท่ีเหมาะสม 
2. จัดเตรียมข้อมูล โดยประกอบด้วยข้อมูลภาวะการมีงานท ากับข้อมูลระเบียนประวัติของผู้ส าเร็จ

การศึกษาตั้งแต่ปี พ.ศ. 2555 - 2559 จ านวน 65,335 ระเบียน ในสาขาวิชาทางด้านคอมพิวเตอร์ ของมหาวิทยาลัย
ในประเทศไทย เพื่อน ามาวิเคราะห์ด้วยเทคนิคท่ีเลือกไว้ในข้ันตอนท่ี 1. โดยมีขั้นตอนตามมาตรฐาน 6 ขั้นตอนดังน้ี 

     1) ท าความเข้าใจเกี่ยวกับภาวะการมีงานท าของบัณฑิต โดยศึกษาเอกสารและงานวิจัยที่เกี่ยวข้อง 
เทคนิคการพยากรณ์ความสัมพันธ์ข้อมูลการแนะแนวอาชีพส าหรับนักศึกษาระดับปริญญาตรีโดยใช้เทคนิคเหมือง
ข้อมูล  

     2) ท าความเข้าใจข้อมูล ข้อมูลที่น ามาใช้ในการวิจัยในครั้งนี้ เป็นข้อมูลภาวะการมีงานท าของบัณฑิต 
และระเบียนประวัติผลการเรียนของนักศึกษา ประกอบไปด้วยคุณลักษณะ เพศ อาชีพบิดา รายได้บิดา อาชีพมารดา 
รายได้มารดา ผลการเรียนเฉลี่ย สาขาวิชา ความสามารถพิเศษ ความสอดคล้องของอาชีพกับสาขาวิชา และประเภท
ต าแหน่งงาน แสดงดังตารางที่ 1 
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ตารางที่ 1 ตารางรายละเอียดคุณลักษณะน ามาสร้างตัวแบบ 
ที่ ชื่อคุณลักษณะ ค าอธิบาย ที่ ชื่อคุณลักษณะ ค าอธิบาย 

1 GENDER_ID เพศ 6 GPA ผลการเรียนเฉลี่ย 
2 FAT_OCCUP_ID อาชีพบิดา 7 PROGRAM_ID สาขาวิชา 
3 FAT_REVENUE_ID รายได้บิดา 8 QN_TALENT ความสามารถพิเศษ 
4 MOT_OCCUP_ID อาชีพมารดา 9 TARGET ความสอดคล้องสาขาวิชา 
5 MOT_REVENUE_ID รายได้มารดา 10 QN_POS_ID ประเภทต าแหน่งงาน (Class) 

      3) การเตรียมข้อมูล  
 3.1) คัดเลือกข้อมูล (Data Preprocessing) น าข้อมูลจากแต่ละตารางมาท าการรวมกันโดย

ข้อมูลจะประกอบด้วยข้อมูลระเบียนประวัติและข้อมูลภาวะการมีงานท า 
 3.2) จัดรูปแบบข้อมูล (Data Transformation) ท าการจัดรูปแบบข้อมูลเพื่อให้ข้อมูลมีความ

พร้อมท่ีจะน าไปใช้งานต่อไป 
  3.3) การแบ่งส่วนข้อมูล การแบ่งข้อมูลออกเป็นส่วนหลายสว่นเท่าๆ กันแล้วน าข้อมูลที่แบ่งไว้ไป

ใช้ในการสร้างตัวแบบและการทดสอบตัวแบบ เวียนกันไปจนครบทุกส่วนของข้อมู ล การก าหนดจ านวนส่วนของ
ข้อมูลแบ่งออกเป็น 10 ส่วน (10 folds Cross-Validation)  

     4) การวิเคราะห์ข้อมูลและสร้างตัวแบบโดยการใช้เทคนิคที่ศึกษาโดยมีเทคนิคที่เลือก ด้วยโปรแกรม 
Weka 

     5) การแปลผลและประเมินผล ท าการประเมินผลตัวแบบจากแต่ละเทคนิค  
     6) การน าตัวแบบไปประยุกต์ใช้ 

 
2. เคร่ืองมือการวิจัย 

1. โปรแกรมที่ใช้ในการวิเคราะห์ข้อมูลการพยากรณ์อาชีพได้แก่โปรแกรม WEKA  
2. เทคนิคการพยากรณ์ จ านวน 3 เทคนิค ได้แก่ เทคนิคการจ าแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจ 

(Decision Tree) เทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรส (Random Forest) และเทคนิคการจ าแนก
ข้อมูลด้วยวิธแีบ็กกิง (Bagging) 

 
3. สถิติที่ใช้ในการวิจัย ได้แก่ 
 สถิติการพยากรณ์ โดยพิจารณาค่าความถูกต้องที่มีค่าสูงที่สุด (Accuracy) ความคลาดเคลื่อนเฉลี่ยก าลัง
สอง (RMSE) และค่าเฉลี่ยความคลาดเคลื่อนสมบูรณ์ (MAE) ที่มีค่าต าที่สุด 
 

ผลการวิจัย 
1. ผลการศึกษาเทคนิคการพยากรณ์จ าแนกข้อมูลโดยใช้เทคนิคเหมืองข้อมูล 

ผู้วิจัยได้ศึกษาเทคนิคเหมืองข้อมูลการจ าแนกข้อมูล โดยใช้เทคนิคการจ าแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจ 
เทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรส เทคนิคการจ าแนกข้อมูลด้วยวิธีแบ็กกิง และเทคนิคการจ าแนก
ข้อมูลด้วยวิธีบูสต์ติง วิเคราะห์เปรียบเทียบกับข้อมูลภาวะการมีงานท าใช้ค่าความถูกต้อง ความคลาดเคลื่อนเฉลี่ย
ก าลังสอง ค่าเฉลี่ยความคลาดเคลื่อนสมบูรณ์ เพื่อวัดประสิทธิภาพของตัวแบบ ได้ผลการด าเนินงาน ดังตารางที่ 2 
และภาพที่ 1 
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ตารางที่ 2 ตารางการเปรียบเทียบผลการวิเคราะห์ค่าความถูกต้องของแต่ละเทคนิค 
ที ่ Algorithms Accuracy (%) RMSE  MAE 

1 Decision Tree 81.91 0.29 0.16 
2 Random Forest 84.29 0.27 0.14 
3 Bagging 81.71 0.29 0.17 

 

 
ภาพที่ 1 แสดงกราฟการเปรียบเทียบผลการวิเคราะห์คา่ความถูกตอ้งของแต่ละเทคนิค 

 
จากตารางที ่2 พบว่าตัวแบบการพยากรณ์อาชีพด้วยเทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรสให้

ค่าความถูกต้องสูงที่สุดร้อยละ 84.29 ตามด้วยเทคนิคการจ าแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจให้ค่าความถูกต้องร้อย
ละ 81.91 และเทคนิคการจ าแนกข้อมูลด้วยวิธีแบ็กกิงให้ค่าความถูกต้องร้อยละ 81.71 มีความคลาดเคลื่อนเฉลี่ย
ก าลังสองเท่ากับ 0.27, 0.29 และ 0.29 มีค่าเฉลี่ยความคลาดเคลื่อนสมบูรณ์เท่ากับ 0.14, 0.16 และ 0.17 
ตามล าดับ เปรียบเทียบค่าความถูกต้องและน าผลไปใช้ในการด าเนินการในข้ันตอนต่อไป 

 
2. ผลการเปรียบเทียบเทคนิคการพยากรณ์โดยใช้เทคนิคเหมืองข้อมูล 

จากการเปรียบเทียบผลการวิเคราะห์ค่าความถูกต้องของแต่ละเทคนิคสร้างตัวแบบการพยากรณ์อาชีพ
จากข้อมูลภาวะการมีงานท าของบัณฑิต น ามาทดสอบค่าทางสถิติแบบ Paired T-Test พบว่าเทคนิคการจ าแนก
ข้อมูลด้วยวิธีแรนดอมฟอร์เรสให้ค่าความถูกต้องสูงที่สุดจากเทคนิคทั้งหมด 3 เทคนิคอย่างมีนัยส าคัญทางสถิติที่
ระดับค่าความเช่ือมั่น .05 ดังตารางที่ 3 

 
ตารางที่ 3 ตารางการทดสอบค่าทางสถิติแบบ Paired T-Test 
ที่ Algorithms Accuracy (%) SD. Number of Time 

1 Random Forest 84.29 0.44 V/ /* 
2 Decision Tree 81.91 0.42 0/0/1 
3 Bagging 81.71 0.45 0/0/1 
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Decision Tree 81.91 0.29 0.16
Random Forest 84.29 0.27 0.14
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จากตารางที่ 3 พบว่าการทดสอบจากข้อมูลชุดเดียวกัน ด้วยเทคนิคทั้ง 3 โดยให้เทคนิคการจ าแนกข้อมูล
ด้วยวิธแีรนดอมฟอร์เรสเป็นฐานจะได้ค่าทางสถิติที่ดีกว่าเทคนิคการจ าแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจ และเทคนิค
การจ าแนกข้อมูลด้วยวิธีแบ็กกิง 

 
3. ผลการทดสอบพยากรณ์ด้วยเทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรส 

การพยากรณ์ด้วยเทคนิคการจ าแนกข้อมูลดว้ยวิธีแรนดอมฟอร์เรส โดยการแบ่งชุดข้อมูลออกเป็น 10 ส่วน 
(10-fold) ผลลัพท์ที่ได้ตามตาราง confusion matrix ที่ 3  

 
ตารางที่ 3 ตารางผลการพยากรณ์เทคนิคการจ าแนกข้อมูลด้วยวิธีแรนดอมฟอร์เรส 
 Prediction Recall (%) 

A B C  

Ac
tu

al 

A 16,404 794 3,074 80.9 
B 198 14,065 705 94.0 
C 3,733 1,758 24,604 81.8 

Precision (%) 80.7 84.6 86.7  
โดยที่  
 A คือ ข้าราชการ /เจ้าหน้าท่ีหน่วยงานของรัฐ  
 B คือ ด าเนินธุรกิจอิสระ/เจ้าของกิจการ 
 C คือ พนักงานบริษัท/องค์กรธุรกิจเอกชน 
  
 จากตาราง Confusion Matrix ที่ 3 ผลของการท านายคลาสราชการ/เจ้าหน้าที่หน่วยงานของรัฐเป็น 
16,404 คลาสด าเนินธุรกิจอิสระ/เจ้าของกิจการเป็น 14,065 และคลาสพนักงานบริษัท/องค์กรธุรกิจเอกชนเป็น 
24,604 รวมเป็น 55,073 จากจ านวนข้อมูลทั้งหมด 65,335 ให้ค่าความถูกต้องเป็น 84.29 %   

 
อภิปรายผลการวิจัย 

งานวิจัยนี้เป็นการประยุกต์ใช้เทคนิคการท าเหมืองข้อมูลเพื่อการเปรียบเทียบตัวแบบเทคนิคการพยากรณ์
อาชีพ ของนักศึกษาท่ีส าเร็จศึกษาระดับปริญญาตรีซึ่งข้อมูลที่น ามาใช้ในงานวิจัยนี้เป็นข้อมูลภาวะการมีงานท าจาก
ส านักงานคณะกรรมการการอุดมศึกษา จากผลการวิจัยพบว่าค่าความแม่นย าในการจ าแนกประเภทข้อมูลเฉลี่ยจาก 
3 เทคนิค ตัวแบบการพยากรณ์อาชีพด้วยเทคนิคการจ าแนกข้อมูลวิธีแรนดอมฟอร์เรสให้ค่าความถูกต้องสูงที่สุดร้อย
ละ 84.29 ตามด้วยเทคนิคการจ าแนกข้อมูลด้วยวิธีต้นไม้ตัดสินใจให้ค่าความถูกต้องร้อยละ 81.91 และเทคนิคการ
จ าแนกข้อมูลวิธีแบ็กกิงให้ค่าความถูกต้องร้อยละ 81.71 มีความคลาดเคลื่อนเฉลี่ยก าลังสองเท่ากับ 0.27, 0.29 และ 
0.29 มีค่าเฉลี่ยความคลาดเคลื่อนสมบูรณ์เท่ากับ 0.14, 0.16 และ 0.17 ตามล าดับ จากผลการวิจัยสามารถสรุปได้
ว่าตัวแบบเทคนิคการจ าแนกข้อมูลวิธีแรนดอมฟอร์เรสเป็นตัวแบบที่เหมาะสมที่จะน าไปพัฒนาเป็นระบบการแนะ
แนวอาชีพให้กับนักศึกษาระดับปริญญาตรีสาขาคอมพิวเตอร์ต่อไป  
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ข้อเสนอแนะ 
งานวิจัยนีไ้ด้น าเสนอตัวแบบเทคนิคการพยากรณ์เป็นเพียงการใช้เทคนิคส่วนหนึ่งของการท าเหมืองข้อมูล

จากหลากหลายเทคนิคที่มีอยู่ในปัจจุบัน โดยน าข้อมูลภาวะการมีงานท าของสาขาวิชาทางคอมพิวเตอร์ ซึ่งมีจ านวน
ของข้อมูลที่ยังไม่มาก ในอนาคตหากมีการพัฒนางานวิจัยให้มีประสิทธิภาพมากขึ้นอาจจะต้องเพิ่มข้อมูลทางด้าน
สาขาวิชาอื่นๆ เพื่อให้เกิดความหลากหลายของข้อมูลมากขึ้น และเพื่อให้ตัวแบบการพยากรณ์สามารถน าไปใช้ได้
อย่างมีค่าความถูกต้องสูงที่สุด  
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