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บทคัดย่อ 
 
 งานวิจัยนี้มีวัตถุประสงค์เพ่ือ 1) พัฒนาแบบจ าลองท่ีสามารถจ าแนกและตรวจจับการบุกรุกในระ บบ
เครือข่าย และ 2) เปรียบเทียบประสิทธิภาพการจ าแนกรูปแบบการบุกรุกในระบบเครือข่าย เคร่ืองมือท่ีใ ช้ใน     
การจ าแนกข้อมูลรูปแบบการบุกรุกบนระบบเครือข่าย คือ โปรแกรม WEKA  โดยใช้เทคนิคการจ าแนกในการท า
เหมืองข้อมูล 4 เทคนิคด้วยกันคือ เทคนิค Decision Table, เทคนิค Naïve Bayes, เทคนิค RIPPER และเทคนิค 
PART decision list เพ่ือพัฒนาแบบจ าลองและเปรียบเทียบประสิทธิภาพการจ าแนกรูปแบบการบุกรุกในระบบ
เครือข่าย ในงานวิจัยนี้ใช้ชุดข้อมูลการบุกรุกระบบเครือข่ายจากฐานข้อมูลความรู้ KDD Cup’99 หลักการ 10-Fold 
Cross Validation ได้ถูกน ามาใช้ในการแบ่งชุดข้อมูลออกเปนนชุดเรียนรู้และชุดทดสอบ สถิติท่ีใช้ในการวิจัย 1)  ค่า
ความแม่นย า Precision 2) ค่าระลึก Recall และ 3) ค่า F-Measure  
 ผลการทดลองพบว่า 1) แบบจ าลองท่ีใช้เทคนิค RIPPER มีค่า Precision มากท่ีสุดคือ 99.00% และ
เทคนิค PART decision list มีค่า Precision 98.20% ตามด้วยเทคนิค Decision Table มีค่า Precision 97.50% 
และเทคนิคท่ี มีค่าความถูกต้องน้อยท่ี สุดคือ เทคนิค Naïve Bayes มีค่า Precision 49.40 %  และ 2 ) 
ผลเปรียบเทียบการวิเคราะห์แบบจ าลองการจ าแนกการตรวจจับการบุกรุกของแต่ละเทคนิค พบว่า แบบจ าลอง ท่ีใ ช้
เทคนิค RIPPER ให้ค่าเฉล่ียทางสถิติเปนนเปอร์เซ็นต์มากท่ีสุดอย่างมีนัยส าคัญ จากเทคนิคท้ังหมด 4 เทคนิค 

 

ค าส าคัญ: การตรวจจับการบุกรุก, เทคนิคการจ าแนกข้อมูล, การท าเหมืองข้อมูล, เทคนิคการจ าแนกด้วยกฎ 
 

Abstract 
 

 The purposes of the research were 1) to develop intrusion detection model and 2) to 
compare the effectiveness of intrusion detection model. The tools used in classification are 
WEKA. using four classification techniques including Decision table, Naïve Bayes, RIPPER and PART 
decision list in data mining. In this thesis, the knowledge database “KDD Cup’99” is used. 10-fold 
cross validation is employed to divided data into training and testing sets.  The statistics used 
were the percentage, Precision, Recall and F-Measure 
 The research findings showed that 1) RIPPER has highest precision which is up to 99.00% 
Then, PART decision list has precision which is up to 98.20%. Follow by Decision Table has 
highest precision which is up to 97.50%. The lowest precision is Naïve Bayes 49.40%. 2) The 
Comparative analysis of intrusion detection model showed that RIPPER model has highest 
average significantly. 
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บทน า 

 

 สังคมในปัจจุบันมีความต้องการในการรับและส่งข้อมูลสารสนเทศผ่านทางระบบเครือข่ายคอมพิวเตอร์เปนน
จ านวนมาก อีกท้ังยังมีอุปกรณ์ต่าง ๆ ท่ีใช้ในการรับและส่งข้อมูลท่ีแตกต่างกันไป ไม่ว่าจะเปนนเคร่ืองคอมพิวเตอร์ 
โทรศัพท์มือถื ออุปกรณ์อ่ืน ๆ จากการส ารวจการมีการใ ช้เทคโนโลยีสารสนเทศและการส่ือสารในครัวเรือน  
โดยส านักงานสถิติแห่งชาตินั้นมีค่าสถิติการรับส่งข้อมูลเพ่ิมข้ึนทุกปี [1] ดังนั้นส่ิงท่ีมีความส าคัญและไม่ควรมองข้าม
คือความปลอดภัยบนระบบเครือข่ายคอมพิวเตอร์ เนื่องจากในปัจจุบันมีผู้ประสงค์ร้ายและต้องการหาผลประโยชน์
ในระบบเครือข่ายคอมพิวเตอร์เปนนจ านวนมาก แม้จะมีอุปกรณ์และเคร่ืองมือต่าง ๆ  ท่ีสามารถช่วยให้ระบบเครือข่าย
คอมพิวเตอร์ปลอดภัยข้ึน แต่ผู้บุกรุกก็ยังมีเทคนิควิธีการและเคร่ืองมือต่าง ๆ มากมายท่ีใหม่ข้ึนและซับซ้อนข้ึนเพ่ือ
หลีกเล่ียงการตรวจจับ 
 การน าระบบตรวจจับการบุกรุก ( Intrusion Detection System: IDS) เข้ามาใ ช้ท าใ ห้ช่วยเพ่ิม        
ความปลอดภัยในระบบเครือข่ายคอมพิวเตอร์ได้มากข้ึน จึงมีงานวิจัยท่ีน าเสนอทฤษฎีและเทคนิคต่าง ๆ ท่ีน ามาใ ช้
ในการวิเคราะห์รูปแบบการบุกรุกหลากหลายรูปแบบ ซ่ึงในงานวิจัยนี้จะเปรียบเทียบเทคนิคการตรวจจับการบุกรุก
เพ่ือวัดประสิทธิภาพ โดยใช้เทคนิคการจ าแนก 4 เทคนิคด้วยกันคือ เทคนิค Decision Table เปนนวิธีท่ีน ามาทดสอบ
การท างานร่วมกันของเงื่อนไขท่ีมีหลายเงื่อนไข มีลักษณะคล้ายกับ Decision Tree แต่จะอยู่ในรูปของตาราง 
เทคนิค Naïve Bayes เปนนเทคนิคท่ีนิยมมากในการน ามาใช้จ าแนกข้อมูล เนื่องจากมีแบบจ าลองท่ีเข้าใจได้ง่ายและ
ไม่ซับซ้อน เทคนิคนี้ใช้หลักการของความน่าจะเปนน เทคนิค RIPPER (Rule-Based Classification) เปนนอัลกอริทึมท่ี
สามารถสร้างกฎเองได้ โดยเรียนรู้จากข้อมูลท่ีเตรียมไว้ให้ และเทคนิค PART decision list ซ่ึง เปนนอัลกอริทึม ท่ี
สามารถจัดการกับข้อมูลท่ีหายไปและคุณลักษณะทางตัวเลขท่ีต่างกันได้ดี โดยการวิจัยคร้ังนี้มีจุดประสงค์เ พ่ือศึกษา
ข้อดีและข้อเสียในการจ าแนกข้อมูลด้วยเทคนิคท่ีแตกต่างกัน เพ่ือให้ได้เทคนิคการจ าแนกข้อมูลบนระบบเครือข่าย
คอมพิวเตอร์ท่ีมีประสิทธิภาพ  
 
1. วัตถุประสงค์การวิจัย 

1.1 เพ่ือพัฒนาแบบจ าลองท่ีสามารถจ าแนกและตรวจจับการบุกรุกในระบบเครือข่าย 
1.2 เพ่ือเปรียบเทียบประสิทธิภาพการจ าแนกรูปแบบการบุกรุกในระบบเครือข่าย 

 
2. เอกสารและงานวิจัยท่ีเก่ียวข้อง 
 การท าเหมืองข้อมูล [2] เปนนกระบวนการหาประโยชน์หรือความรู้ท่ีไม่เคยรู้มาก่อนจากฐานข้อมูลขนาด
ใหญ่ เช่น รูปแบบ ความสัมพันธ์และกฎ ท่ีซ่อนอยู่ภายในฐานข้อมูล เ พ่ือน าความ รู้ท่ีไ ด้ไปใ ช้ประโยชน์และ
ประกอบการตัดสินใจได้ ยกตัวอย่างเช่น การเก็บข้อมูลลูกค้าของห้างสรรพสินค้าโดยการให้ลูกค้านั้นสมัครสมาชิก 
และน าข้อมูลเหล่านั้นไปกล่ันกรองโดยผ่านเทคนิคการท าเหมืองข้อมูล เพ่ือท่ีจะสามารถจัดโปรโมช่ันให้ลูกค้า และ
สามารถจัดวางสินค้าท่ีลูกค้าชอบซ้ือควบคู่กันไว้ใกล้ๆ กัน การจ าแนกข้อมูล (Classification) เปนนหนึ่งในเทคนิคการ
ท าเหมืองข้อมูล การจ าแนกข้อมูลนั้นเปนนกระบวนการทางสถิติเพ่ือจัดประเภท และวิเคราะห์หารูปแบบของกลุ่ม
ข้อมูลใหม่ โดยท าการแบ่งข้อมูลออกเปนน 2 กลุ่มหลัก ๆ คือ ข้อมูลท่ีใช้ในการสอน (Training Data) และข้อมูลท่ีใช้
ในการทดสอบ (Test Set) เพ่ือน าผลลัพธ์ท่ีได้มาเปนนแบบจ าลองหรือโมเดล 

ระบบตรวจจับการบุกรุก [3] คือซอฟต์แวร์หรือฮาร์ดแวร์ท่ีถูกน ามาใช้ในการตรวจสอบข้อมูลท่ีถูกรับและ
ส่งภายในระบบเครือข่ายคอมพิวเตอร์ (Traffic) โดยระบบตรวจจับการบุกรุกจะท าหน้าท่ีในการวิเคราะห์รูปแบบ
ของข้อมูลย่อยท่ีถูกรับและส่ง (Packet) เพ่ือหารูปแบบและความผิดปกติท่ีมีพฤติกรรมเข้าข่ายการบุกรุกระบบ
เครือข่าย และจะท าการแจ้งเตือนไปยังผู้ดูแลระบบให้ตรวจสอบเพ่ือป้องกันและแก้ไขได้อย่างทันท่วงที 
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เทคนิคตารางตัดสินใจ (Decision Table) [4] เปนนวิธีท่ีน ามาทดสอบการท างานร่วมกันของเงื่ อนไขท่ีมี
หลายเงื่อนไข มีลักษณะคล้ายกับต้นไม้ตัดสินใจ (Decision Tree) แต่จะอยู่ในรูปของตาราง ซ่ึงตาราง ดังกล่าวจะ
ประกอบไปด้วยเงื่อนไข (Conditions) และการกระท า (Actions) 

เทคนิคการจ าแนกข้อมูลด้วย Naïve Bayes [5] เปนนวิธีท่ีได้รับความนิยมในการน ามาใ ช้จ าแนกข้อมูล 
เนื่องจากมีแบบจ าลองท่ีเข้าใจได้ง่ายและไม่ซับซ้อน เทคนิคนี้ใช้หลักการชองความน่าจะเปนน 

เทคนิค RIPPER (Rule-Based Classification) [6] เปนนเทคนิคท่ีพัฒนาจากเทคนิค IRIP สามารถสร้างกฎ
เองได้ โดยการเรียนรู้จากข้อมูลท่ีเตรียมไว้ใ ห้กฎท่ีสร้าง ข้ึนจะอยู่ในรูปของ if then else มี ข้ันตอนหลักอยู่ 3 
ข้ันตอน ข้ันตอนแรกคือการสร้างกฎเร่ิมต้น (Building) จะแบ่งเปนน 2 กระบวนการคือ กระบวนการเจริญเติบโต 
(Growth) โดยกระบวนการนี้จะท าการเพ่ิมจ านวนกฎให้เหมาะสมกับข้อมูล จากนั้นจะตัดกฎท่ีไม่ไม่จ าเปนนหรือกฎท่ี
ลดประสิทธิภาพในการเรียนรู้ออก (Pruning) ข้ันตอนท่ี 2 คือข้ันตอนการเพ่ิมประสิทธิภาพ (Optimization) โดยจะ
มีการเพ่ิมคุณลักษณะให้แต่ละกฎ ข้ันตอนท่ี 3 คือ ข้ันตอนการลบกฎออกจาก Rule set และเลือกเฉพาะกฎท่ีดี
ท่ีสุดเก็บไว้ 

เทคนิค PART Decision List [7] เปนนเทคนิคท่ีพัฒนาจาก C4.5 และ RIPPER โดยรวมท้ัง 2 เทคนิคเข้า
ด้วยกัน มีจุดเด่นคือ สามารถเรียนรู้กฎได้เองเหมือนเทคนิค RIPPER และสามารถจัดการกับข้อมูลท่ีหายไปและ
คุณลักษณะทางตัวเลขท่ีต่างกันได้ดี 

ฐานข้อมูลคามรู้ KDD Cup’99 [8] เปนนชุดข้อมูลท่ีใช้ในการทดสอบระบบความปลอดภัยของเครือข่าย
คอมพิวเตอร์ใช้ในการแข่งขัน The Third International Knowledge Discovery and Data Mining เปนนการเก็บ
ข้อมูลการโจมตีท่ี Lincoln Laboratory ของสถาบัน Massachusetts Institute of Technology ใช้ระยะเวลาใน
การเก็บข้อมูล 9 สัปดาห์ 

อรนุช พันโท และมนต์ชัย เทียนทอง [9] ได้เสนอการเปรียบเทียบประสิทธิภาพการจ าแนกรูปแบบข้อมูล
การเรียนรู้ VARK ด้วยเทคนิคเหมืองข้อมูล โดยใช้วิธีการ 10–fold validation แลใช้เทคนิคการจ าแนกข้อมูล  
3 เทคนิคคือ Bayes, Decision Tree, และ Rules-Based  ผลปรากฎว่าการจ าแนกข้อมูลด้วยเทคนิค Decision 
Tree มีประสิทธิภาพสูงท่ีสุดคือ 82.78% 

ปรีชา สมหวัง และศิริวัฒน์ โทศิริกุล [10] ได้น าเสนอแนวคิดในการตรวจจับการใช้งานคอมพิวเตอร์ในทาง
ท่ีผิด โดยใช้การวิธีการวิเคราะห์องค์ประกอบหลักเพ่ือคัดแยกข้อมูลและใช้ฟัซซี ซีมีน  เพ่ือจัดกลุ่ม ผลการทดลองมี
ความแม่นย า  81.48% และมีความผิดพลาดในการตรวจจับ 18.52% 

ปวีณา ชัยวนารมย์ [11] ได้เสนอการพยากรณ์การเกิดความเครียดในหลายระดับด้วยเทคนิคการท าเหมือง
ข้อมูล และใช้อัลกอริทึมในการท าเหมือง ข้อมูลจ านวน 6 อัลกอริทึมในการสร้างแบบจ าลอง คือ Bayesian 
Network, Naïve Bayesian, Decision Tree, Decision Table, Partial Rules (PART) และ Multilayer 
Perceptron (MLP) จากการทดสอบพบว่า แบบจ าลองท่ีเหมาะสมในการพยากรณ์ความเครียดคือแบบจ าลองของ
อัลกอริทึม Multilayer Perceptron (MLP)  ซ่ึงมีค่าความถูกต้องเท่ากับ 81% ค่าความแม่นย าเท่า 0.81 ค่าความ
ระลึกเท่ากับ 0.81 และค่าความเหว่ียงเท่ากับ 0.81 

ณัฐวุฒิ ป้ันรูป และอัฐพร ก่ิงบู [12] ได้เสนอวิธีการจ าแนกข้อมูลให้ดีข้ึนโดยมีการรวมเทคนิคจัดกลุ่มเคมีน
และเทคนิคจ าแนกข้อมูลเอสวีเอ็มแบบหลายกลุ่มท างานร่วมกัน  เลือกใช้ชุดข้อมูลจากฐานข้อมูลความ รู้ KDD 
Cup’99 ผลปรากฏว่า เทคนิคท่ีได้ผลดีท่ีสุดคือเทคนิค KMMSVM มีค่าความถูกต้องอยู่ท่ี 99.32% ตามด้วยเทคนิค
การจัดกลุ่มเคมีน ซ่ึงมีค่าความถูกต้องอยู่ท่ี 99.19% 

ธนกร มีหินกอง [13] ได้เสนอเทคนิคการตรวจหาการบุกรุกเปนนระบบท่ีใช้ในการตรวจหาผู้ท่ีบุก รุกเข้ามา
ในเครือข่ายคอมพิวเตอร์เพ่ือมุ่งท าลายระบบหรือขโมยข้อมูล ด้วยเทคนิคเมืองข้อมูลวิเคราะห์ด้วยกฎความสัมพันธ์
จากโครงข่ายประสาทเทียม ผลจากการทดลองพบว่า ระบบการตรวจหาการบุกรุกท่ีได้พัฒนาข้ึนนี้สามารถรายงาน
ผลได้อย่างรวดเร็ว โดยมีค่าความเท่ียงท่ี 97.4 % 
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ไพชยนต์ คงไชย [14] ได้เสนอการพัฒนาข้ันตอนวิธีเพ่ือจ าแนกประเภทข้อมูลด้วยกฎความสัมพันธ์แบบ
คลุมเครือท่ีกะทัดรัดเพ่ือเพ่ิมประสิทธิภาพการจ าแนกประเภทข้อมูล โดยเปรียบเทียบอัลกอริทึม CCFAR กับอีก 9 
อัลกอริทึม คือ C4.5, RIPPER, OneR, CBA, GARC, OAC, FURIA, CFAR และ CFARC ผลปรากฏว่า อัลกอริทึม 
CCFAR มีความเหมาะสมของกฎอยู่ในอันดับท่ี 1 คือ 0.9104 ซ่ึงมีค่าความเหมาะสมของกฎแตกต่างจากอัลกอริทึม 
CFARC ท่ีเปนนอันดับ 2 ไม่มาก 
 

วิธีด าเนินการวิจัย 
 

1. เคร่ืองมือการวิจัย 
1.1 โปรแกรม WEKA ใช้ในการจ าแนกข้อมูลรูปแบบการบุกรุกบนระบบเครือข่าย 
1.2 เทคนิคท่ีใช้ในการจ าแนกข้อมูล 4 เทคนิค ได้แก่ เทคนิคการจ าแนกข้อมูล Decision Table เทคนิค

การจ าแนกข้อมูล Naïve Bayes เทคนิคการจ าแนกข้อมูล RIPPER และเทคนิคการจ าแนกข้อมูล PART Decision 
List 
 
2. ขั้นตอนการด าเนินการวิจัย 

2.1 ท าความเข้าใจและศึกษาการบุกรุกบนระบบเครือข่ายคอมพิวเตอร์รูปแบบต่าง ๆ และศึกษาเทคนิค
การจ าแนกในการท าเหมืองข้อมูลเพ่ือหาเทคนิคท่ีเหมาะสมในการจ าแนกรูปแบบการบุกรุกบนระบบเครือข่าย
คอมพิวเตอร์ โดยศึกษาจากเอกสารและงานวิจัยท่ีเก่ียวข้อง 

2.2 ท าความเข้าใจข้อมูล ผู้วิจัยได้คัดเลือกข้อมูลจากฐานข้อมูลความรู้ KDD Cup’99 ซ่ึงเปนนชุดข้อมูลท่ีใช้
ในการทดสอบระบบความปลอดภัยของเครือข่ายคอมพิวเตอร์ มีข้อมูลจ านวน 494,202 เรคคอร์ด แอททริบิว 41 
แอททริบิว และคลาสผลลัพธ์ 23 คลาส แสดงดังตารางท่ี 1 

 
ตารางท่ี 1 แสดงช่ือและประเภทของแอททริบิว 
 

ท่ี ชื่อ ประเภท ท่ี ชื่อ ประเภท 
1 duration continuous 22 is_guest_login discrete 
2 protocol_type discrete 23 count continuous 
3 service discrete 24 srv_count continuous 
4 flag discrete 25 serror_rate continuous 
5 src_bytes continuous 26 srv_serror_rate continuous 
6 dst_bytes continuous 27 rerror_rate continuous 
7 land discrete 28 srv_rerror_rate continuous 
8 wrong_fragment continuous 29 same_srv_rate continuous 
9 urgent continuous 30 diff_srv_rate continuous 
10 hot continuous 31 srv_diff_host_rate continuous 
11 num_failed_logins discrete 32 dst_host_count continuous 
12 loged_in discrete 33 dst_host_srv_count continuous 
13 lnum_compromised continuous 34 dst_host_same_srv_rate continuous 
14 lroot_shell discrete 35 dst_host_diff_srv_rate continuous 
15 lsu_attempted discrete 36 dst_host_same_src_port_rate continuous 
16 lnum_root continuous 37 dst_host_srv_diff_host_rate continuous 
17 lnum_file_creations continuous 38 dst_host_serror_rate continuous 
18 lnum_shells continuous 39 dst_host_srv_serror_rate continuous 
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ท่ี ชื่อ ประเภท ท่ี ชื่อ ประเภท 

19 lnum_access_files continuous 40 dst_host_rerror_rate continuous 
20 lnum_outbound_cmds continuous 41 dst_host_srv_rerror_rate continuous 
21 is_host_login discrete 42 label (Class) discrete 
  
 2.3 การคัดลือกข้อมูลผู้วิจัยได้ลบคลาสผลลัพธ์ออกให้เหลือจ านวน 13 คลาส 
 2.4 สร้างแบบจ าลองโดยใช้โปรแกรม WEKA และเลือกใช้เทคนิค 4 เทคนิค คือ Decision Table, Naïve 
Bayes, RIPPER และ PART decision list 
 2.5 ประเมินผลและเปรียบเทียบประสิทธิภาพแบบจ าลอง ค่าท่ีใช้ในการวัดประสิทธิภาพคือค่าทางสถิติ 
ได้แก่ Precision, Recall และ F-Measure 
 
3. สถิติท่ีใช้ในการวิจัย 

3.1 ค่าความแม่นย า Precision ค านวณจากจ านวนข้อมูลท่ีจ าแนกได้ถูกต้องของกลุ่มนั้นหารด้วยจ านวน
ของข้อมูลท่ีถูกจ าแนกว่าเปนนกลุ่มนั้นท้ังหมด โดยค่า Precision นั้นจะเปนนการวัดความสามารถของแบบจ าลองโดย
การขจัดข้อมูลท่ีไม่เก่ียวข้องออกไป ผลลัพธ์จะบ่งบอกว่าสามารถขจัดการจ าแนกประเภทท่ีผิดพลาดได้มากน้ อย
เพียงใด 

3.2 ค่าระลึก Recall ค านวณจากจ านวนข้อมูลท่ีจ าแนกได้ถูกต้องของกลุ่มนั้นหารด้วยจ านวนของข้อมูลท่ี
มีอยู่จริงในกลุ่มนั้น  โดยค่า Recall นั้นจะเปนนการวัดความสามารถของแบบจ าลองว่าการจ าแนกข้อมูลท่ีเ ก่ียวข้อง
ออกมานั้นมีประสิทธิภาพมากน้อยเพียงใด 

3.3 ค่า F-Measure เปนนการวัดค่าความแม่นย า Precision และค่าระลึก Recall พร้อมกันของ
แบบจ าลองข้ันตอนการสร้างแบบจ าลอง แสดงดังภาพท่ี 1 
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ภาพท่ี 1 ผังงานข้ันตอนการสร้างแบบจ าลอง 
 

ผลการวิจัย 
 

1. ผลการพัฒนาแบบจ าลอง 
ผู้วิจัยได้ด าเนินการพัฒนาแบบจ าลองการตรวจจับการบุกรุกด้วยเทคนิคการจ าแนกในการท าเหมืองข้อมูล 

ด้วย เทคนิค Decision Table, เทคนิค Naïve Bayes, เทคนิค RIPPER และเทคนิค PART decision list ไ ด้
ผลลัพธ์ แสดงดังภาพท่ี 2 

 

 
 

ภาพท่ี 2 กราฟเปรียบเทียบผลการวิเคราะห์ค่า Precision, Recall และ F-Measure 
 

 จากภาพท่ี 2 พบว่า แบบจ าลองการจ าแนกการตรวจจับการบุกรุกท่ีใ ช้เทคนิค RIPPER มีค่าเฉล่ียเปนน
เปอร์เซ็นต์มากท่ีสุด คือ ค่าเฉล่ีย Precision เท่ากับ 99%, ค่าเฉล่ีย Recall เท่ากับ 97.90% และค่าเฉล่ีย F-
Measure เท่ากับ 98.40% และเทคนิค PART decision list มีค่าเฉล่ีย Precision เท่ากับ 98.20%, ค่าเฉล่ีย 
Recall เท่ากับ 94.70% และค่าเฉล่ีย F-Measure เท่ากับ 96.20% ตามด้วยเทคนิค Decision Table มีค่าเฉล่ีย 
Precision เท่ากับ 97.50%, ค่าเฉล่ีย Recall เท่ากับ 93.60% และค่าเฉล่ีย F-Measure เท่ากับ 95.10% และ
เทคนิคท่ีมีค่าเฉล่ียทางสถิติน้อยท่ีสุดคือเทคนิค Naïve Bayes มีค่าเฉล่ีย Precision เท่ากับ 49.40% ค่าเฉล่ีย 
Recall เท่ากับ 93.20% และค่าเฉล่ีย F-Measure เท่ากับ 54.20% 
 
2. ผลการเปรียบเทียบประสิทธิภาพ 
 ผู้วิจัยได้เปรียบเทียบแบบจ าลองการจ าแนกการตรวจจับการบุกรุกท่ีใช้เทคนิค Decision Table เทคนิค 
Naïve Bayes, เทคนิค RIPPER และเทคนิค PART Decision list โดยสถิติท่ีใ ช้ในการเปรียบเทียบเทคนิคท้ัง  4 
เทคนิคคือ Precision Recall และ F-Measure แสดงดังตารางท่ี 2 
 
 
 
 

99.00% 97.90% 98.40% 98.20% 94.70% 96.20% 97.50% 93.60% 95.10% 
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ตารางท่ี 2 แสดงการเปรียบเทียบค่าทางสถิติของแบบจ าลองท้ัง 4 เทคนิค 
 

Algorithms Precision (%) Recall (%) F-Measure (%) 

RIPPER 99.00 97.90 98.40 
PART decision list 98.20 94.70 96.20 
Decision Table 97.50 93.60 95.10 

Naïve Bayes 49.40 93.20 54.20 
 
 จากตารางท่ี 2 ผลเปรียบเทียบการวิเคราะห์แบบจ าลองการจ าแนกการตรวจจับการบุกรุกของแต่ละ
เทคนิคพบว่าแบบจ าลองท่ีใช้เทคนิค RIPPER ให้ค่าเฉล่ียทางสถิติเปนนเปอร์เซ็นต์มากท่ีสุด อย่างมีนัยส าคัญ จาก
เทคนิคท้ังหมด 4 เทคนิค 

 
อภิปรายผลการวิจัย 

 

การพัฒนาแบบจ าลองเพ่ือเปรียบเทียบการจ าแนกรูปแบบการบุกรุกบนระบบเครือข่ายคอมพิวเตอร์ 
ประกอบด้วย 5 ข้ันตอนได้แก่ 1) ข้ันตอนการท าความเข้าใจและศึกษาการบุกรุกบนระบบเครือข่ายคอมพิวเตอร์  
2) ข้ันตอนการท าความเข้าใจข้อมูล 3) ข้ันตอนการคัดเลือกข้อมูล 4) ข้ันตอนการสร้างแบบจ าลอง 5) ข้ันตอนการ
ประเมินผลและเปรียบเทียบประสิทธิภาพแบบจ าลอง ผลการวิจัยพบว่า การจ าแนกรูปแบบการบุกรุกนั้นเหมาะท่ีจะ
น าไปพัฒนาเปนนระบบตรวจจับการบุกรุกบนระบบเครือข่าย เนื่องจากสามารถจ าแนกข้อมูลท่ีมีจ านวนมากได้อย่างมี
ประสิทธิภาพ สอดคล้องกับปรีชา สมหวัง และศิริวัฒน์ โทศิริกุล [11] ได้น าเสนอแนวคิดในการตรวจจับการใ ช้งาน
คอมพิวเตอร์ในทางท่ีผิด ผลการทดลองมีความแม่นย า 81.48%  

 
ข้อเสนอแนะ 

 

 งานวิจัยนี้ได้น าเสนอเทคนิคการจ าแนก เปนนส่วนหนึ่งในการท าเหมือง ข้อมูล ถึงแม้แบบจ าลองนั้นมี
ประสิทธิภาพ แต่ในปัจจุบันนั้นมีรูปแบบการบุกรุกระบบเครือข่ายหลากหลายและซับซ้อนมากข้ึน การน าระบบ
ตรวจจับการบุกรุกไปใช้ในระบบเครือข่ายสามารถท าให้ระบบมีความปลอดภัยมากข้ึน แต่ก็ยังไม่สามารถตรวจจับ
รูปแบบการบุกรุกท้ังหมดได้ 
 การวิจัยในคร้ังนี้ผู้วิจัยได้ใช้ฐานข้อมูลความรู้ KDD Cup’99 ในงานวิจัยซ่ึงเปนนชุดข้อมูลท่ีถูกสร้างข้ึนหลาย
ปีแล้ว ปัจจุบันนั้นมีรูปแบบการโจมตีและบุกรุกระบบเครือข่ายรูปแบบใหม่ ๆ เกิดข้ึน อาจท าใ ห้แบบจ าลองของ
ระบบตรวจจับการบุกรุกในงานวิจัยนี้ไม่สามารถตรวจจับการบุกรุกดังกล่าวได้ จึงแนะน าให้มีการวิจัยในคร้ังต่อไป 
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