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sysuyey Unyeyrding”, Uilamn TnSuna® uaz Aun3y gdouusseasd’
Tammanoon Panyatip’’, Panatda Phothinam? and Komgrich Onprasonk®

AN NS TAUNAkAzABNT IR AuyIvemaniuasmalulagaunm unningdunwdug

E-Mail : tammanoon@ksu.ac.th®’ panatdapo@hotmait.comz, onprasonk@gmait.com3

UNAnge
n133deAsliiingUszasdiiie 1) Tuwundeyanansenulain-19 AeUlieusSwiu uay 2) iy

q
v v
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Nao o

wadansisoudveaaios laedisnssuundeyafesaneiiiu Usznausae 1) dnmesannimesuamiy
2) wuuudniug 3) tiloutulndiign 4) Fulsiiadula 5) lassisUszamidien uaznsifindssansam
nmsduundaya Usenausie 1) mslvin 2) msdudnld yateyannasside laun deyaladn-19 wanseny
AofUlsuzisaiu wisyadayanismaasadu 2 35 fe wuuwenyadeyaidu 80:20 uazuuuwuu K-Fold
Cross Validation n3asilefldlunsnaassawilimeuuazlusunsy Visual Studio Code Jnusz@ndam
MEID ANALLINET A1AUATUAIY F1-Score UagAIAINQNABY

Han13398 wudn 1) nsdwundeyanansenulain-19 sefUlsuziiediu densudsyadeyq
80:20 Fnsdwuniiaign Tiun FBnssuliidndule uagISnslassneussamidion danugndes 100%
n3uUayadoyanaaouUszANSIm 5-Fold Cross Validation 33158 uuniiadian Ieun 35n1ssulsl
dadula daugndes 99.6% wag 2) nansifinUszansamnnsduundeyadmenisiisuduuusmngs
naaeuUsEAVENN 5-Fold Cross Validation F5n15dudldl fiaugnses 99.8%

Ardndty : Suundeya, 1anl9, uzidewiv, nsiSeuiveaaied

ABSTRACT

This research aims to 1) identify COVID-19 impact data and 2) enhance data classification
by learning to integrate COVID-19 impact data. The method of data classification with algorithms
includes 1) Support Vector Machines, 2) Naive Bayes, 3) K-Nearest Neighbor, 4) Decision Tree
5) Artificial Neural Networks. Data classification optimization consists of 1) Ensemble Vote and 2)
Random Forest. Research datasets consisted of COVID-19 that affect liver cancer patients by
dividing the experimental dataset into a separate 80:20 dataset and a K-Fold Cross Validation. Tools
used in Python language experiments and visual studio code. Performance is measured using
Precision, Recall, F1-Score, and accuracy.

The results showed that: 1) the classification of COVID-19 effect on liver cancer, dividing
the 80:20 dataset of the best classification methods including decision tree and neural network,
the accuracy of 100%, 5-fold cross-validation performance test dataset division. The best
classification includes the decision tree, accuracy of 99.6%. 2) Data classification optimization with

the ensemble, 5-fold cross-validation, random forest. It has an accuracy of 99.8%.

Keywords : Classification, Covid-19, Liver Cancer, Machine Learning
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uni

n1sungszuravedlsalaln-19 (COVID-19) dudausiBuduvesnisszuinlvgjves Inia-19 i¢fn
o Buduudandt 629 druau uasdfidedin 659 druauialan andyminisunsseuinves
Tain-19 denaliiuimeiuguamdmiudinelsadoss iy Tsaugise 1adn-19 SuiliiRnaruiaund
ge30¥1r MssnwsSaiidudon lulsewadnlngfidnnsszuinveddain-19 fnsusuldsunisdnnig
uzsldgminnldiiesesiuinganisaiuazanaudesesiisus Siomsinde Tuussmadifauas
1a30-19 fdsanas fuunmdindsandeuiiaznduindfoimudnfedreadudosly (1] Ssdeuntni
AanssudunsguagunInviateagng 1y n1sdanislsaEeds nsnTadnnsesunss wagnsinuasde
gnendnvieandn fewei madeinfiAvdestuunddadiuiu

NANSENUIIMUATINAT5EUNAValAIN-19 sofUieuzi5eu (hepatocellular carcinoma : HCC)
andeyatiagiu 10-90% vosfineiinidelain-19 fermsumduiisy nalavansesadidiuiiliian
nsuaduify madsnsiibhfadhgwadsu/gehilaenss fusniauangifuiu mareeendau uas
arundufivsoduanelaeass Tugvae HCC 1aia-19 onavililsaduiFosedi Togguused uagyhli
nsdanausiSegeentu flheusnduinianudedunsfndeuasnadnsiiugas Tasangdifidldsunms
Snwwzise msdadulalunissnen HCC msaunatunsiiatsanAUnsaNvemMSNEINININITUNNG
seiunnudesdumsiinidenedain-19 uasdimaunnudswuasiausslovivesiiiouaze luiiui
n1555UnvedlaIn-19 AdAa1ad LImdmsinsunsouiazdanisiuvae HCC Aflanselsauas
ﬂnmmiﬂsz’fauﬁgn%u [1] uagmanoumilovesssnquduieganis AuszaudamduiugUiouzise
svezusnuTuegaslios drulugTunanszNUIINNITIEUINUBILATIA-19 [2]

Joyanansznulain-19 defUieuzisediu (3] gnsrusinaniivanaivivdndusazdudouves
Newcastle-upon-Tyne NHS Foundation Trust (NUTH) Tuta9 12 tieuusnvesnisseuialug (Hurau
2020-funitus 2021) Wisuisuiunsdunndounds nquitaesoidedluga 12 Weursundrdy
fuwps 2019-nunwus 2020) safthenelmitmuaiifinidedlsauzifaiy (HCO) wiouwSuiethd
a8luiy (intrahepatic cholangiocarcinoma : 1CO) #ile3unsBudumedadinemdensnsaduionu
WUIMENA

nsPwundeya (Classification) Wunisdnnisussiandeyausnmudnvuzvesdeyamemaia
nsi3suivound es Jedfagtuiiinadanisniouivecns osithanldlunsduundeya iva1eis wu
Funesaannesuundu (Support Vector Machines) u1diug (Naive Bayes) 1t out1ulnd g
(K-Nearest Neighbor) # ulsi@'nd ula (Decision Tree) waglassvrgUssainiyi oy (Artificial Neural
Networks) iusiu uinsduundeyaluuisadsdilifivssavinmvdoiussaninme feiltutugadoya
(Dataset) anwaurdoya N1swsoudaya NsviAuazeIndeya wazn1siienisnsduunteyali
Wiangau

Fathu rzﬁfﬁ’aﬁqiﬁﬁﬂmwmaaq%’auaé’ammﬁﬂmsnﬁ%auﬁ”maam%a RERRISIL LR RRLRHE
Hansgnula
Hansenulain-19 LLavmaﬁmiquﬂivawﬁﬂwwmimLLuﬂwauaiquivaMSnWWMWﬂwuu

a

In-19 Gl’e]B\IU’J‘EJiJ Liﬂ(ﬂ‘U "’?NT\]WU’JEJWEHﬂiOJﬂ’Jmﬂﬂﬁl@ﬂﬂ']i‘\]"lLLUﬂSUE]lIaNU’JEJiJ Li\WIUﬁHﬂ

1. InqUIzaeAn1sITY

1.1 e uundeyanansenuledn-19 defflienziSei

1.2 1iteifiuUszAndamnnssiuundeyasienisiseusuuusiungudoyanansznulain-19
sofUiauziSey
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2. lenansuazayideiiiendas

Ghosh, Dasgupta wa¥ Swetapadma [4] la@nwiA satudnwesaaameswundu (Support
Vector Machines : SYM) fidunissauunuuuidadusazliifudadu itevihunesofidiuiuivlmuas
#undl wudnfiadugndes 77% Mohan wazaudu [5] lAAnwn n1sUSUUTIAMLULULT SVM siae
n1sgmunUszian yadeyadu Iis iWisuiisuiresiuailedu 1838015 Linear Kemel, Polynomial
Kernel, Radial Basis Function (RBF) &g Sigmoid wu11 RBF ﬁﬂﬁzaw%mwmﬂﬁqm fAugnaes 97.3
wazannsnissdduanugndesainunlues fail sesaadu Linear Kernel fanugndos 96.66
Polynomial Kernel fin31signias 95.33 uay Sigmoid diAsgnaes 88.66 mud1y

Harahap wavaud u ¢ [6] WAnwinseiiunssiuunuidwiug (Naive Bayes) 35n13viung
3o yadeyaidusnoud S 20 1serein inamsainisdesasud wudt fanugndes 75% Singh
uazALdu [7] IAnwnsiUSeuiisusenine Multinomial waz Bermoulli dwsudwundennuseundviud
yadeyaunmut 1 Sy 312 sanese dnmswsudeyamseie Wasudfsilvlhdusfiaiidn
A9 Tokenization MIAULABBIMINEITIARDY UaY Stop words WUIN Multinormial fUszAvEamanin
Bernoulli finnugneias 73.4% uaw 69.15% muddyu Abbas uazaudu [8] ld@nwmsduundeainusie
Multinomial u18vlug Yadeyan1s31anmews andun1slagldad n15UsERIanI¥IsTINYIA wae
nadsufvennios dmsunisuenuianyiomvesteany dnswfeudoyadeitng vheuazen
Joya N3 Word Tokenization, Bag of Word wag TF-IDF wud1 dadnugnees 93.1%

Xing waz Bei [9] li@nwinisduundeyavualugiuguainmsunndsesanesfiuifioutu
1ndfign (K-Nearest Neighbor : KNN) Wilerinsun K=9 §ane3iiu KKN diaanugndas 78% 3duldd
nsUSuUgasaneifiu KKN iletiinUss@vsnm ensdiuiueszosnnefieisns European distance
wazuuulaley (cosine) TAN15AITUNUILY UVBITBYAAINITATBUANAAAIIUNUILY UVDI
AdaLmes naIN1sUTUUTIEiANgNADY 85%

Patel uae Prajapati [10] ldfnwinisdwundeyamedulddnduls gadeyanisviasuduyn
Joyasneud Usenaume 91w 1728 gadeua way 6 wonn3dng yhmsiueuiieudanesfiu D3, C4.5
CART wuin Sane3fiu CART fiuszavsaimunniign Sarmgndes 97.11% sesaswndudanedfiu ca5 &
ANHYNABY 92.36% Waydane3fiuiD3 danugnees 89.35%

Al-Massri wagAudy 9 [11] lAnw1n1sviunen1ssunuzlie SBRCTs (Small Blue Round

Cell Tumors) lngldlassvreyuszarmiioy (Artificial Neural Network : ANN) wu31 @Lduie SBRCTS
uzidadulsaiidusseuniilan luwalassneussamiisndussuunsidadefiussqsssua e
nsnensallsauzis Atdule SBRCTs Feanunsatiounmdlumsnaunuiiozusulsee wazlinisited
wiUaelaviunaed Tuea ANN fuszavaninanugndes 100%

Mohana uazaudu 7 [12] léfnudanesfiunisduuilsl (Random Forest) dmiunisduunm
ﬂaq'm’f‘ulﬁ (tree based ensemble) A1835n15 Classification by ensembles from Random partitions
(CERP) FoyarlupdoyauziSasiongavuin KunszuIumsieusveuaios fMenszUILNNIATIIAEY
TayakaryAINAERIATBYA NANIIANYINUIY N15TUUNTaYaMeIBN1T CERP dAugndes 0.8333
wazvhanlafdmivteyaiiags dadumadeniiaulamsglid Bias lumsidenideatsiuliidinula




11587535 “N159N1SWALUlaE U AINENaEIBAUIENITAN

— Mevwu __ U1 9 atiun 2 WU NINYIAN - LHBU FUINAN W.A. 2565

FW/Atun15Ie
1. dasiionside
1.1 w3eadlofildlun1sise Toun nwilwneu waslusunsy Visual Studio Code
1.2 gadayan1smnasdide (Dataset) laun COVID-19 effect on Liver Cancer [3] a1nv3uled
https:/www.kaggle.com/ Toya Sufl 26 fueneu 2565

2. ngudmiang

Foyaladn-19 nsznusiofthouzdsiu fmsudsyatoya ieldlunsduundeya Uszneude

2.1 wisgntoyasenilu 2 du Aegauniaiieus (Train) 80 Wesldus wazyadmsunsmagey
(Test) 20 Wosidud

2.2 K-Fold Cross Validation Tae{3suldudsyadeyadiu 5 yadeya elddmivaduiiuye
SEU3 UavYANITMAdDY

3. sumeunsF iy
3.1 madenteyauarnsivaeudeya
3.1.1 nsidendeya 1udeyalain19 AfinansznudedUisuzieiu uasdnuasdeya
(Raw Data) #91u3u 27 Aadu uwarilvayadnuiu 450 uad

Cancer Year Bleed Mode_Presentation Gender Etiology Cirrhosis HCC_TNM_Stage HCC_BCLC_Stage ICC_TNM_Stage Treatment grps Alive_Dead
0 Y  Prepandemic N Surveillance M NAFLD Y I A NaM Ablation Alive
1 Y Prepandemic N surveillance M ARLD Y 1 D NaM Supportive care Dead
2 Y Prepandemic N Surveillance M ARLD Y v B NaM Medical Dead
3 Y Prepandemic N Incidental M ARLD Y v [ NaN Supportive care Dead
4 Y Prepandemic N Incidental F ARLD Y I 0 NaN Supportive care Alive

WA 1 dnuaizdoya

3.2.2 ms19aeutioyadl Outlier
3.3.3 AsndpuANLdLTUSYeIteya
3.2 man3gudeya
3.2.1 mavihanuazendeya (Clean Data) Usgnausig
1) aumedutiilidftyoen léun Date incident surveillance scan'
2) §amsteyaiiduring (Nan)
3) aunedutiiutoya Label Aonodutl ‘Cancer’ sanatntoyatn Train
3.2.2 wasteyaiiidnuvardidns (Object) Wdudnawmadion (Float) fonisidnsia
79713 Label Encoding Waz35n13 One Hot Encoding

Year Month Bleed Mode_Presentation Age Gender Etiology Cirrhosis Size HCC_TNM_Stage ... Type_of_incidental_finding Surveillance_programme
0 1.0 0.0 0.0 1.0 29.0 1.0 4.0 1.0 12.0 1.0 . 4.0 1.0
1 1.0 0.0 0.0 1.0 310 1.0 0.0 1.0 30.0 0.0 .. 4.0 1.0
2 1.0 0.0 0.0 1.0 25.0 1.0 0.0 1.0 410 H) o 4.0 1.0
3 1.0 0.0 0.0 0.0 34.0 1.0 0.0 1.0 63.0 3.0 .. 2.0 0.0
4 1.0 0.0 0.0 0.0 27.0 0.0 0.0 1.0 48.0 0.0 .. 2.0 0.0

A 2 nsuwlasdeya
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3.3 m3duunUssiandeya
3.3.1 FWwesANMOIUUVTU (Support Vector Machines)

Fumosannmesuamdu uiBnsduunussiandeyaiiinisszygansnansleasinay
(Hyper plane) leognamnya Lﬁaf\i’muﬂ%’ay‘mﬂu 2 dqu SWVM diflsnduaasiua (Kemel) Tidanldly
miﬁi’m.umﬁﬁau“a Wi Linear Kernel, Polynomial Kernel, Radial Basis Function Wag Sigmoid Ludy %ﬁ
Foudoninefiualimnzautunisdundoya nsswidetld Radial Basis Function (RBF) fasuide
493 Mohan wazAudY [5]

3.3.2 wuuwduiug (Naive Bayes)

widvug [71 1 Judanesfiuduunnisadfnungwivesud (Bayes’ Theorem) 9aelsh
mL‘E‘aulsummm%LﬂuﬁamﬁméﬁmaaamLMQﬂWiﬁsﬁuagﬁUﬂaﬂmﬂﬂasLf]usuaﬂm&lmiﬂhwiamamiai
Sanesudvhauvundnnisidusazueanitadiludaszain sy widvud Uszneudas Gaussian
dmsudnnisteyasioiies, Multinomial uansisaudvesvnmaniuisegsiignadistu uag Beroulli
dmfunusuundeyaenaisiifiuonvitaduuuluud TasanAdedld Muttinomial faaideues Abbas
uazAudy [8]

3.3.3 leuthulnddign (K-Nearest Neighbor)

Fanosfuileuthuilndfan (K-Nearest Neighbor : KNN) ilusanesfisllunsudsnanda
fmsfamszazmailnddign TaeunfesduiBnisinssesmanuugadiiou (Euclidean distance) 3
Wuinszegmesewinega 2 eelunuidusss mansddoyafidesnmseglunandle szfumszazmaiilng
unfignazmnasamanmsimune k lnsundazdmuniduiasa Faifu nsman k dmsunnssanun
Uszln KNN Fausfungaututoya iielilddanediiu KNN fuszansamanndign [13] euideid
Falgdinanaasaitenien k Amanzauiign Inonisiausz@nsnmeaeds 5-fold cross validation &4
3971 1

A15199 1 wWSeuieuUsEansnIw KNN

AvunA k Precision Recall Fl-score Accuracy
3 0.785 0.816 0.800 0.718
5 0.754 0.848 0.797 0.704
7 0.771 0.858 0.812 0.727
9 0.744 0.861 0.798 0.700
11 0.743 0.903 0.815 0.718

INENTIN 1 1WTsuieudseanSam KNN tiveyne k Mvisnzausiniign wui k=7 danu
QNARIINTIER 72.7% sty 1u3Tetiudeniivuae k dewviiu 7

3.3.4 sulsddindula (Decision Tree)
suldinaula [14) [98ane3Tiniivarmanglunisdindulaudstnuavilslmunsoniduass
Tnundesiulunielvungn wuderiuuuisnsinaulaususlufaulsiifegiimmn udadennisuen
S?fqa'dmaiﬁ’léﬂuum&fa&JﬁLuﬁauﬁ’umﬂﬁqm [15] danasyusulinisdndula lawn ID3, C4.5, CART 2184
danosfiusuliinsdadulafiingian D3 szassiulidadulalasidonuennstidnfiunalngvestoyanin
fign uazAidAndmunsuenluun sesfunisuszananateyauuulideiios wazmsulueaiiuudliud
9uLiin overfitting [16] 8ane37iu C4.5 1unisusuugsdanasiiu ID3 Lﬁaﬂaqﬁuﬂimgmizﬁ overfitting

[70]
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Tupouazviinisfaudsisuui ugiues 103 nsrvrunsAIiun1sAoNITIEYNAYT (Threshold) 1don
Fregatioaninnaeifirnue 39aean overfitting 16 d@u CART (Classification and Regression Trees)
[17] Ad1efy C4.5 uduandafunssiisesiusauuadmneidudaiey (msannoe) waghidnnuyang
ALEUNTWUSE LD RN@DINIERN ’Lu%@;ﬂaﬂgmmaummmm%‘%’uﬁwaq Gini wusyasegiagdueenidu
Yt denaesyn daiy wiazluuadlaladnvesduliifnaulafiasietu daodluuadusuliluuduay
nssuunyszianduliidadule (18] agude CART Wuduliluund Tusaedl 1D3 uaz Ca.5 anunsaiy
sulsuuumanemadonts TuruAsefld CART faauidoves Patel wa Prajapati [10]

3.3.5 lasanguszamiign (Artificial Neural Networks)

faneifiuiiansninieuvedlasaiielszamanssvesuyyd Usznausiiy 1wad
Uszam iFonin Thsou wadUszamlunsiunseuaUszam Fonin iauled edenszuataeuszam
Funin woareu MNLuIAfIna TusundunssuiumaiauedasiigUszamifion. Famaned
wiethevaslnuaiilendedaiu [19] Usgnaudae input layer Tumi%’usﬂ’aaﬂamﬁ%mad hidden layer 2%
L%Wiaﬁ’unnimﬂiu input layer waz output layer laen1sideusai3andn 109 (Edge) wdsanlasenis
UssamidtesiinsBeud azfiamimiin (weights) msduamdnimidn uazilidunsuuasdieiladdudn
woen (sigmoid function) Mendulawesludnunuiaus (hyperbolic tangent function)
3.4 TumansiSgusuuTIungs

wiadan1sieuiuuusungs (Ensemble model) lunisilumanissuundeyanans ¢
Tuan1vinaIusIuny Lﬁdﬁ’lﬁﬂixﬁwﬁmwﬁﬁﬁqm Fameila Ensemble Usznaudie Vote Ensemble,
Bagging, Boosting, Random Forest dmfuemAseildng Vote Ensemble uaz3a Random Forest Wit

3.4.1 Vote Ensemble

Junsusuusaszansnmnisduuntszsnnlung adlueaimemaiiadiuundoya

o1ty silsidndule dwnefanamesunsdu Wouthulndian lasstneuszamiiion ldndnnslmaid
Snwugadreiududneu uagaineuidoves ABRO [20] 1uUssANEAMAIY vote ensemble 971
fana3nuu1dniug (Naive Baye) lassuneussamiiion (Artificial Neural Network) Wag WUUIN1809
aedadnd (Logistic model tree) Feanansavaefisdszannnanugndald vuddsldhdanesii
Usgnause 1) dwwednnnmesuamBu 2) wuuwdwud 3) weuthulndiiga 6) suliigaduls 5) lasstg

Usvamiiey 1alunis vote ensemble @un15nadl

y=mode{C, (x),C,(x),....C,, (X)} (1)

dle ¥ Jumsvhwssihunsasazuuudssdndnguewiaznisduundeyausazsia C |

3.4.2 n3gutlel (Random Forest)

Random Forest Ludane3fiusuunuszinnnisiieuivonndes fiansannssiuun
Usstnnannlassaireiulsl drennmesdudassiiuanuaaniouty wagiuliudazduvinislmandonied
fiduwn x dmunaraifen [21] §9 Random Forest iuifdnlusuanussuitouasdvszansaim
uanani Random Forest \Jumedianisduundoyaiilasunissensumniige iesaniinuandfsa
W Msiannuddsuls Tefanan mstaanueaiandeu avalndides Wudu [22] uag Random
Forests §al#la A udayadi flnssadranazdoyadilifilaseasng agufe Random Forests Ingiald
Usgnause Decision Trees anefu ‘TjﬂL{J‘uﬂﬁﬁhLL‘L!ﬂ‘US%Lﬂ%‘ﬁug’mﬁﬂi%ﬂ@u%mﬂu Random Forests
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aunseadl [

23]
Vi ::fk (%), f, eF (2)
=

.:4' A & 1o L A . 2 & A PR
dlo Y, Wurwhuneves | Jeyaiiiueglu (instance) X; £ \luituivesduliinnney
f, aenadosiudulil way f, (x ) Junadnsvosduldl

4. @apntglun1siauseansnan

oA AnAuusiugn (Precision) AANATUIY (Recall) F1-Score wagA1ANgNsing
(Accuracy) A9dl

Precision = L (3)
TP+ FP
Recall = — @
TP +FN

Precision xRecall
Precision+Recall

F1=2x

TP +TN

Accuracy =
TP+TN +FN + FP

Jayannensal 1 Wieuiunaasfe b

Toyaninensel lal euiunamasae bl
Toyad

dle TP (True Positive) #
TN (True Negative) @
FN (False Negative) f
FP (False Positive) f

o O

Jayannensal bl Wguiuraashe b

v tﬂl L4 1 a L% A 1
2HaANNYININU 19 Weuiunalnasde lu

® ©

NAN1339Y
1. wansdwundayanansznulade-19 sadUeusediv

1.1 nam15inUsEanSnIm 31nNIsWUIyAveLa 80:20
FRlaAliunmsTundeyamedanasiiy Usenaume 1) dnnesainnesuundu 2) wuy
wdniug 3) weutnilnaian 4) dulddndula 5) lassiedszanniiey laethdeyanansenulain-19 #e
v [ a L3 ' v a a I~ [ v o U
AUigusi S [3] iieseid Tnsuwlsyndeyalunsvaasulsednsam 80:20 fie wiadugadeyadmsy

N15i38u3 80% uaryadayadmiunaaeu 20% nanisnaaeuusedniamnsiiuundeya fannsem 2
WATLAAIAIN TN 3

ﬂl a a o v v ' v
AN 2 HANTNAADUUTZANENINNITIILUNTDLS AIUNITUUIYATDLA 80:20

dana3iiu Precision Recall F1-score Accuracy
SVM (RBF) 0.659 1 0.792 0.656
Naive Bayes (Multinomial) 0.923 0.814 0.865 0.833
KNN 0.736 0.898 0.809 0.722
Decision Tree (CART) 1 1 1 1
ANN 1 1 1 1
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£

1M 2 ManeasuYsEAnEAmMsTuundeya annsulsedeya 80:20 wui Saneiiia
fifiuszavBamanniign dannugnees (Accuracy) windu 100% e sulsiiaduls (Decision Tree) uaz
Taswneuszamiion (ANN) sesasanlsiun uidvlud (Naive Bayes) finugnsios 83.3% iteutiulnd
fign (KNN) flaugnéies 72.29% uazdnmosanamesusdu (SVM) anugndes 65.6% muadu

1.2
1
0.8
0.6
0.4
0.2
0
SVM (RBF) Naive Bayes Decision Tree
(Multinomial) (CART)

M Precision M Recall ™ Fl-score M Accuracy

M 3 WiguigudsEansainnisiuunteya wusyadeya 80:20
1.2 nans¥aUsEansam annsuUsyateya 5-fold cross validation
ms’;mJi“a‘wﬁm‘wmEJmiLLm‘uauaaaﬂL‘Uu 5 summﬂu (5-fold cross validation) vitel4lu

msmaaummmmaﬂ mmiw‘w 3 LLauLLaﬂﬂﬂﬂﬂ’W‘W‘Vl a4

M19199 3 Han1snAaRUYsEANSAIMNTTUNToYa Men1siusyataya 5-fold cross validation

F®/Ne Precision Recall Fl-score Accuracy
SVM (RBF) 0.690 1 0.817 0.691
Naive Bayes (Multinomial) 0.876 0.713 0.782 0.727
KNN 0.771 0.858 0.812 0.727
Decision Tree (CART) 0.994 1 0.997 0.996
ANN 0.985 0.99 0.992 0.984

1AA1597 3 nsmaasuUsEAnSainnisdiuundeya 91nnsuysadeya 5-fold cross
validation wui1 Saneifiudifuszansamanniian liun dulsiiadula (Decision Tree) TAnugndos
99.6% sotatlaun tassngysvamiiion (ANN) daugnees 98.4% w1dvud (Naive Bayes) uae
iieuthulndfan (KNN) fanugndfeanindiu 72.7% uazdwmosanamesuusdy (SVM) fanugndes toe
figm 69.1% suadu
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12
1
0.8
06
0.4
0.2
0
SVM (RBF) Naive Bayes Decision Tree
(Multinomial) (CART)

M Precision M Recall MFl-score M Accuracy

A 4 Wisuigudseanianmnisduundeya uusyadeya 5-fold cross validation

2. wamsinysEansmwnsIuundayadienisifeuiiuusiungudeayanansenulain-19 dagUae
AETEAT

va o

H37eldndunisiiuusednsamdwundeyasrionisasalunanisiSous wuusiung

Y
(Ensemble) Usznaunag 1) Vote Ensemble 2) Random Forest lagindayanansenulain-19 deorUqe
wzt5edu [3] 1Tasigi Tnswdsgadeyalunisuaaeuuszd@niaimdu 5 gawiniu (5-fold cross

validation) viail witeliinsgudeyaiinisnszaredifififian (randomization) Wunisan Bias 99nn15¢u
Joya uaziiuANudeiulunmveseulseavianlung  HANITVAABUMAINITIN 4 UALUARIAINING 5

M19199 4 Han1snAaeuYsEANSAIMNTIILUNToya

A5 Precision Recall Fl-score Accuracy
SVM (RBF) 0.690 1 0.817 0.691
Naive Bayes (Multinomial) 0.876 0.713 0.782 0.727
KNN 0.771 0.858 0.812 0.727
Decision Tree (CART) 0.994 1 0.997 0.996
ANN 0.985 0.99 0.992 0.984
Ensemble (Voting) 0.931 0.997 0.96 0.944
Ensemble (Random Forest) 0.997 1 0.998 0.998

91NN5197 4 MavedeuUsEAnS MU deyaiisn1sdsuiuusmngs 9InnswU e
Yoya 5-fold cross validation Wu31 Sane3iuiduszansamunniga liun nsgualsl (Random
Forrest) fin1ugnaies 99.8% sesaswlaun nsduundeyasionsivan (Vote Ensemble) fiavugnsias
94.4% LLaSL‘fIIEJL‘U%EJ‘ULﬁEJ‘UﬁUm'ﬁﬁf’lLLUﬂ‘ﬁlﬁmuaﬁ’JEﬁ%ﬂ’li SVM (RBF), Naive Bayes (Multinomial), KNN,
Decision Tree (CART), ANN wWu31 357115 Ensemble (Random Forest) fiUsgansaimunnnin
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1.2
1
0.8
0.6
0.4
0.2
0

SVM (RBF)  Naive Bayes Decision Tree Ensemble Ensemble

(Multinomial) (CART) (Voting) (Random

Forrest)

M Precision M Recall ®Fl-score M Accuracy

awi 5 Wiguigumsiiudsgavsnmmsduundeyamenisiseuiuuniungs

aAUsINaN1TINY

1. wamsduundagyananszvulain-19 sefUlsuziieiu

1.1 wansiaUszAvsnim anmsudsyadeya 8020 wuin SanedfiuidiuszAvsnmanniian léun
silddadula (Decision Tree) uaglasstnguszaniiiey (ANN) drugndes 100% sesawsnlaun urdviug
(Naive Bayes) finnugniias 83.3% titeutiulnddign (KNN) fanugnsias 72.2% uazdnmesnrnmesiy
¥fu (SYM) farmgniaq 65.6% v i 1d 89910 Sane3fuduldidnduls d1898n15 CART 141l
madanawssudeyaduian waelidnvazdoyawuuluundiludiunnn Sedmalifivssdnsainun
donAneiuIUITevas Patel uag Prajapati [10] ladnwinisdwundeyameduliidadula gadeyanisvi
aonduyadayasosus nsUSeuiieudanesvia 1D3, C4.5 CART wuin dane3fiu CART dusz@ngnn
wnfige denugndes 97.11% dwdanedfislassdieuszamidion fwansindszdnsamindu ol
e ideldtinstmuanisFeuduuuaedu Sedwmalvidussansamwitusulddeduls uisd
mneaeudunuuisyndeya 80:20 anmasiinsdudeyanaaeuite Jsdamaliiiuszavsnmunauluse

1.2 wamsinusgdansnmmsdundeya anmsuusyadeya 5-fold cross validation wudl
danesfuifiuszAvsamanniian 16un suliidadule (Decision Tree) fimnugneias 99.6% sesasulaun
TnsstneUszanmidion (ANN) Sannagnéios 98.4% wndwiud (Naive Bayes) wagtitoutinilnddian (KNN) 3
AnugndeaY 72.7% wazdwnesdnniawme sy (SVM) fmmgndes Yeuitan 69.1% Maiidesan
dane3fiudulddndula deniinisuuu CART llinsdaniswseudeyaduduay uaslidnuazdeyauwuy
Tuusifudnnn JsdswaliiiuszdvSamann donndesiunuideves Patel wag Prajapati [10] ladnwn
nmsduundeyamesulidinduly yndeyanisvhasaduyndeyasasud wud1 Sanediiu CART 4
Uszavisnmanniige finnugnéies 97.11% Wewisuiuisnisu
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nmsUszfivdnsnmeieiinisudagadeyaidu 2 dau (Split Test) fio 80:20 wasdin1suuy
wisyndeya 5-fold cross validation wudn msuvsyedeya 2 dwdiuszavsamunnnii esarnnisuvs
gadoyauuu Split Test 1unisdudeyanszaelulugadoyaniasous (Train) Sruiuninndinisuign
Y938 5-fold cross validation wiffe19il Bias \ipsa1niinisduteyaniuies vinlidesdnimaaoy
Usg@nS a 1835151 k-fold cross validation 1l 81958 udoyadn1snszaredadi i ae
(randomization) tJunnsan Bias 91N sduteya wazifiuarmidesulunisaaeuszsansamluiag
Fawan1snsnaaeuUszansamiinisutsyadeya 5-fold cross validation Asutsyadeyavitiusiuiy
5 4 Fowimsmsuliaaianun 5 50U wazviageuluna 5 sou Fsnsmsulumanisidouivenaiossd
Joyatioanitnisuisyadeyauuu Split Test denalviuszaviananasnulume

2. wansinUszanEnmnnsanuundayadrensiteuiuuunungudeyanansznulain-19 defioe
UTIAU

wansuiinUsEansnmnsTuundeyadienisiFeusuuusiungy (Ensemble) 9105wyt
Yoya 5-fold cross validation Wu31 sane3fiudfuszansamanniiae leun nrsquualsl (Random
Forrest) fln1ugndies 99.8% sevaswlaun nsduundeyasionsivan (Vote Ensemble) fianugnsias
94.4% vl 1189910 Random Forrest iunsduundeyauszianainlassadradulsl 1y Decision
Trees vianedu Uszneusesanesfiuedsassdaneinuvessuliidndulanuugu Ao sanedfin Random
Forest wa38ms Extra-Trees Swiansisifumaiianisnausay wonainil Random Forrest finauanda
77 1wy nsiarudAyEuls defianatn nsiannurataaden anulndifss dealdannsadiv
UsgAnsnmnissuundeya WewFeuifisuansaneifiudulidndula (Decision Tree) faugndas
99.6% @7u Random Forrest flmugnias 99.8% ftu asdiulddnissuundeyadusyaninimmn
fu Tnedianugndeadiniu 0.2% aenndoafusuiseves Mohana uazaudy [12] l#Anwdaned iy
n1sguUnlyl (Random Forest) @15 uni1sduunauna uAulil (tree based ensemble) #8355
Classification by ensembles from Random partitions (CERP) %’aaﬂmﬂwqwﬁa;gamL%Wiamqﬂwmn ALY
nsTUUNTFouvenaes MenszuIunsnTIvasutoyaazyiiaazeIndeya nan1sAnYINUIN
nsPUNtayamETBn1s CERP lAugnaes 0.8333

Jalauauuy
mMauiUszAnsnmduundeyanansznulain-19 deftieuzidedu annsnthluldfudiensss
suldsunansznudensindeledn-19 elilsmenunaviearsisagy annsoilunanissuundeya
fUasnzifaiuldegnasnda danugndowindslu satetaudelaslulfidudoyadiniy
msnensaifieudsafuduluowen  warnsiseadwieluasvisnisliaauusiuggannndni
\W3BN15 Deep Learning Bnmsduundeyaniseuiiuusiunguiawmaianisaunaiu {usu
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