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Abstract

The objective of this research is to 1) create the model and evaluate the performance of
a model for classifying job applicants' resumes, 2) develop a web application system for job position
recommendations with machine learning method, and 3) study user satisfaction with the web
application system for job position recommendations with machine learning method. The sample
group consists of 30 fourth-year students majoring in Information Technology at Rajabhat Maha

Sarakham University who will be undertaking an internship. The research tools used include
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1) a dataset of job applicants' resumes, 2) a web application system for job position recommendations,
and 3) a questionnaire to assess user satisfaction with the web application system for job position
recommendations. The algorithms used to classify job applicants' resumes include Naive Bayes,
Support Vector Machines, Decision Trees, K-Nearest Neighbors, and Multilayer Perceptron.
The evaluation metrics used for the model include Precision, Recall, F1-Score, and Accuracy.
The statistics used to study satisfaction were mean and standard deviation.

The research findings revealed the following: 1) The creation and evaluation of the model
for classifying job applicants' resumes showed that Multilayer Perceptron and Support Vector
Machine methods achieved the highest performance with a precision of 99.64%, recall of 99.59%,
Fl-score of 99.596%, and accuracy of 99.59%. 2) Development of a web application system for
recommending job positions with machine learning methods. The system can work as designed.
It consists of five components: a membership system, a PDF file processing system for job
applicants' resumes, a data processing system integrated with a model, a system that displays job
titles corresponding to job applicants' resumes, and a system that shows job vacancies from
recruitment companies. 3) The assessment of user satisfaction with the web application system for
job position recommendations with the machine learning method indicated an extremely high

satisfaction level, with an average score of 4.69 and a standard deviation of 0.47.

Keywords : Classification, Resume, Machine Learning, Natural Language Processing
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1. WnguszasAnsIde

1.1 WeahauuudasuarmevnusEdvsnmuuudassmsduunussinmlse SRdevesasinsay

1.2 WievinnszuuivueundieduiusimumisnuseBmsisouiveanies

1.3 ieAnanuismelavesgldnussuuduneundiaduuusivumisnuseBmsSeuivouaios

2. lnasuaznuddefiiieades

Goindani, Liu, and Jijkoun [2] ldtaue n1sdnwunUsziangmainnssuvesuiednalaeldnig
Inadsvasinsa ngldyatoyanisinanivadag muﬁé’aﬁau‘iaagamm%’aga Ao YadauANTITUUAY WAy
yadoyanisguaduain ddeyanisinad 10,000 518013 Iaen1sdnwundszianiduuuy Binary
Classification Td8ana3iugruunusyian 2 15 @e Support Vector Machine (SVM) Lay Gradient
Boosted Decision Trees (GBDT) Han1591kunUsstannyudn 35 GBDT lilsz@nsninuinnin SYM

Daryani et al. [3] Winaue ssuudansesdseingevesadnsanulvaenndesiuneasideniu
1nel435n15 Natural Language Processing kag3s Similarity lngsguuntasanidu 2 diu fe 1) nsada
%’ammmﬂﬂizi’ﬁ&Jamaﬁaﬁmmmwuﬁ'Lﬂu%'ayjaLLUUVLzJ'ﬁImqa%’N Togldwasianiesiu NLP laun
Tokenization, Stemming, POS Tagging, Named Entity Recognition ey 2) @3195zuutuginlszings
vosyasinsulivinzauiuTeasdunau Ingldds laun Vectorization, TF-IDF uagmImiAuaa1eni
W Cosine Distance dwifunisnaaeuszuulitoyalnansieazideniiuain Amazon.com lagaintaya
1nUsyiRgovesiadasauunfuly aniurilioglusuiuuues Vectorization iemauadieais
seninaseifgevesaiasiuiusigasideniunig Cosine Distance WAzIAAITULAYULAAINARZ UL
ATUAAIIARIAIY

Chowdhary and Bhatia [4] ldjaue 38n1si5euivosndesdmivszuuuugiiuszifdevos
Hasinsnuuuusalusi@ Tnsdeanisfiazusnvnemy sz ifdevesiainsnuiigndadunlitudioynna
uaziuziUsy Rdevesdainsuiiaeandosiuseazdeniu (Job Description) fidneyanadesnisiuy
snluilia lngldyadeyauszifgevedainsinu a1n Kaggle evhnisveaesdwunUszan wie3snns
oonifiu 2 dumou 1Wud 1) SwunUssanvesysyRdovesiaingau uas 2) wurthuseiRdovosadng
Nuilgenadastusisazidenaiu agn1ssuunUszan Tawn Random Forest, Multinomial Naive
bayes, Logistic Regression, Linear Support Vector Classifier Nan13inuUszavsnnuin 35 Linear Support
Vector Classifier liAnaigndfas (Accuracy) gefian 78.53% wazmsuuzihuse Rdevesfasinsaulsings
fuseazdennuarld Cosine similarity wazld3s KNN AifiaruilndifssiuseasiBonau

Javed Mehedi Shamrat et al. [5] loiaue 35n1sdsussniadunusnudsuluddualinsaiu
AMNFADINTVRIUAAZ AL (Personalization) Iaglddanasviu Decision Tree aelunisdndula lngiasizn
9n1ASIa5197849 Decision Tree WiaR15001 1 vt Uszaunsal udeudidesnns awnitaula
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s lunstauszansamld 12 srenisveaeu wudn Meen Accuracy @i 99.52% wiaufunadeu
deduame
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Tran, Vo, and Luu [7] léutaueisnmsiuned esumd ssuannsiesazidonou laeldisnis
Suunlssnvkuuasaa gedoyaTiusmansandonmuluiuleding q dfmue 68 fussy
uagI1wasldunIIU 22,000 519015 Tun1snaasslddana3Aun19A1u Deep Learning tauA A8n1501u
Pre-trained Embeddings tag 35n115a11 Transformer Models Han15MAaoIwu31 35 BERT 1A F1-
Score q\‘l‘ﬁ'qm 62.20% fiugadaya Development Set wagldr1 F1-Score 47.44% fiutn Test set

nflugn 8uS%n, antal To2e wazgnins qala 18] WAdeiTes maiauueundiadurae
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unduazuuy uagthazuuullisufisvavinimmzandulduazuansmaluguuuudeanim
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1.1 ¥ateya (Dataset) NlFlun1snaassasnauuudnass (Model) laun gadeyauseiftoves
Hadnsau (Resume) [9] aniulest Kaggle.com
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Data Preprocessing

Upload Resume Show Job Title

‘ Clean Data |—)|WDrd chmcmaliunH Stop Words |
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| TF-IDF ‘

NLP Processing

Model Evaluation L
| Naive Bayes e
| Support Vector Machines

| |
|
, | 3
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A i > Model > |

K-Nearest Neighbors j > Validation = odel »| ‘ Model H JobTitle =% Job API |
|

|

Decision Tree

| Multilayer Perceptron
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\Judnvesniseenuuuuazimunivueundindud elvgldanusUinanlidusziadevesatnsau
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3.1 MakitdeyauaysiuTiudeya (Data Access and Data Collection)

yadeyaiildlunismeaesairsuvudiassunisuugisiumisnu Taeldyateya resume
ogluguuuuvedlild CSV uazyadoya Resume iunwidsngu 9ndules Kaggle.com (91 Gaidudulud
Ansunsyadoyammsgrulidmiunmsihumeassiunsiioudvea’es (Machine Leaming) ynadoya
Usgnauludledoyadnuiu 962 uad wavasududIuIu 2 Aeuduy Insudazaedulusznauluniy
Aodun Category unsduifiAvyssnmiumissvesse iRgovesainsanly uazaedun Resume
DuredudiiAvdeninuveuseifgevesainseu oglujvuuvresuseloauuuliilassaing
(Unstructured data) 1ledinsizvigadoyanudi fidmiulssinnvesiumisay Fava 25 Fuaa
anunsouandldfaning 2 wasuanssogatoniiogluls fRgevesdadasauld fanmi 3
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Data Science

HR

Advocate

Arts

‘Web Designing
Mechanical Engineer
Sales

Health and fitness
Civil Engineer
Java Developer
Business Analyst

= SAP Developer
[=}

E‘ Automation Testing
3 Electrical Engineering

Operations Manager
Python Developer
DewvOps Engineer

MNetwork Security Engineer
PMO

Database

Hadoop

ETL Developer

DotMet Developer
Blockchain

Testing

o 10 20 30 40 50 B0 70 B0
count

MW 2 NsnsrAngveslsyiRdeveadnsnuldagdmtey

Category Resume

Data Science Skils * Programming Languages: Python (pandas, numpy, scipy, sckit-learn, matplotlb), Sal, Java, JavaScript/JQuery. * Machine
learning: Regression, SVM, NaAfA ve Bayes, KNN, Random Forest, Decision Trees, Boosting techniques, Cluster Analysis, Word
Embedding, Sentiment Analysis, Natural Language processing, Dimensionalty reduction, Topic Modeling (LDA, NMF), PCA & Neural Nets.
* Database Visualzations: Mysg|, SqlServer, Cassandra, Hbase, ElasticSearch D3.js, DC.js, Plotly, kibana, matplotib, ggplot, Tableau. *
Others: Regular Expression, HTML, €SS, Angular 6, Logstash, Kafka, Python Flask, Git, Docker, computer vision - Open CV and
understanding of Deep learning. Education Detais

Data Science Assurance Associate

Data Science Assurance Associate - Ernst & Young LLP

Data Science Areas of Interest Deep Learning, Control System Design, Programming in-Python, Electric Machinery, Web Development, Analytics
Technical Activities q Hindustan Aeronautics Limited, Bangalore - For 4 weeks under the guidance of Mr. Satish, Senior Engineer in the
hangar of Mirage 2000 fighter aircraft Technical Skils Programming Matiab, Python and Java, LabView, Python WebFrameWork-Django,
Flask, LTSPICE-intermediate Languages and and MIPOWER-ntermediate, Github (GitBash), Jupyter Notebook, Xampp, MySQL-Basics,
Python Software Packages Interpreters-Anaconda, Python2, Python3, Pycharm, Java IDE-Edipse Operating Systems Windows, Ubuntu,
Debian-Kali Linux Education Details
January 2019 B.Tech. Electrical and Electronics Engineering Manipal Institute of
Technology
January 2015  DEEKSHA
CENTER
January 2013 Little Flower Public

Data Science Skils AtA€A¢ R A¢A€A¢ Python A¢A€A¢ SAP HANA AcA€A¢ Tableau A¢AEA¢ SAP HANA SQL A¢A€A¢ SAP HANA PAL AcA€A¢ MS SQL
R¢A€A¢ SAP Lumira A¢A€A¢ C# A¢A€A¢ Linear Programming A¢A€A¢ Data Modeling A¢A€A¢ Advance Analytics A¢AEAG SCM Analytics
Ad¢A€A¢ Retal Analytics AtA€A¢Social Media Analytics AtA€A¢ NLP Education Detais
January 2017 to January 2018 PGDM Business Analytics Great Lakes Institute of Management & Tlinois Institute of
Technology
January 2013 Bachelor of Engineering Electronics and Communication Bengaluru, Karnataka New Horizon College of Engineering,
Bangalore Visvesvaraya Technological University
Data Science Consultant

Consulant - Deloitte USI
Skil Detais

A 3 fegteanululseifdevesadnsnu

3.2 maw3gudeya (Data Preprocessing)
fAfelddiiunansugadeyamuduneuresnssuiunisssunanantvisssumd (Natural
Language Processing) [10] agwuldindiliasziyadeyausz TRgevesainsau ludiuvesdeniiuves
UseiRdevasfadinsnuasdisnusiiay ftuneuduioluil
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3.2.1 yMANUara1ntanI1 (Clean Data)
Tudunauivinnisaudeanuidusidnusiiey WU 1€ @ % # * & ~ $ . Wudu way
v aa o v wa 1 DY) | . < v v o
aurpAN HTML Tag NAANINUTDANUUTEIRYDVDINANATI LUU <div>, <p>, <a> 1unu Azldida

2N 4

Resume

skills A¢A€A¢ Python A¢A€A¢ Tableau AcA€A¢ Data Visualization
A¢A€A¢ R Studio A¢A€A¢ Machine Learning A¢A€A¢ Statistics IABAC
Certified Data Scientist with versatile experience over 1+ years in
managing business, data science consulting and leading innovation

Category
Data Science

projects, bringing business ideas to working real world solutions. Being a

strong advocator of augmented era, where human capabilities are
enhanced by machines, Fahed is passionate about bringing business
concepts in area of machine learning, Al, robotics etc., to real life
solutions.Education Details

January 2017 B. Tech Computer Science & Engineering Mohali, Punjab
Indo Global College of Engineering

Data Science Consultant

Data Science Consultant - Datamites

Skill Details

MACHINE LEARNING- Exprience - 13 months
PYTHON- Exprience - 24 months

SOLUTIONS- Exprience - 24 months

DATA SCIENCE- Exprience - 24 months

DATA VISUALIZATION- Exprience - 24 months
Tableau- Exprience - 24 monthsCompany Details
company - Datamites

description - MKEM Analyzed and processed complex data sets using
advanced querying, visualization and analytics tools.

Resume_clean

skills python tableau data visualization studio machine learning statistics iabac
certified data scientist versatile experience years managing business data
science consulting leading innovation projects bringing business ideas working
real solutions strong advocator augmented era human capabilities enhanced
machines fahed passionate bringing business concepts area machine learning
robotics real life solutionseducation details january tech computer science
engineering mohali punjab indo global college engineering data science
consultant data science consultant datamites skill details machine learning
exprience months python exprience months solutions exprience months data
science exprience months data visualization exprience months tableau exprience
monthscompany details company datamites description analyzed processed
complex data sets advanced querying visualization analytics tools responsible
loading extracting validation client data worked manipulating cleaning
processing data python tableau data visualization company heretic solutions pvt
description worked closely business identify issues data propose solutions
effective decision making manipulating cleansing processing data python excel
analyzed raw data drawing conclusions developing recommendations machine
learning tools statistical techniques produce solutions problems

A¢AEA¢ Responsible for loading, extracting and validation of client data.
A¢A€eA¢ Worked on manipulating, cleaning & processing data using

AN 4 Taanunlandaiianuazeinteniny

3.2.2 M3AnA1 (Word Segmentation)
naaInNMsThaLare1nteyaniazladenuwuuliiilasease (Unstructured data)
Sudusenidernuimarduudadiiudeyauuuilassadns (Structured data) ilelaansnluld
a$1anuusiandld Tnenszuaunsiadlaldlausis Natural Language Toolkit (NLTK) [11] ueiaelunis

AAAT AakanIbUAITIN 1

A1519% 1 NanNISAANAN

Japunaufnfi

FoAMUNAIAAAD

Database Used: SQL Server

Used | : | SQL | Server | . |

IT SKILLS Languages: C (Basic), JAVA (Basic) Web

IT | SKILLS | Languages | : | C| (| Basic |
)|, | JAVA | (| Basic | )| Web |

Skill Details BOOTSTRAP- Exprience - 24 months

Skill | Details | BOOTSTRAP | - |

Experience | - | 24 | months |

3.2.3 M3fdnAmgn (Stop Words)

Tudumeuiunisidadmeanlifideddyeen Fdnnudmeanusngludeaiiud

m’mﬁ‘ﬁau%’wqq f-ﬁ’m&;mmfﬂLﬂuﬂmﬁﬂwmzmmﬁlm%ﬂﬁ’uLﬁfyam p19dwmansynulun1saunlszian
Toyald f10819AIMYA WU has, hasn't, have, haven't, having, he, he's, hello, help, how, howbetit,
however, i'd, i'll, i'm, i've, ie, if, ignored, is, isn't, it, it'd, its, obviously, of, oh, ok, and, can, for, the
Hudu
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3.2.4 n15%11 TF-IDF (Term Frequency - Inverse Document Frequency)
Tudumeunisvi TFHDF W uAsnnsiinansanesdUsznovvesdnglulsylon nie
Usglealuenarsifunan lngagliihaduresdnisluenaisunldinszi I 2 esAuszneunieiu fe
Term Frequency (TF) Wag Inverse document Frequency (IDF) [12] @w1saasuignisvinaula il
1) $uneun1svi1 Term-Frequency (TF) \duanfivenanuivesiusazamiiusinglu
onansienansnie TneAndwaannisthaauessieiiusg UswﬂgﬂuLaﬂmimmsﬁwﬁﬂmuﬁwﬁy’wu@
Tuonas AwIlafIENnIs

count of term in document

TF(t,d) =

number of word in document

(1

2) TuMOUN1IW Inverse Document Frequency (IDF) tdun1sa U2 ada 11U %N
(weight) AnudAgveLsiazAl lngazimanuaelavse o (lunaieqenals) azian IDF #1 Feusven
Pawauarliaunsafuegaruvetenasiiaunaituliingedesnuilan A1 IDF aunsadiuiale

AIFUNT
N

IDF(t) = log 7O

2

3) TURDUNITV TF-IDF 1agn15Ub01M9d09A1uNSUA Y 98 baN15AI1UIa TF-IDF

NGIAE
TF — IDF(t,d) = TF(t,d) x IDF(t) (3)
Tneh
t Ao AusIngluenans
d fp enansleiasan
df Ae uuvedenasniimAtuUIINget
N A8 918IUBNEITNINUA

3.3 A5E51aLUUTIa0e (Model Build)
mieﬁwl,l,wﬁi'ﬂaméhEﬁﬁmiﬁauiﬁmLﬂfj'aﬂ Lﬁ@iﬁﬁumiﬁﬁLLuﬂUszm‘mUiﬁaﬂamaa@aﬁmi
NuIMNYATeYa Resume laeldn1w1 Python uu Google Colab [13] lun1snaaesasnauuudnaoduay
Uspiiiudseansamuuusiast wazandseilddenlditnissuunyssan 5 3% esannduidilasy
anuaulaanmsidesunsSeulvennies (14] aunsaesuienisvhauusiagisle dail

P=1

v

3.3.1 3u1dvliug (Naive Bayes) Wi uisnisduundsziandeoyaiildddinainunizndu
(Probability) wevaglunszuiunsAmuinmsenansaliadnslunsduundeys Billdnguneadiuay
madsznamaihzdundeyaiifiogiiesndulalunissuunussinan

3.3.2 dnmwesannmesuumdu (Support Vector Machines - SVM) lwisnisdwunuseian
Joyandanuaunsatunisainudanensenitngudeyafidudeunseiiluidnduldognaiivszdnsam
Wnstlldvannisnduuds (Hyper Plane) ilssezineseninadoyadesnguillnaiian (Margin) u1nfign

~ N 3 | v N N a ' s
wisnennaudeyaseniluassdiu Tu SVM, iduudsiildaianqudeyaisuninlawesinau (Hyper Plane)
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Faanusaduldlunarefid uazanunsoudsdoyaiduassnguldegefiuszansan Salszozvinssewing
foyaaosnauitlnaigrannuiils fesBedanudulalumsusnuazsuunngudeyaiiuiy

3.3.3 Wiftoutulndiian (K-Nearest Neighbors) 10u3slHlunsduunngudeyalneriiss
AndnuaflndiAstuiignues k nqudeyadilndifeatunniian Bmstldnsiunmeszesinesening

1%

ndeyalagld B Euclidean Distance dadumsiszozsinassninedoyaaosgn nadwsildainnisdua
srepviaauandliifiuiennuadondsiuvestoya essevvinsloouanifinnundendsiuvesdoyadi
1Ny

3.3.4 Weliisindula (Decision Tree) WumaliAlunsuusUssunmdoyalaglddnuaeang 9
vosteyadunasilunisdndula lassairswesiuliiusznausaelvua (Node) uvsussiamdoyaniy
Snwaugiidivun nunasgeuesslsl (Leaf Node) axifunadwduiaussianiuisldandoyaidadranlu
sl

3.3.5 35 iwUnseusuLnatetu (Multilayer Perceptron) iJwiSniwvesdaneiiiu
TnssneUszamiiion (Artificial Neural Networks) #iilassadnanuumans du Wdmsulszanananse
Fuunvssandoyadifianududou Taslassarsusznaudag Input Layer lun1ssudoyauiitues
Hidden Layer uazduveq Hidden Layer azdousiofunnluualudstu Output Layer Tasatneussanm
Wiendnsi3sudandmidn (Weights) n1seuamatiain wagiardunisutasiefsidudnuond
(Sigmoid Function) Wengulailesluanunuiaus (Hyperbolic Tangent Function)

3.4 NM3UsZIHUUIEANSAINLUUTI803 (Model Evaluation)

nsUsziiudseansamvesiuuInaadldaieis kfold Cross Validation [15] tnevinnisds
Joyasenilu k @it q Ay sAfeduvadu 5 @ vie 5Fold iioldaduiduyateyaiFeus (Train
Data) wazndayanisvaaey (Test Data) Tngmsnaassnsausnivualidud 1 \Juypmaaeunazdiui
wdefe k-1 1Jugaioud veunseisdoyanndwldiduyassuiuazyanaasuaunsu dmiunns
UsvananaavUsvananarienun k as vioUsvananasiu 5 ass Ingisderdwmalilduuusiaaddtiu
ﬂ'1iL?ausju,azmimaauﬁwm%ayjaﬁwm TunnsnaaesufazasearldUssans nmaesuuusiass
Tnoaudsedld fuusliinisusyidlulssans mmaesuuusiassurazidaaenisiauvumssloas
(Threshold) Tug Uuuuveanisnaneuil 13 ulun3nd (Confusion Matrix) Iagldiunsndn1suseiiiy
UszanSnin Taun Aranuutiugn (Precision) AAusean (Recall) Ao iuanes (F1-Score) WazAIAINg
gnfed (Accuracy) Festeluil

TP
TP+FP

Precision = ()

TP
TP+FN

Recall =

Precisionx Re call
F1 =2x (6)

Precision+Re call

TP+TN
Accuracy = ————— (7)
TP+TN+FN+FP
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Toedi
TP (True Positive) A® WUUTIAYINUIEI 939 BUAU KalRagRe 939
TN (True Negative) Ao wuudtassviuedn lda3se Weuiu wanasde ldase
FN (False Negative) A9 Luudaewiuwiei s eudU nalasfe 939
FP (False Positive) Al WUUT18011U1871 9349 WBUAU NalRaede a3

35 miﬂ”@umﬁ‘uLL@UWSLﬂ%ul,mzﬁwﬁLmﬁamuﬁw%%ﬂm%uiﬁumm?lm
Tuduvainisesnuuunasiamivkeundndu §3Telddilunisiauissuuniineesnis
WAUISEUU (System Development Life Cycle : SDLC) 5 Fumeu Tuduneunsinyiuaresnuuussuy
ldnguin19enkuuknunIn UML (Unified Modeling Language) wagldununin Use Case Diagram
gaUENsYIUveIlduiuANNEINNIITRITEUY Fanwdi 5

Resume Classification System using Machine Learning Method

Users

View Jobs Description }------ Use-----2 Jobs RL‘Acgiltmcnl ’

=] . < a ) o o ' Y  ad = 1% a
AMNN 5 Use Case Dlagram 33UUL?‘ULL@°U‘W§LWSUULLugu’W]']LL‘VT‘UQ\T]UW']EJ']ﬁﬂ’ﬁLﬁE]uz?Ja\uﬂﬁaq

9Nl 5 uane Use Case vaatiuueundinduiiiannligldnuansaduinanlnduss I3
govesffarinsularsE LT UssInananuUUassldnnsisousueaedos ieuusthmumisaud
doanreiuUsyifgovesadnsnuvedldin uazssuudiaunsouanisvasdunsiunieanudngmin
U3Ene 1 Tiaenndastumunisnuiissuuuugiinge

4. adalluns3de
addldlunisiinsgideyannufianelavesfldnuszuuuusihdunisnuanisdnyinas

nsfnwideysannsfunsiinu i deds wazdmnideavunasgu Tasthuedildideuiuinasing
Ussdiu 5 seAuvasiAdn (Likert Scale) [16] il

Aadeiniu 4.51 - 5.00 MneANIT sEduINTign

AadeinAy 3.51 - 4.50 AN SEfUIN

Aadeindu 2,51 - 3.50 vaneANL sEUUILNANs

Aadeindu 151 - 2.50 vaneanud seduies

Auadswiiy 1.01 - 1.50 vsnganuin sedutiesiian
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Nan1578

1. wansaauuuinaeuaznUssansawuuuinaasnsdnuunlsainnuseingavesatinseu

{Auldinnsmaassatanuusiaesangadaya Resume ik utunoun1snsudoyauda
TudumeunisadrauvudaeldldisnsduunUssiandoya 5 35 1dun 3518908 (Naive Bayes)
FBdnmesarnnesuumdu (Support Vector Machines) 33#uldidndula (Decision Tree) 38uioutinilng
ﬁ'qm (K-Nearest Neighbors) LaziwedleUnseuLUUNaned u (Multilayer Perceptron) s Usziiiu
UsgdnSn1neds 5-fold Cross Validation uagldAuning fie Arauusiugn (Precision) A1A115EAN
(Recall) AtovFuanas (F1-Score) uazA1augndes (Accuracy) 9ntuazldnanisusidiulssansam
Youusazds famnsnedl 2

o a a a aa °
15799 2 WaN15UTLUUTEENTAINUBIITNITIUNUTLLAN

Method Precision Recall F1-Score Accuracy
Naive Bayes 0.9329 0.9148 0.9064 0.9148
Support Vector Machines 0.9964 0.9959 0.9955 0.9959
Decision Tree 0.9961 0.9959 0.9952 0.9957
K-Nearest Neighbors 0.9719 0.9730 0.9677 0.9730
Multilayer Perceptron 0.9964 0.9959 0.9956 0.9959

9NAN5799 2 Han1sNSUSERILUSEANE AMUR BN TS ILUNUSELANA UMY 5 58 WU
78 Multilayer Perceptron Uag35 Support Vector Machines dfasgnsas (Accuracy) wiudi 99.59%
1ANI138n158Y 9 sesasnldun 35 Decision Tree flfAugnsos 99.57% 35 K-Nearest Neighbors
finuAnugnies 97.30% wazds Naive Bayes danunugndestiosiian 91.48% puadyu amisn
wanansiSeudisudssansnnvsusasdsnssuundsznnld funmi 6

1
0.98
0.96
0.94
0.92

0.9
0.88
0.86
0.84

Naive Bayes Support Vector Decision Tree K-Nearest Multilayer
Machines Neighbors Perceptron

M Precision M Recall MF1-Score M Accuracy

Al 6 LUSeuisuUTEaEN MR siagItN T unUsEIaNdeya
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2. HaMINAILIsTUUIULRUNAIAduLusId Ul uie s MsiBsuiveunias
2.1 HANIFEBNWUVBIAUTENDUTEUUI UL UNALATUL UL TNFAIKUIaIY WU SEUUiumaUnEw

Fuuuziiumisuansavihnulismiuisenuuuld Tneflesduszneuvesszuy 4 svuu loud seuy
aun¥in seuuUszndanalild POF Usyifgevesradnsau seuudsvinanadoyasuiuiuudngss seuy
wangemunisuiaenndeIiuysy IRgaveEalinTIIl WAL TEUULEAIMLMLNILINNINUTENTANIaIY

NN 7

e srunuuniha uwdsnuauAIdnnuazrnsdnidiysannsAunisiiteu

-

aneaaanne

A 7 vthdUlnanlng POF UsyiRgevesdadnsau

NN 7 wthszuusUvanlid POF UseiRdevesiainsau seuuazdszananafadaninuein
Induazihteanunlalidssananasiuduuudnassniusednsamanan wisldlunisduwundssian

s usaiy

2.2 NanINALAULBUREATUAINITNMSIAWISTUU WUl Jidanunsafiszsulnanlngusein
govesdainsauiielissuuiinisUssaianateyaluusy iR ovosainsany wazuuginmumiaanui
donnaosiuysyingevesadnsailgldauld dunmi 8

@ sruunuziswudsINaRAIdNBILarAISANIEIYSIASALNTSYINNIU

ChooseFile  Nofile chasen

R UTITRRE VI ndmsuan : A ion Testing

1 dszma
Elements Talent Solutions

HUMe : Automation Test Engineer (SELENIUM) opia 9

® THB 50,000 - THE 75,000 @ 1wAMINT ATMMUWIUAT

2 dszmadus 5 8.a. 65
Innopia (Thailand) Co., Ltd

G0 : Tester / Sr.Tester/ Automation Test Engineer/Test @Skt
Executor

® sy © waduiu navanUAT

muil 8 Buneundnduluzihdumisnufigenndesiulse ifdevesdadnsamu
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NN 8 nd1nfiszuusuzidunisulitudldenueds ssuududeusdeduiivlydues
UsEndamnuiieAwiuisnuinaagdeyaseazidenvesunisnu g ldnudie wu yeuiem
Yasumusnunlasuadas Quieu Tunusena

3. nan1sAnwIAMaianalavesldussuuivseundndusuzindunisnudieisnisieuiuveg
1389

ﬁ%ﬁ’ﬂlﬁqfﬁ’llﬂdfuLL@UW§Lﬂﬁuﬁiﬁlﬁuwﬁﬁulﬁﬂﬁm(;IJ’JE]EJ'NFL‘ZQIJQ’]‘LJ Ao Undnwianunivinalulad
ansaume anzimaluladansauma sminededgumasau TuT 4 $1u9u 30 au Tagliney
LL‘U“UﬁE)“UmiJﬂTIiJWQWEJEL‘\FUENETLGUG’mVlJJWEJ%U“U INUUIIHANIAOULUUADUNNNILATIE AL AETRA
fugnudeutunasiuazaguna fnsd 3

M3 3 HaNITIATIEIRUUFRUMLANNTE vl

5183 X SD. sEAUAUAALTI
1. anmanzanlunsdunanlndusy TRdevesgainsau 477 | 043 wnilgn
2. AnunzaveI U uTiLansFenndesiul st TRgovesiaias 4.60 | 0.50 wniign
Y
3. ANUmIEaNTeINTUTTINANaUUUTIaed (Model) Tunsuans 477 | 043 1nniige
A
4. AnuwsnzanlumsuansiumisnuiesianuUsenaunsi 4.63 | 0.49 wniign
aenadesiulsyiRgovadalinsnu
5. ANAMNZANYDINNTUARITIUALLBEAYRIFIUNUSIUIYBAN Y 4.56 | 0.75 wniign
Usgnaunis
6. mssenuuunthaeiidnduiinzay 4.73 | 045 iniige
7. anuminsadlunisldvinedignus 473 | 045 wniige
8. Avaendnuilianudaiaueue 4.67 | 0.48 wnilan
9. Avasiiundsdianumanyay 4.70 | 0.47 wnilan
Tngsu 4.69 | 0.47 wniign

1NA15197 3 wansAnwANuTmelavesssuuurhi s nuanAaAnwILazns ANy
Fysanmsdunsyau wui eglusedy wnnfign (X = 4.69, SD. = 0.47) WleRiarsandusedenuin
fofifinansussifiugean Ao mnumanzaulunissulvanlndussfigevesainsam uaz anamunzay
Y24n15UsEINANALUUTIARY (Model) lumsuanswinuvisn (X = 4.77, SD. = 0.43)

2AUS19NANT5IY

1. nan15as1uUIIatagUsEANEAmMLULTIa0IN 15Tk UNUSEIANL e tagldye
fowa Resume Litevhmmaassaiauuudians 143 uunyszian 538 uazUseifiulszansninves
wiag33ie 5-Fold Cross Validation wuin 38#luszavsamanniian laun Fineslwunseunuunane
Hu uarisdwmeinnnnosuundu darnnugndes wiudl 99.50% WilidesaniBmesiwunsounuy
manedu Husanefiulassdneussamiiion fiflassadrauuvansdy wagdmivlsznanaviodiuun
Usziandoyadifimududeulsd Sedmalinsduunussianiumisnildinnugniesgs aonadesiy
33883 Pradeep Kumar Roy uazan [4] lethiaue FBn1siSeuvenndesdmiussuuuuriuse3a
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@

govosasinsanuuuusalulfald nuin FBdwwesmanmesuundu lerinugnees (Accuracy) gefian
78.53%

2. mamsWanszuuduleUndlatuluzihuwmianuseismaiseuiveseies Taiamszuy
PILINIRALITLEUY SDLC 5 Tunau uazthiuudiaesiiiszavinmanniigniiléaindunounisadng
wuuiaes snldnusiuduivueundintuitewuzthiuwmisnuiisenndesiuusy idovesasinsiues
fldsn anansovhaldmuinguszasdiidinunly aonndesiusuiseves Daryani at al [3] lstiaue
szuuAnnsesyingevesalinsilvaenadesiuseasidenny

3. nansAnwieufianelavesszuuiuueunindunuzimumisnusgTEmsisouiveanies
wui1 eglusedu indign ldanadewiitu 4.69 uardmidssuunasguwiity 0.47 adlenaidosan
meluszuuiinmsuszananasonuuitassdiiluszansanlumssuundszinnvesiumisny Sedanals
sruvannsakuzundinuliegigniesiulsyifdevesdadasnuresldeu aenndaiuauie
09 nilugn B1STn, nafanl Yorey uazanms qula (8] liideiFes maianueundinduiedadulaly
nsideniFeuaiveeuiiunesluningdenuigesazinvuussuuuiinisuounsesn wudi g4
anuitswelaueundindusglussiuanniian

JoLaUDLUY

n153deasweliarmyadeyalszifgevesainsnuiiduniwilve wvinismaaesasng
wUUTnaRL AL waziaenldisn15i3eusiaedn (Deep Learning) adnuunusznnlviwiugiunngsuy
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