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บทคัดย่อ 
 

การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อ 1) สร้างแบบจำลองและการหาประสิทธิภาพแบบจำลองการจำแนก
ประเภทประวัติย่อของผู้สมัครงาน 2) พัฒนาระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง  
และ 3) ศึกษาความพึงพอใจของผู้ใช้งานระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง  
กลุ่มตัวอย่าง ได้แก่ นักศึกษาสาขาวิชาเทคโนโลยีสารสนเทศ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยราชภัฏ
มหาสารคาม ชั้นปีที่ 4 ท่ีจะออกปฏิบัติงานสหกิจศึกษา จำนวน 30 คน เครื่องมือที่ใช้ในการวิจัย ได้แก่ 1) ชุดข้อมูล
ประวัติย่อของผู้สมัครงาน 2) ระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงาน 3) แบบสอบถามความพึงพอใจผู้ใช้งาน
ระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงาน ได้ใช้อัลกอริทึมจำแนกประเภทประวัติย่อของผู้สมัครงาน 5 วิธี  ได้แก่ 
วิธีนาอีฟเบย์ วิธีซัพพอร์ตเวกเตอร์แมทชีน วิธีเพ่ือนบ้านใกล้ที่สุด วิธีต้นไม้ตัดสินใจ วิธีเพอร์เซปตรอนแบบหลายชั้น 
โดยใช้สมการในการประเมินประสิทธิภาพของแบบจำลอง ได้แก่ ค่าความแม่นยำ ค่าความระลึก ค่าเอฟวันสกอร์ 
และค่าความถูกต้อง และสถิติที่ใช้ศึกษาความพึงพอใจ ได้แก่ ค่าเฉลี่ย และส่วนเบี่ยงเบนมาตรฐาน 

ผลการวิจัย พบว่า 1) การสร้างและหาประสิทธิภาพของแบบจำลองการจำแนกประเภทประวัติย่อของ
ผู้สมัครงาน พบว่า วิธีเพอร์เซปตรอนแบบหลายชั้น และวิธีซัพพอร์ตเวกเตอร์แมทชีน ให้ประสิทธิภาพ สูงที่สุด  
ค่าความแม่นยำ 99.64% ค่าความระลึก 99.59% ค ่าเอฟวันสกอร์ 99.56% และค่าความถูกต้อง 99.59%   
2) การพัฒนาระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง ระบบสามารถทำงานได้จริง
ตามท่ีออกแบบไว้ โดยมีองค์ประกอบของระบบ 5 ระบบ ได้แก่ ระบบสมาชิก ระบบประมวลผลไฟล์ PDF ประวัติย่อ
ของผู้สมัครงาน ระบบประมวลผลข้อมูลร่วมกับแบบจำลอง ระบบแสดงชื่อตำแหน่งงานที่สอดคล้องกับประวัติย่อ
ของผู้สมัครงาน และระบบแสดงตำแหน่งงานว่างจากบริษัทจัดหางาน 3) ผลการศึกษาความพึงพอใจของผู้ใช้งานต่อ
ระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง พบว่า อยู่ในระดับมากท่ีสุด ค่าเฉลี่ยเท่ากับ 
4.69 และส่วนเบี่ยงเบนมาตรฐานเท่ากับ 0.47 
 

คำสำคัญ : การจำแนกประเภท, ประวัติย่อ, การเรียนรู้ของเครื่อง, การประมวลผลภาษาธรรมชาติ 
 

Abstract 
 

 The objective of this research is to 1) create the model and evaluate the performance of 
a model for classifying job applicants' resumes, 2) develop a web application system for job position 
recommendations with machine learning method, and 3) study user satisfaction with the web 
application system for job position recommendations with machine learning method. The sample 
group consists of 30 fourth-year students majoring in Information Technology at Rajabhat Maha 
Sarakham University who will be undertaking an internship. The research tools used include  
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1) a dataset of job applicants' resumes, 2) a web application system for job position recommendations,  
and 3) a questionnaire to assess user satisfaction with the web application system for job position 
recommendations. The algorithms used to classify job applicants' resumes include Naïve Bayes, 
Support Vector Machines, Decision Trees, K-Nearest Neighbors, and Multilayer Perceptron.  
The evaluation metrics used for the model include Precision, Recall, F1-Score, and Accuracy.  
The statistics used to study satisfaction were mean and standard deviation. 
 The research findings revealed the following: 1) The creation and evaluation of the model 
for classifying job applicants' resumes showed that Multilayer Perceptron and Support Vector 
Machine methods achieved the highest performance with a precision of 99.64%, recall of 99.59%, 
F1-score of 99.596%, and accuracy of 99.59%. 2) Development of a web application system for 
recommending job positions with machine learning methods. The system can work as designed.               
It consists of five components: a membership system, a PDF file processing system for job 
applicants' resumes, a data processing system integrated with a model, a system that displays job 
titles corresponding to job applicants' resumes, and a system that shows job vacancies from 
recruitment companies. 3) The assessment of user satisfaction with the web application system for 
job position recommendations with the machine learning method indicated an extremely high 
satisfaction level, with an average score of 4.69 and a standard deviation of 0.47. 
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บทนำ 
 

สหกิจศ ึกษาและการศ ึกษาเช ิงบ ูรณาการก ับการทำงาน (Cooperative and Work Integrated 
Education : CWIE) [1] คือ หลักสูตรการเรียนการสอนในลักษณะร่วมผลิตระหว่างสถาบันอุดมศึกษาและสถาน
ประกอบการ ได้แก่ ภาครัฐ เอกชน และชุมชน เพ่ือให้ได้บัณฑิตพร้อมสู่โลกแห่งการทำงานจริงได้ทันที มีสมรรถนะ
ตรงกับความต้องการของตลาดงาน สามารถพัฒนาอาชีพในปัจจุบันและเตรียมพร้อมรองรับตำแหน่งงานในอนาคต 
โดยให้นักศึกษาได้เรียนรู้ในสถาบันอุดมศึกษาควบคู่กับการปฏิบัติงานจริงในหน่วยงานภายนอก (Work-based 
Learning) ในทุกรูปแบบ ที่ทำให้นักศึกษามีสมรรถนะ ความรู้ (Knowledge) ทักษะ (Skills) ทัศนคติ (Attitudes) 
และค่านิยม (Values) และคุณลักษณะตรงกับความต้องการของตลาดงาน โดย CWIE เป็นคำท่ีครอบคลุมถึงสหกิจ
ศ ึกษาและการศึกษาเชิงบูรณาการก ับการทำงาน ในร ูปแบบต่างๆ เช ่น Sandwich Course, Practicum, 
Postcourse Internship เป็นต้น  

สาขาวิชาเทคโนโลยีสารสนเทศ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยราชภัฎมหาสารคาม มีการจัดการ
เรียนการสอนในรูปแบบของสหกิจศึกษา หรือสหกิจศึกษาและการศึกษาเชิงบูรณาการกับการทำงาน  จากการ
ดำเนินงานในขั้นตอนการคัดเลือกนักศึกษาชั้นปีที่ 4 เพื่อเตรียมออกปฏิบัติงานสหกิจศึกษา ได้มีการจับคู่กับสถาน
ประกอบการ (Matching) โดยจะคัดเลือกนักศึกษาเบื้องต้นที่มีความรู้ ทักษะ ความสามารถที่เหมาะสมกับตำแหน่ง
งานที่สถานประกอบการเสนองานมา เพื่อส่งให้สถานประกอบการทำการทดสอบและสัมภาษณ์ในขั้นตอนต่อไป  
พบว่า ในข้ันตอนน้ีอาจารย์ผู้รับผิดชอบจะทำการคัดเลือกนักศึกษาจากประวัติย่อของผู้สมัครงาน (Resume) โดยดู
ข้อมูลจากผลการศึกษา ความรู้ ทักษะ และประสบการณ์ในการอบรบของนักศึกษาแต่ละคน จากนั้นประเมินว่า
นักศึกษาคนใดจะเหมาะกับตำแหน่งงานที่สถานประกอบการต้องการ ประกอบกับนักศึกษาก็ต้องการทราบถึง
ความรู้ ความสามารถของตนเองมีว่าตรงกับตำแหน่งงานด้านใด ซึ่งเกิดความล่าช้า และอาจเกิดความผิดพลาดใน
การคัดเลือกนักศึกษาไม่ตรงกับตำแหน่งงานและความต้องการของสถานประกอบการได้ 



วารสารวิชาการ “การจัดการเทคโนโลยี มหาวิทยาลัยราชภัฏมหาสารคาม”  
 

ปีที่ 10  ฉบับที่ 2 เดือน กรกฎาคม – เดือน ธันวาคม  พ.ศ. 2566     
 

 [34] 

TMRMU 

ดังนั ้น ผู ้วิจัยจึงได้ทำการทดลองสร้างแบบจำลอง (Model) จากชุดข้อมูลประวัติย่อของผู ้สมัครงาน  
ด้วยวิธีการเรียนรู้ของเครื่อง (Machine Learning) เพื่อจำแนกประเภท (Classification) ตำแหน่งงาน และพัฒนา
ระบบเว็บแอปพลิเคชันประมวลผลร่วมกับแบบจำลอง เพ่ือแนะนำตำแหน่งงานที่เหมาะสมจากประวัติย่อของผู้สมัคร
งาน  ซึ่งจะช่วยให้นักศึกษา ซึ่งจะช่วยให้อาจารย์และนักศึกษาสามารถตรวจสอบตำแหน่งงานที่เหมาะสมจากประวัติ
ย่อของผู้สมัครงานได้อย่างรวดเร็ว ส่งผลให้การคัดเลือกนักศึกษาด้านความรู้ ด้านความสามารถ ตรงกับตำแหน่งงาน
และตรงกับความต้องการของสถานประกอบการอย่างแม่นยำมากย่ิงข้ึน 
  
1. วัตถุประสงค์การวิจัย 

1.1 เพ่ือสร้างแบบจำลองและการหาประสิทธิภาพแบบจำลองการจำแนกประเภทประวัติย่อของผู้สมัครงาน 
1.2 เพ่ือพัฒนาระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง 
1.3 เพ่ือศึกษาความพึงพอใจของผู้ใช้งานระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง 

 
2. เอกสารและงานวิจัยที่เก่ียวข้อง 

Goindani, Liu, and Jijkoun [2] ได้นำเสนอ การจำแนกประเภทอุตสาหกรรมของนายจ้างโดยใช้การ
โพสต์รับสมัครงาน โดยใช้ชุดข้อมูลการโพสต์รับสมัคร งานวิจัยน้ีสนใจอยู่สองชุดข้อมูล คือ ชุดข้อมูลการขนส่ง และ
ชุดข้อมูลการดูแลสุขภาพ มีข้อมูลการโพสต์ 10 ,000 รายการ โดยการจำแนกประเภทเป็นแบบ Binary 
Classification ใช ้อ ัลกอร ิท ึมจำแนกประเภท 2 ว ิธ ี  ค ือ Support Vector Machine (SVM) และ Gradient 
Boosted Decision Trees (GBDT) ผลการจำแนกประเภทพบว่า วิธี GBDT ให้ประสิทธิภาพมากกว่า SVM 

Daryani et al. [3] ได้นำเสนอ ระบบคัดกรองประวัติย่อของผู้สมัครงานให้สอดคล้องกับรายละเอียดงาน 
โดยใช้วิธีการ Natural Language Processing และวิธี Similarity โดยระบบแบ่งออกเป็น 2 ส่วน คือ 1) การสกัด
ข้อความจากประวัติย่อของผู ้สมัครงานแบบที่เป็นข้อมูลแบบไม่มีโครงสร้าง โดยใช้เทคนิคทางด้าน NLP ได้แก่ 
Tokenization, Stemming, POS Tagging, Named Entity Recognition และ 2) สร้างระบบแนะนำประวัติย่อ
ของผู้สมัครงานให้เหมาะสมกับรายละเอียดงาน โดยใช้วิธี ได้แก่ Vectorization, TF-IDF และการหาความคล้ายคลงึ 
เช่น Cosine Distance สำหรับการทดสอบระบบใช้ข้อมูลโพสต์รายละเอียดงานจาก Amazon.com โดยสกัดข้อมูล
จากประวัติย่อของผู ้สมัครงานมาเก็บไว้ จากนั้นทำให้อยู่ในรูปแบบของ Vectorization เพื่อหาความคล้ายคลึง
ระหว่างประวัติย่อของผู้สมัครงานกับรายละเอียดงานด้วย Cosine Distance และจัดลำดับและแสดงผลคะแนน
ความคล้ายคลึงด้วย 

Chowdhary  and Bhatia [4] ได้นำเสนอ วิธีการเรียนรู้ของเครื่องสำหรับระบบแนะนำประวัติย่อของ
ผู้สมัครงานแบบอัตโนมัติ โดยต้องการที่จะแยกหมวดหมู่ประวัติย่อของผู้สมัครงานที่ถูกส่งเข้ามาให้กับฝ่ายบคุคล 
และแนะนำประวัติย่อของผู้สมัครงานที่สอดคล้องกับรายละเอียดงาน (Job Description) ที่ฝ่ายบุคคลต้องการแบบ
อัตโนมัติ โดยใช้ชุดข้อมูลประวัติย่อของผู้สมัครงาน จาก Kaggle เพื่อทำการทดลองจำแนกประเภท แบ่งวิธีการ
ออกเป็น 2 ข้ันตอน ได้แก่ 1) จำแนกประเภทของประวัติย่อของผู้สมัครงาน และ 2) แนะนำประวัติย่อของผู้สมัคร
งานที่สอดคล้องกับรายละเอียดงาน ใช้วิธีการจำแนกประเภท ได้แก่ Random Forest, Multinomial Naïve 
bayes, Logistic Regression, Linear Support Vector Classifier ผลการวัดประสิทธิภาพบว่า วิธี Linear Support 
Vector Classifier ได้ค่าความถูกต้อง (Accuracy) สูงที่สุด 78.53% และการแนะนำประวัติย่อของผู้สมัครงานให้ตรง
กับรายละเอียดงานจะใช้ Cosine similarity และใช้วิธี K-NN ที่มีความใกล้เคียงกับรายละเอียดงาน 

Javed Mehedi Shamrat et al. [5] ได้นำเสนอ วิธีการส่งประกาศตำแหน่งงานเวียนไปยังอีเมล์ให้ตรงกับ
ความต้องการของแต่ละคน (Personalization) โดยใช้อัลกอริทึม Decision Tree ช่วยในการตัดสินใจ โดยวิเคราะห์
จากโครงสร้างของ Decision Tree เพ่ือพิจารณา เช่น ตำแหน่งงาน ประสบการณ์ เงินเดือนที่ต้องการ สาขาท่ีสนใจ 
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เป็นต้น ในการวัดประสิทธิภาพใช้ 12 รายการทดสอบ พบว่า ได้ค่า Accuracy เฉลี่ย 99.52% พร้อมกับทดสอบ           
ส่งอีเมล์ด้วย 

Van Huynh et al. [6] ได้นำเสนอ วิธีการทำนายตำแหน่งงานจากโมเดลการเรียนรู้เชิงลึกไปจนถึงการ
พัฒนาแอปพลิเคชัน ใช้ชุดข้อมูลที่เกี่ยวกับตำแหน่งงานด้านไอที มีตำแหน่งงาน 25 รายการ และรายละเอียดงาน 
10,000 รายการ ในการทดลองใช้โมเดลทางด้าน Deep Learning ได้แก่ Bi-GRU-CNN, Bi-GRU-LSTM-CNN และ
ใช้ Ensemble Model ผลการทดลองพบว่า ได้ค่า F1-score ของ Ensemble Model เท่ากับ 72.59% 

Tran, Vo, and Luu [7] ได้นำเสนอวิธีการทำนายชื ่อตำแหน่งงานจากรายละเอียดงาน โดยใช้วิธีการ
จำแนกประเภทแบบหลายเลเบล ชุดข้อมูลรวบรวมจากรายละเอียดงานในเว็บไซต์ต่าง ๆ มีทั้งหมด 68 ตำแหน่งงาน 
และรายละเอียดงาน 22,000 รายการ ในการทดลองใช้อัลกอริทึมทางด้าน Deep Learning ได้แก่ วิธีการด้าน  
Pre-trained Embeddings และ วิธีการด้าน Transformer Models ผลการทดลองพบว่า วิธี BERT ให้ค่า F1-
Score สูงที่สุด 62.20% กับชุดข้อมูล Development Set และได้ค่า F1-Score 47.44% กับชุด Test set 

กนิษฐา  อินธิชิต, ภควัฒน์ ปิยวงษ์ และสุภาพร สุขใส [8]  ได้วิจัยเรื่อง การพัฒนาแอปพลิเคชันช่วย
ตัดสินใจในการเลือกเรียนสาขาวิชาคอมพิวเตอร์ในมหาวิทยาลัยราชภัฏศรีสะเกษบนระบบปฏิบัติการแอนดรอยด์ 
โดยใช้เทคนิคต้นไม้ตัดสินใจ ผลการวิจัยพบว่า แอปพลิเคชันสามารถวิเคราะห์ข้อมูลที่ผู้ใช้ตอบแบบทดสอบแล้วเก็บ
มาเป็นคะแนน และนําคะแนนไปเปรียบเทียบสาขาวิชาที ่เหมาะสมกับผู ้ใช้และแสดงผลในรูปแบบข้อความ 
เรียงลําดับสาขาวิชาตามคะแนนที่ได้สูงสุด 3 อันดับแรก ผลการประเมินแอปพลิเคชันมีความเหมาะสมอยู่ในระดับ
มาก และผู้ใช้มีความพึงพอใจแอปพลิเคชันอยู่ในระดับมากที่สุด 

 
วิธีดำเนินการวิจัย 

 

1. เคร่ืองมือการวิจัย 
1.1 ชุดข้อมูล (Dataset) ที่ใช้ในการทดลองสร้างแบบจำลอง (Model) ได้แก่ ชุดข้อมูลประวัติย่อของ

ผู้สมัครงาน (Resume) [9] จากเว็บไซต์ Kaggle.com  
1.2 ระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง 
1.3 แบบสอบถามความพึงพอใจผู้ใช้งานระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง 
 

2. ประชากรและกลุ่มตัวอย่าง  
2.1 ประชากร คือ นักศึกษาสาขาวิชาเทคโนโลยีสารสนเทศ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยราช

ภัฏมหาสารคาม ชั้นปีที่ 4 ท่ีจะออกปฏิบัติงานสหกิจศึกษาในปีการศึกษา 2/2565 จำนวน 68 คน 
2.2 กลุ่มตัวอย่าง คือ นักศึกษาสาขาวิชาเทคโนโลยีสารสนเทศ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัย

ราชภัฏมหาสารคาม ชั้นปีที่ 4 ที่จะออกปฏิบัติงานสหกิจศึกษาในปีการศึกษา 2/2565 จำนวน 30 คน โดยการสุ่ม 
ตัวอย่างแบบกลุ่ม (Cluster Sampling) 

 
3. ขั้นตอนการดำเนินการวิจัย 
 ในขั้นตอนการดำเนินการวิจัย ผู้วิจัยได้ออกแบบกรอบการวิจัย เพื่อให้เห็นภาพรวมของการทดลองสร้าง
แบบจำลองและพัฒนาระบบ ดังภาพที่ 1  
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ภาพที ่1 กรอบการวิจัยของระบบจำแนกประเภทตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง 
 

จากภาพที่ 1 กรอบการวิจัยแบ่งออกเป็น 2 ส่วน ได้แก่ 1) การสร้างแบบจำลอง เป็นส่วนของการนำข้อมูล
ประวัติย่อของผู้สมัครงาน มาใช้ทดลองเพ่ือสร้างแบบจำลองและประเมินประสิทธิภาพแบบจำลอง ผลลัพธ์ที่ได้จาก
ส่วนนี้คือแบบจำลองที่มีประสิทธิภาพที่จะนำไปใช้งานกับเว็บแอปพลิเคชัน และ 2) การพัฒนาเว็บแอปพลิเคชัน 
เป็นส่วนของการออกแบบและพัฒนาเว็บแอปพลิเคชันเพื ่อให้ผู ้ใช้งานอัปโหลดไฟล์ประวัติย่อของผู ้สมัครงาน  
ให้ระบบประมวลผลจากแบบจำลองที่ผ่านการเรียนรู้มาแล้ว ทำการแนะนำตำแหน่งงานที่สอดคล้องกับประวัติย่อ
ของผู้สมัครงานของผู้ใช้งาน โดยแต่ละข้ันตอนของการดำเนินการวิจัย สามารถอธิบายได้ ดังต่อไปน้ี 

 
3.1 การเข้าถึงข้อมูลและรวบรวมข้อมูล (Data Access and Data Collection) 
 ชุดข้อมูลที่นำใช้ในการทดลองสร้างแบบจำลองในการแนะนำตำแหน่งงาน โดยใช้ชุดข้อมูล resume 

อยู่ในรูปแบบของไฟล์ CSV และชุดข้อมูล Resume เป็นภาษาอังกฤษ จากเว็บไซต์ Kaggle.com [9] ซึ่งเป็นเว็บไซต์
ที่เผยแพร่ชุดข้อมูลมาตรฐานไว้สำหรับการนำมาทดลองด้านการเรียนรู้ของเครื่อง (Machine Learning) ชุดข้อมูล
ประกอบไปด้วยข้อมูลจำนวน 962 แถว และคอมลัมน์จำนวน 2 คอมลัมน์ โดยแต่ละคอลัมน์ประกอบไปด้วย 
คอลัมน์ Category เป็นคอลัมน์ที่เก็บประเภทตำแหน่งงานของประวัติย่อของผู้สมัครงานไว้ และคอลัมน์ Resume 
เป็นคอลัมน์ที ่ เก ็บข้อความของประวัติย่อของผู ้สมัครงาน อยู ่ในร ูปแบบของประโยคแบบไม่มีโครงสร้าง 
(Unstructured data) เมื่อวิเคราะห์ชุดข้อมูลพบว่า มีจำนวนประเภทของตำแหน่งงาน ทั้งหมด 25 ตำแหน่งงาน 
สามารถแสดงได้ดังภาพที่ 2 และแสดงตัวอย่างข้อความท่ีอยู่ในประวัติย่อของผู้สมัครงานได้ ดังภาพที่ 3 
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ภาพที ่2 การกระจายของประวัติย่อของผู้สมัครงานแต่ละตำแหน่งงาน 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
ภาพที ่3 ตัวอย่างข้อความในประวัติย่อของผู้สมัครงาน 

 
3.2 การเตรียมข้อมูล (Data Preprocessing) 

  ผู้วิจัยได้ดำเนินการเตรียมชุดข้อมูลตามข้ันตอนของกระบวนการประมวลผลภาษาธรรมชาติ (Natural 
Language Processing) [10] จะเห็นได้ว่ามีวิเคราะห์ชุดข้อมูลประวัติย่อของผู้สมัครงาน ในส่วนของข้อความของ
ประวัติย่อของผู้สมัครงานจะมีตัวอักษรพิเศษ  มีข้ันตอนดังต่อไปน้ี 
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 3.2.1 ทำความสะอาดข้อความ (Clean Data)  
    ในข้ันตอนน้ีทำการลบข้อความท่ีเป็นตัวอักษรพิเศษ เช่น  ! € @ % # * & ~ $ . เป็นต้น และ
ลบข้อความ HTML Tag ที่ติดมากับข้อความประวัติย่อของผู้สมัครงาน เช่น <div>, <p>, <a> เป็นต้น จะได้ดัง
ภาพที่ 4  
 

 
 

ภาพที ่4 ข้อความท่ีได้หลังทำความสะอาดข้อความ 
 

 3.2.2 การตัดคำ (Word Segmentation)  
  หลังจากการทำความสะอาดข้อมูลแล้วจะได้ข้อความแบบไม่มีโครงสร้าง (Unstructured data) 

จำเป็นต้องนำข้อความเหล่านี้มาแปลงให้เป็นข้อมูลแบบมีโครงสร้าง (Structured data) เพื่อให้สามารถนำไปใช้
สร้างแบบจำลองได้ โดยกระบวนการตัดคำได้ใช้ไลบรารี่ Natural Language Toolkit (NLTK) [11] มาช่วยในการ
ตัดคำ ดังแสดงในตารางที่ 1 

 
ตารางที่ 1 ผลการตัดคำ 
 

ข้อความก่อนตัดคำ ข้อความหลังตัดคำ 
Database Used: SQL Server Used | : | SQL | Server | . | 
IT SKILLS Languages: C (Basic), JAVA (Basic) Web IT | SKILLS | Languages | : | C | ( | Basic   |  

) | , | JAVA | ( | Basic | ) | Web |  
Skill Details BOOTSTRAP- Exprience - 24 months Skill | Details | BOOTSTRAP | - |  

Experience | - | 24 | months | 

 
 3.2.3 การกำจัดคำหยุด (Stop Words) 

    ในข้ันตอนน้ีเป็นการกำจัดคำหยุดที่ไม่มีนัยสำคัญออก ซึ่งจำนวนคำหยุดที่ปรากฏในข้อความมี
ความถี่ค่อนข้างสูง คำหยุดอาจเป็นคุณลักษณะที่ไม่เกี่ยวข้องกับเนื้อหา อาจส่งผลกระทบในการจำแนกประเภท
ข้อมูลได้ ตัวอย่างคำหยุด เช่น has, hasn't, have, haven't, having, he, he's, hello, help, how, howbeit, 
however, i'd, i'll, i'm, i've, ie, if, ignored, is, isn't, it, it'd, its, obviously, of, oh, ok, and, can, for, the 
เป็นต้น  
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   3.2.4 การทำ TF-IDF (Term Frequency – Inverse Document Frequency)  
    ในขั ้นตอนการทำ TF-IDF เป็นวิธีการที่พิจารณาองค์ประกอบของคำภายในประโยค  หรือ
ประโยคในเอกสารเป็นหลัก โดยจะไม่นำลำดับของคำภายในเอกสารมาใช้วิเคราะห์ มี 2 องค์ประกอบด้วยกัน คือ 
Term Frequency (TF) และ Inverse document Frequency (IDF) [12] สามารถอธิบายการทำงานได้ ดังน้ี 
    1) ขั้นตอนการทำ Term-Frequency (TF) เป็นค่าที่บอกความถี่ของคำแต่ละคำที่ปรากฏใน
เอกสารเอกสารหน่ึง โดยคิดคำนวณจากการนำจำนวนครั้งที่คำน้ันๆ ปรากฏในเอกสารมาหารด้วยจำนวนคำทั้งหมด
ในเอกสาร คำนวณได้ดังสมการ 
 

𝑇𝐹(𝑡, 𝑑) =
𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡𝑒𝑟𝑚 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
      

 (1) 
 

    2) ข ั ้นตอนการทำ Inverse Document Frequency (IDF) เป ็นการคำนวณค่าน้ำหนัก
(weight) ความสำคัญของแต่ละคำ โดยจะนำคำที่พบเจอได้บ่อย ๆ (ในหลายๆเอกสาร) จะมีค่า IDF ต่ำ ซึ่งบ่งบอก
ว่าคำเหล่าน้ันจะไม่สามารถดึงเอาจุดเด่นของเอกสารที่คำเหล่าน้ันปรากฏอยู่ออกมาได้ดี ค่า IDF สามารถคำนวณได้ 
ดังสมการ 

𝐼𝐷𝐹(𝑡) = log
𝑁

𝑑𝑓(𝑡)
           (2) 

 
    3) ขั้นตอนการทำ TF-IDF โดยการนำเอาทั้งสองค่ามารวมกัน จะได้การคำนวณ TF-IDF  
ดังสมการ 
 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) = 𝑇𝐹(𝑡, 𝑑) 𝑥 𝐼𝐷𝐹(𝑡)       (3) 
 

โดยที่ 
 t คือ คำท่ีปรากฏในเอกสาร 
 d คือ เอกสารที่ใช้พิจารณา 
 df คือ จำนวนของเอกสารที่มีคำคำน้ันปรากฏอยู่ 
 N คือ จำนวนเอกสารทั้งหมด 
  

3.3 การสร้างแบบจำลอง (Model Build) 
 การสร้างแบบจำลองด้วยวิธีการเรียนรู้ของเครื่อง เพ่ือใช้ในการจำแนกประเภทประวัติย่อของผู้สมัคร

งานจากชุดข้อมูล Resume โดยใช้ภาษา Python บน Google Colab [13] ในการทดลองสร้างแบบจำลองและ
ประเมินประสิทธิภาพแบบจำลอง และงานวิจัยนี้ได้เลือกใช้วิธีการจำแนกประเภท 5 วิธี เนื่องจากเป็นวิธีที่ได้รับ
ความสนใจจากการวิจัยด้านการเรียนรู้ของเครื่อง [14] สามารถอธิบายการทำงานแต่ละวิธีได้ ดังน้ี 

 3.3.1 วิธีนาอีฟเบย์ (Naïve Bayes) เป็นวิธีการจำแนกประเภทข้อมูลที ่ใช้ตัวชี ้วัดความน่าจะเป็น 
(Probability) เพ่ือช่วยในกระบวนการคำนวณหรือคาดการณ์ผลลัพธ์ในการจำแนกข้อมูล วิธีน้ีใช้ทฤษฎีทางสถิติและ
การประมาณค่าความน่าจะเป็นจากข้อมูลที่มีอยู่เพ่ือตัดสินใจในการจำแนกประเภท   

 3.3.2 วิธีซัพพอร์ตเวกเตอร์แมทชีน (Support Vector Machines - SVM) เป็นวิธีการจำแนกประเภท
ข้อมูลที่มีความสามารถในการสร้างแบ่งแยกระหว่างกลุ่มข้อมูลที่ซับซ้อนหรือไม่เป็นเชิงเส้นได้อย่างมีประสิทธิภาพ 
วิธีการน้ีใช้หลักการหาเส้นแบ่ง (Hyper Plane) ที่มีระยะห่างระหว่างข้อมูลสองกลุ่มที่ไกลที่สุด (Margin) มากที่สุด 
เพื่อแยกกลุ่มข้อมูลออกเป็นสองส่วน ใน SVM, เส้นแบ่งที่ใช้สร้างกลุ่มข้อมูลเรียกว่าไฮเปอร์เพลน (Hyper Plane) 
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ซึ่งสามารถเป็นได้ในหลายมิติ และสามารถแบ่งข้อมูลเป็นสองกลุ่มได้อย่างมีประสิทธิภาพ ยิ่งมีระยะห่างระหว่าง
ข้อมูลสองกลุ่มที่ไกลที่สุดมากเท่าไร ก็จะยิ่งมีความมั่นใจในการแยกและจำแนกกลุ่มข้อมูลเพ่ิมข้ึน 

 3.3.3 วิธีเพ่ือนบ้านใกล้ที่สุด (K-Nearest Neighbors) เป็นวิธีที่ใช้ในการจำแนกกลุ่มข้อมูลโดยคำนึงถึง
คุณลักษณะที่ใกล้เคียงกันที่สุดของ k กลุ่มข้อมูลที่ใกล้เคียงกันมากท่ีสุด วิธีการน้ีใช้การคำนวณค่าระยะห่างระหว่าง
จุดข้อมูลโดยใช้วิธี Euclidean Distance ซึ่งเป็นการวัดระยะห่างระหว่างข้อมูลสองจุด ผลลัพธ์ที่ได้จากการคำนวณ
ระยะห่างจะแสดงให้เห็นถึงความคล้ายคลึงกันของข้อมูล เมื่อระยะห่างน้อยแสดงถึงความคล้ายคลึงกันของข้อมูลที่
มากข้ึน 

  3.3.4 วิธีต้นไม้ตัดสินใจ (Decision Tree) เป็นเทคนิคในการแบ่งประเภทข้อมูลโดยใช้ลักษณะต่าง ๆ 
ของข้อมูลเป็นเกณฑ์ในการตัดสินใจ โครงสร้างของต้นไม้ประกอบด้วยโหนด (Node) ที่แบ่งประเภทข้อมูลตาม
ลักษณะที่กำหนด โหนดล่างสุดของต้นไม้ (Leaf Node) จะเป็นผลลัพธ์หรือประเภทที่แบ่งได้จากข้อมูลที่ส่งเข้ามาใน
ต้นไม้ 

  3.3.5 วิธีเพอร์เซปตรอนแบบหลายชั้น (Multilayer Perceptron) เป็นวิธีหนึ ่งของอัลกอริทึม
โครงข่ายประสาทเทียม (Artificial Neural Networks) ที่มีโครงสร้างแบบหลายๆ ชั้น ใช้สำหรับประมวลผลหรือ
จำแนกประเภทข้อมูลที ่มีความซับซ้อน โดยโครงสร้างประกอบด้วย Input Layer ในการรับข้อมูลมาที่ชั ้นของ 
Hidden Layer และชั้นของ Hidden Layer จะเชื่อมต่อกับทุกโหนดไปยังชั้น Output Layer โครงข่ายประสาท
เทียมมีการเรียนรู ้ค่าน้ำหนัก (Weights) การคำนวณค่าน้ำหนัก และฟังก์ชันการแปลงด้วยฟังก์ชันซิกมอยด์ 
(Sigmoid Function) ฟังก์ชันไฮเปอร์โบลิกแทนเจนต์ (Hyperbolic Tangent Function) 

 
3.4 การประเมินประสิทธิภาพแบบจำลอง (Model Evaluation) 
 การประเมินประสิทธิภาพของแบบจำลองใช้ด้วยวิธี k-fold Cross Validation [15] โดยทำการสุ่ม

ข้อมูลออกเป็น k ส่วนเท่า ๆ กัน งานวิจัยนี้แบ่งเป็น 5 ส่วน หรือ 5-Fold เพื่อใช้สลับเป็นชุดข้อมูลเรียนรู้ (Train 
Data) และชุดข้อมูลการทดสอบ (Test Data) โดยการทดลองครั้งแรกกำหนดให้ส่วนที่ 1 เป็นชุดทดสอบและส่วนที่
เหลือคือ k-1 เป็นชุดเรียนรู ้ ทำจนกระทั่งข้อมูลทุกส่วนได้เป็นชุดเรียนรู ้และชุดทดสอบจนครบ สำหรับการ
ประมวลผลจะประมวลผลทั้งหมด k ครั้ง หรือประมวลผลจำนวน 5 ครั้ง โดยวิธีนี้จะส่งผลให้ได้แบบจำลองได้ผ่าน
การเรียนรู ้และการทดสอบกับชุดข้อมูลทั ้งหมด ในการทดลองแต่ละครั ้งจะได้ประสิทธิภาพของแบบจำลอง  
โดยงานวิจัยนี ้ได้กำหนดให้มีการประเมินประสิทธิภาพของแบบจำลองแต่ละวิธีด้วยการวัดแบบเทรชโฮลด์ 
(Threshold) ในร ูปแบบของตารางคอนฟิวช ันเมทร ิกซ์  (Confusion Matrix) โดยใช ้ เมทร ิกซ ์การประเมิน
ประสิทธิภาพ ได้แก่ ค่าความแม่นยำ (Precision) ค่าความระลึก (Recall) ค่าเอฟวันสกอร์ (F1-Score) และค่าความ
ถูกต้อง (Accuracy)  ดังต่อไปน้ี 

 
   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃+𝐹𝑃
      (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (5) 

 

𝐹1 = 2𝑥
𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥 𝑅𝑒 𝑐𝑎𝑙𝑙

𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒 𝑐𝑎𝑙𝑙
     (6) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
     (7) 
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โดยที่  
 TP (True Positive) คือ แบบจำลองทำนายว่า จริง เทียบกับ ผลเฉลยคือ จรงิ 

TN (True Negative) คือ แบบจำลองทำนายว่า ไม่จริง เทียบกับ ผลเฉลยคือ ไม่จริง 
FN (False Negative) คือ แบบจำลองทำนายว่า ไม่จริง เทียบกับ ผลเฉลยคือ จริง 
FP (False Positive) คือ แบบจำลองทำนายว่า จริง เทียบกับ ผลเฉลยคือ ไม่จริง 

 
 3.5 การพัฒนาเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง 
  ในส่วนของการออกแบบและพัฒนาเว็บแอปพลิเคชัน ผู้วิจัยได้ดำเนินการพัฒนาระบบตามวงจรการ
พัฒนาระบบ (System Development Life Cycle : SDLC) 5 ข้ันตอน ในข้ันตอนการวิเคราะห์และออกแบบระบบ
ใช้ทฤษฎีการออกแบบแผนภาพ  UML (Unified Modeling Language) และใช้แผนภาพ Use Case Diagram 
อธิบายการทำงานของผู้ใช้งานกับความสามารถของระบบ ดังภาพที่ 5 
 

 
 

ภาพที ่5 Use Case Diagram ระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง 
 

  จากภาพที่ 5 แสดง Use Case ของเว็บแอปพลิเคชันที่พัฒนาให้ผู้ใช้งานสามารถอัปโหลดไฟล์ประวัติ
ย่อของผู้สมัครงานและระบบจะประมวลผลจากแบบจำลองที่ได้จากการเรียนรู้ของเครื่อง เพ่ือแนะนำตำแหน่งงานที่
สอดคล้องกับประวัติย่อของผู้สมัครงานของผู้ใช้งาน และระบบยังสามารถแสดงรายละเอียดตำแหน่งงานว่างจาก
บริษัทต่าง ๆ ที่สอดคล้องกับตำแหน่งงานที่ระบบแนะนำด้วย  
 
4. สถิติที่ใช้ในการวิจัย  

สถิติที่ใช้ในการวิเคราะห์ข้อมูลความพึงพอใจของผู้ใช้งานระบบแนะนำตำแหน่งงานสหกิจศึกษาและ
การศึกษาเชิงบูรณาการกับการทำงาน ได้แก่ ค่าเฉลี่ย และส่วนเบี่ยงเบนมาตรฐาน โดยนำผลที่ได้เทียบกับเกณฑ์การ
ประเมิน 5 ระดับของลิเคิร์ท (Likert Scale) [16] ดังน้ี  

 ค่าเฉลี่ยเท่ากับ 4.51 – 5.00 หมายความว่า ระดับมากที่สุด    
  ค่าเฉลี่ยเท่ากับ 3.51 – 4.50 หมายความว่า ระดับมาก    
  ค่าเฉลี่ยเท่ากับ 2.51 – 3.50 หมายความว่า ระดับปานกลาง    
  ค่าเฉลี่ยเท่ากับ 1.51 – 2.50 หมายความว่า ระดับน้อย    
  ค่าเฉลี่ยเท่ากับ 1.01 – 1.50 หมายความว่า ระดับน้อยที่สุด  
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ผลการวิจัย 
 

1. ผลการสร้างแบบจำลองและหาประสิทธิภาพแบบจำลองการจำแนกประเภทประวัติย่อของผู้สมัครงาน 
ผู้วิจัยได้ทำการทดลองสร้างแบบจำลองจากชุดข้อมูล Resume ที่ผ่านขั ้นตอนการเตรียมข้อมูลแล้ว  

ในขั ้นตอนการสร้างแบบจำลองได้ใช้วิธีการจำแนกประเภทข้อมูล 5 วิธี ได้แก่ วิธีนาอีฟเบย์ (Naïve Bayes)  
วิธีซัพพอร์ตเวกเตอร์แมทชีน (Support Vector Machines) วิธีต้นไม้ตัดสินใจ (Decision Tree) วิธีเพื่อนบ้านใกล้
ท ี ่ส ุด (K-Nearest Neighbors) และเพอร ์เซปตรอนแบบหลายช ั ้น (Multilayer Perceptron) โดยประเมิน
ประสิทธิภาพด้วยวิธี 5-fold Cross Validation และใช้ค่าเมทริกซ์ คือ ค่าความแม่นยำ (Precision) ค่าความระลึก 
(Recall) ค่าเอฟวันสกอร์ (F1-Score) และค่าความถูกต้อง (Accuracy) จากนั้นจะได้ผลการประเมินประสิทธิภาพ
ของแต่ละวิธี ดังตารางที่ 2 

 
ตารางที่ 2 ผลการประเมินประสิทธิภาพของวิธีการจำแนกประเภท 
 

Method Precision Recall F1-Score  Accuracy 
Naïve Bayes 0.9329 0.9148 0.9064 0.9148 
Support Vector Machines  0.9964 0.9959 0.9955 0.9959 
Decision Tree 0.9961 0.9959 0.9952 0.9957 
K-Nearest Neighbors 0.9719 0.9730 0.9677 0.9730 

Multilayer Perceptron 0.9964 0.9959 0.9956 0.9959 

 
จากตารางที่ 2 ผลการการประเมินประสิทธิภาพของวิธีการจำแนกประเภทตำแหน่งงานทั้ง 5 วิธี พบว่า 

วิธี Multilayer Perceptron และวิธี Support Vector Machines มีค่าความถูกต้อง (Accuracy) เท่ากันที่ 99.59% 
มากกว่าวิธีการอื่น ๆ รองลงมาได้แก่ วิธี Decision Tree มีค่าความถูกต้อง 99.57% วิธี K-Nearest Neighbors  
มีความความถูกต้อง 97.30% และวิธี Naïve Bayes มีความความถูกต้องน้อยที่สุด 91.48% ตามลำดับ สามารถ
แสดงกราฟเปรียบเทียบประสิทธิภาพของแต่ละวิธีการจำแนกประเภทได้ ดังภาพที่ 6 
 

 
 

ภาพที ่6 เปรียบเทียบประสิทธิภาพของแต่ละวิธีการจำแนกประเภทข้อมูล 
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2. ผลการพัฒนาระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเคร่ือง 
 2.1 ผลการออกแบบองค์ประกอบระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงาน พบว่า ระบบเว็บแอปพลิเค
ชันแนะนำตำแหน่งงานสามารถทำงานได้จริงตามที่ออกแบบไว้ โดยมีองค์ประกอบของระบบ 4 ระบบ ได้แก่ ระบบ
สมาชิก ระบบประมวลผลไฟล์ PDF ประวัติย่อของผู้สมัครงาน ระบบประมวลผลข้อมูลร่วมกับแบบจำลอง ระบบ
แสดงชื่อตำแหน่งงานที่สอดคล้องกับประวัติย่อของผู้สมัครงาน และระบบแสดงตำแหน่งงานว่างจากบริษัทจัดหางาน 
ดังภาพที่ 7 
 

 
 

ภาพที ่7 หน้าอัปโหลดไฟล์ PDF ประวัติย่อของผู้สมัครงาน 
 

 จากภาพที่ 7 หน้าระบบอัปโหลดไฟล์ PDF ประวัติย่อของผู้สมัครงาน ระบบจะประมวลผลดึงข้อความจาก
ไฟล์และนำข้อความที่ได้ไปประมวลผลร่วมกับแบบจำลองที่มีประสิทธิภาพดีที่สุด เพื่อใช้ในการจำแนกประเภท
ตำแหน่งงานต่อไป 
 

2.2 ผลการพัฒนาเว็บแอปพลิเคชันตามวงจรการพัฒนาระบบ พบว่า ผู้ใช้สามารถที่จะอัปโหลดไฟล์ประวัติ
ย่อของผู้สมัครงานเพื่อให้ระบบทำการประมวลผลข้อมูลในประวัติย่อของผู้สมัครงาน และแนะนำตำแหน่งงานที่
สอดคล้องกับประวัติย่อของผู้สมัครงานให้ผู้ใช้งานได้ ดังภาพที่ 8 

 

 
 

ภาพที ่8 เว็บแอปพลิเคชันแนะนำตำแหน่งงานที่สอดคล้องกับประวัติย่อของผู้สมัครงาน 
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 จากภาพที่ 8 หลังจากที่ระบบแนะนำตำแหน่งงานให้กับผู้ใช้งานแล้ว ระบบยังเชื่อมต่อกับเว็บไซต์ของ
บริษัทจัดหางานเพื่อดึงตำแหน่งงานว่างและข้อมูลรายละเอียดของตำแหน่งงานมาให้ผู้ใช้งานด้วย เช่น ชื่อบริษัท    
ชื่อตำแหน่งงานที่เปิดรับสมัคร เงินเดือน วันที่ประกาศ  
 
3. ผลการศึกษาความพึงพอใจของผู้ใช้งานระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของ
เคร่ือง 

ผู้วิจัยได้นำเว็บแอปพลิเคชันที ่พัฒนาขึ ้นให้กลุ ่มตัวอย่างใช้งาน คือ นักศึกษาสาขาวิชาเทคโนโลยี
สารสนเทศ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยราชภัฏมหาสารคาม ชั้นปีที่ 4 จำนวน 30 คน  โดยให้ตอบ
แบบสอบถามความพึงพอใจของผู้ใช้งานที่มีต่อระบบ จากนั้นนำผลการตอบแบบสอบถามมาวิเคราะห์ด้วยค่าสถติิ
พ้ืนฐานเทียบกับเกณฑ์และสรุปผล ดังตารางที่ 3 

 
ตารางที่ 3 ผลการวิเคราะห์แบบสอบถามความพึงพอใจของผู้ใช้งาน 
 

รายการ x̅ SD. ระดับความคิดเห็น 
1. ความเหมาะสมในการอัปโหลดไฟลป์ระวัติย่อของผู้สมัครงาน 4.77 0.43 มากที่สุด 
2. ความเหมาะสมของตำแหน่งงานทีแ่สดงสอดคล้องกับประวัติย่อของผู้สมัคร
งาน 

4.60 0.50 มากที่สุด 

3. ความเหมาะสมของการประมวลผลแบบจำลอง (Model) ในการแสดง
ตำแหน่งงาน 

4.77 0.43 มากที่สุด 

4. ความเหมาะสมในการแสดงตำแหน่งงานว่างของสถานประกอบการที่
สอดคล้องกับประวัติย่อของผู้สมัครงาน 

4.63 0.49 มากที่สุด 

5. ความเหมาะสมของการแสดงรายละเอียดของตำแหน่งงานว่างของสถาน
ประกอบการ 

4.56 0.75 มากที่สุด 

6. การออกแบบหน้าจอมีสัดส่วนที่เหมาะสม 4.73 0.45 มากที่สุด 
7. ความเหมาะสมในการใชข้นาดตัวอักษร 4.73 0.45 มากที่สุด 
8. สีของตัวอักษรมีความชัดเจนอ่านง่าย 4.67 0.48 มากที่สุด 
9. สีของพื้นหลังมีความเหมาะสม 4.70 0.47 มากที่สุด 

โดยรวม 4.69 0.47 มากท่ีสุด 

 
จากตารางที่ 3 ผลการศึกษาความพึงพอใจของระบบแนะนำตำแหน่งงานสหกิจศึกษาและการศึกษา

เชิบูรณาการกับการทำงาน พบว่า อยู่ในระดับ มากที่สุด ( x̅ = 4.69, SD. = 0.47) เมื่อพิจารณเป็นรายข้อพบว่า  
ข้อที่มีผลการประเมินสูงสุด คือ ความเหมาะสมในการอัปโหลดไฟล์ประวัติย่อของผู้สมัครงาน และ ความเหมาะสม
ของการประมวลผลแบบจำลอง (Model) ในการแสดงตำแหน่งงาน (x̅ = 4.77, SD. = 0.43) 
 

อภิปรายผลการวิจัย 
 

1. ผลการสร้างแบบจำลองและหาประสิทธิภาพแบบจำลองการจำแนกประเภทตำแหน่งงาน โดยใช้ชุด
ข้อมูล Resume เพ่ือทำการทดลองสร้างแบบจำลอง ใช้วิธีการจำแนกประเภท 5 วิธี และประเมินประสิทธิภาพของ
แต่ละวิธีด้วย 5-Fold Cross Validation พบว่า วิธีที่ให้ประสิทธิภาพมากที่สุด ได้แก่ วิธีเพอร์เซปตรอนแบบหลาย
ชั้น และวิธีซัพพอร์ตเวกเตอร์แมทชีน มีค่าความถูกต้อง เท่ากันที่ 99.59% ทั้งนี้เนื่องจากวิธีเพอร์เซปตรอนแบบ
หลายชั้น เป็นอัลกอริทึมโครงข่ายประสาทเทียม ที่มีโครงสร้างแบบหลายชั้น เหมาะสำหรับประมวลผลหรือจำแนก
ประเภทข้อมูลที่มีความซับซ้อนได้ดี จึงส่งผลให้การจำแนกประเภทตำแหน่งงานได้ค่าความถูกต้องสูง สอดคล้องกับ
งานวิจัยของ Pradeep Kumar Roy และคณะ [4] ได้นำเสนอ วิธีการเรียนรู้ของเครื่องสำหรับระบบแนะนำประวัติ



วารสารวิชาการ “การจัดการเทคโนโลยี มหาวิทยาลัยราชภัฏมหาสารคาม” 
  

 ปีที่ 10 ฉบับที่ 2 เดือน กรกฎาคม – เดือน ธันวาคม พ.ศ. 2566    
 

 [45] 

TMRMU 

ย่อของผู้สมัครงานแบบอัตโนมัติได้ พบว่า วิธีซัพพอร์ตเวกเตอร์แมทชีน ได้ค่าความถูกต้อง (Accuracy) สูงที่สุด 
78.53% 

2. ผลการพัฒนาระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง ได้พัฒนาระบบ
ตามวงจรการพัฒนาระบบ SDLC 5 ข้ันตอน และนำแบบจำลองที่มีประสิทธิภาพมากท่ีสุดที่ได้จากข้ันตอนการสร้าง
แบบจำลอง มาใช้งานร่วมกับเว็ปแอปพลิเคชันเพ่ือแนะนำตำแหน่งงานที่สอดคล้องกับประวัติย่อของผู้สมัครงานของ
ผู้ใช้งาน สามารถทำงานได้ตามวัตถุประสงค์ที่กำหนดไว้ สอดคล้องกับงานวิจัยของ Daryani at al [3] ได้นำเสนอ 
ระบบคัดกรองประวัติย่อของผู้สมัครงานให้สอดคล้องกับรายละเอียดงาน 

3. ผลการศึกษาความพึงพอใจของระบบเว็บแอปพลิเคชันแนะนำตำแหน่งงานด้วยวิธีการเรียนรู้ของเครื่อง  
พบว่า อยู่ในระดับ มากที่สุด ได้ค่าเฉลี่ยเท่ากับ 4.69 และส่วนเบี่ยงเบนมาตรฐานเท่ากับ 0.47 ทั้งนี้อาจเนื่องจาก
ภายในระบบมีการประมวลผลด้วยแบบจำลองที่มีประสิทธิภาพในการจำแนกประเภทของตำแหน่งงาน จึงส่งผลให้
ระบบสามารถแนะนำตำแหน่งงานได้อย่างถูกต้องกับประวัติย่อของผู้สมัครงานของผู้ใช้งาน สอดคล้องกับงานวิจัย
ของ กนิษฐา  อินธิชิต, ภควัฒน์ ปิยวงษ์ และสุภาพร สุขใส [8] ได้วิจัยเรื่อง การพัฒนาแอปพลิเคชันช่วยตัดสินใจใน
การเลือกเรียนสาขาวิชาคอมพิวเตอร์ในมหาวิทยาลัยราชภัฏศรีสะเกษบนระบบปฏิบัติการแอนดรอยด์ พบว่า ผู้ใช้มี
ความพึงพอใจแอปพลิเคชันอยู่ในระดับมากที่สุด  

 
ข้อเสนอแนะ 

 

การวิจัยครั้งต่อไปควรหาชุดข้อมูลประวัติย่อของผู ้สมัครงานที่เป็นภาษาไทย มาทำการทดลองสร้าง
แบบจำลองเพ่ิมเติม และเลือกใช้วิธีการเรียนรู้เชิงลึก (Deep Learning) เพ่ือจำแนกประเภทให้แม่นยำมากย่ิงข้ึน 
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