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ABSTRACT

This study aimed to (1) develop a deep learning model using a Fully Connected Neural
Network (FCNN) for malware detection and analysis, (2) investigate the behaviors and attack
patterns of various types of malware such as brute-force, phishing, ransomware, and DDoS based
on data from Remote Desktop Protocol (RDP) and AnyDesk software, and (3) evaluate the
performance and accuracy of the proposed model in detecting anomalous behaviors across diverse
environments. The tools used in this research included AnyDesk, RDP protocol, TensorFlow, Keras,
and Wireshark. Statistical metrics used to assess model performance were Accuracy, Precision,
Recall, and F1-score.

The results showed that (1) the developed FCNN model effectively detected anomalous
behaviors from data captured via RDP and AnyDesk, achieving a maximum accuracy of 91.49%; (2)

performance evaluation on the test dataset indicated that the model achieved a Precision of
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95.45%, Recall of 87.50%, and Fl-score of 91.30%, demonstrating a balanced trade-off between
detection accuracy and false-positive rate; and (3) the model was capable of accurately analyzing
and identifying distinct malware attack behaviors such as brute-force attacks, phishing, ransomware,

and DDoS thus significantly reducing cybersecurity risks in real-world environments.

Keywords : Deep Learning, Neural Networks, Malware Detection, Cybersecurity
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TugaddviaiinaluladivnumddglunnifvesiinUszsfunaznisdiiugsfa mnuvaoasde
mislaefldnaraiduiadeddyiiesdnsuazyanadedliainuddy esandeanaumaleues wu
fiauas (Malware) dnsimnegsdudounaraiaanuidemeiieuswiassuuuarteya lneamelunsd
g09n15lanffiinAuTudeusss ransomware, phishing Wag Distributed Denial of Service (DDoS)
Fsdawarionnudesiunazrasnssvessyuuasuianes

mMsnatusagiieseitawisialunseurunsiifianuddyegned slunslestunavanainy
Fomeinnslaufvand suddeiiiauenisssgndléniadeusidedn (Deep Learning) [1] iy
TnseneUszamiisnnuu Fully Connected Neural Networks (FCNN) wiieufisuszansaanwlunisnsiadu
uazdnsiziitawnd TnowfumsiannlunafiaansassynganssuRauniluszuulfegnauiue Tngldtoya
nlustareanisidndassezlng (Remote Desktop Protocol: RDP) uazeensinas AnyDesk Fadugomia
fsingnléifutmnevesnisloud

Tnemsideadell anmnsodussloviedpuaszuueietnouasiiuiinvouiuauaondons
laives fidesnsiedosiiotiglunsnsaduuariestumslavdvestawnd iussuuiiivssavinmgs 1wy
drelofiuniesAnsnianiuiee1us1vn1s Unidouasinimuinaluladaiu Cybersecurity Lag Al
fiFosnsinwiuuanial 9 lunsuszendldnisiiousidedn (Deep Learning) uaglasstngussanniiiuy
1uﬂWsm*m]i’fuﬁ’aﬂﬂmmmﬂ%wa%

uena1nl uddedlfaruddyiunisdisasuuuunislauffivainuats wWu Brute Force
Attack, Phishing, Ransomware Wag DDoS LwaaiwmmmimmaﬂmmﬂuaﬂwmwuamEmﬂmmmmu
waziaLnszUUTinNuannsgdumsiesiuaguiiedumslaudnduiveslusuan

1. InQUszaeAn1sIeY

1.1 iloffaunlananisiSeusidedn Deep Leaming lagld FONN dmsunismsiaduuaziinsizs
fawrsfiiiszavdnmgs

1.2 WiefnwingAnssuuazguuuunislandiveiauss 19 Brute Force Attack Phishing
Ransomware War DDoS vudayaanniusinaeanisidntisszeglng ROP uazwansuas AnyDesk

13 Lﬁaﬂﬁmﬁuﬂﬁzﬁw%mwLLazmmLL@JusTwaaT,umaﬁﬁwm%ﬂumﬁﬁzqwqammﬁﬁmﬂﬂauax
nyndusawasluanimuandondivarnvans

2. lnansuazyIseiiiieades

nsnsadusauaslagldlieg (2] Siamese Network wuugnuidsiitiauenisld Dual Siamese
Network dm3unsradusiawasiivarnnates laserdenisudasdoyaluundiduniminsdaina uaznis
AR MIINANLAvEs Opcode Feimaiia Few-Shot Learning (FSL) tteiFeuideyadnnutiosuas
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Wisuiisuanunilewresdeya nan1snaaewansbiiiuiissuvaunsansiadudawasindldogiauaiug,
fl4.95.9% uay 99.83% nYyadeyaiinaaey

nsAnwIUTBUTEUIE RNN dwisusmaduldnsunsisuuiu swideiiioudouussansnm
YaanANA RNN-based Methods [3] 191 LSTM, GRU, kag SRU IuﬂWimw%’UTﬁmﬁumswﬁﬂqa%ﬂuﬁu
wounaiadu wud1 GRU uag SRU fiA1n15i3enAy gedia 81.07% wag 80.96% nud1su laen1sinse
Joyanaun1suszaianalinansenuseUsyansnmuaslunaag 1N

Frsaradutauslaeld ONN dudu 10T [4] sAdeiiauoiBnmansaduiauassuuuulmii
#JLﬁuqﬂﬂiﬂj Internet of Things (IoT) laglwinalia Convolutional Neural Network (CNN) wagnisuuas
Idluusidunm RGB ilefnmanifuazaudiniuduesiauasluguuuusing 4 nanismaasauansliiiiu
Tluwaaunsausuldladuunannesy waslinnuuiuglunisasadudawisidednedivsednsnm

N153LAT1EINTRAITAvR B UNELATY AnyDesk [5] mu”i%’sﬁ@uﬁumﬁmiwﬁaaﬂamqﬁﬁ
Adiaannwensiuaf AnyDesk Ingldiadosdonsidinermandiiiefsioyaiifeatos iy Indduiinnsly
31U (Log Files), nsieaoudelg, LLasﬁaﬂiimm%amamaa;ﬁ% Tagnan1sAnLIUIINEIAY VDY
MR antifacts Weszyfnszyhiauazdeyaiierdestuaunaende

n5l9 Deeplearning d@usunsradunsaslniiutngasin [6] mAeidunsmuniunaie
Deep Learning 11 CNN, RNN, LSTM kag GRU Tun1sasiadunisaslnatnsiasin Taeiiunsissuiieu
Usgdnsnmueduea Anwvimglumsinaduliwa waznsunlalym wu anuliaunavesdaya (Class
Imbalance) wamsfinwsyydinisliluea DL anunsadesgideyadednuasnsiadunisyasalaogiedl
Usgdndan

3. sunounsANiuNHTe

3.1 psaAnarnsadisaniunisal (Setup & Scenario Creation) WeNAAaUANAINITDS
Tumamsnsaadusiawns szuulddrassanumsaifiaenndosiuguuuusvanaamislewesimulduosly
anmuIndeun1sineuass Tnsuwdseanidu 4 3yuuvunislau@ingn Léun Brute Force, Phishing
Ransomware kg DDoS ﬁdiﬂaazlﬁaﬂumiwﬁ 1

M19197 1 wanaguuuunsiani s1easidenn1sdnaes kasteyalaussanu

sUBuUN1slaud 318AZ198ANTTIIRY Joyalgausun

A15IANFLUU Brute Force 1. Pavamngneandngssuulagldnisaiaen 1. swnueddlunisnensny
sWanusnluLRHIU Remote Desktop Protocol | 4aszuu500 Asasatad

y y
(RDP) wag AnyDesk 2
2. liyainTesileidy Hydra uag Metasploit Tu

S¥8ELIA10INTLAURALA

avAse 1-3 Wil
ASNAABUNNTHINETTUU

3. MaeangAnNTILTBIUENINaSTINe LD
Ueyanlesunistiosiu

3. 14 IP Address fiumnsnseiu
10 MNeLa

4. vegeunmsasusaniiu
WUUNULAEHAUYNTY
(Dictionary Attack)
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M19199 1 wansgUuuumslagd seazdennisinass azdoyaiieuszana (o)
sUwuunslaud TYaLIANTINADY dayaigeUsunn

nslaufALuU Phishing

1. Sravsnsasdiaiivdalugedlivanems
(WnugReninaulussAnsdiass)

2. Hdsidunsrendolnduuy 1w Twa docx,
pdf, zip Tislan3usiuss

3. JpnTevingAnsuvewliidnisdalndivse
panasPuRTIenselll

1. $nuBwaiivididienn

200 atu

2. Uszifiusnsnisadndalngd

w3enadan Waviune 10-30%
3. NAINTINTUVBITTUU Yow

1 5 Wniivaanglidald

ASIANAWUY Ransomware

1. 180INITUNINTLAUDY Ransomware WY
Iduuuludwa waz Buledannilvanlnd

2. Mifaurssegnafidnswalngluedes wWiving
1Husguu Windows wag Linux

3, Ainszvinisideusieuidsnines Command &
Control (C2)

1.ﬁ1uau1v~lé17igﬂlfﬁ"1iﬁaﬁwaaa
500 lna
2.‘3m3wﬁl,w‘mLﬁmﬁa;ﬂal,ﬁa@ms
defayaranluds C2
38m51A310d1L59999019
57990 95% FulU

AslaufiLuy DDoS

1. $ravsnstaufiiierilsiszuy ldanunsaliudns
1% (Denialof Service)

2. 7% SYN Flood, UDP Flood wag HTTP Flood
WeuTnanuudiniaes

3. Nnaoun15tesiuves Firewall Lag Intrusion
Detection System (IDS)

1. $ruaurewedidsludy
1@39295 100,000-500,000 A1
SO

2. S8eElIa10INSlaNd 5-15
it

3. NTInUTEANSNINURITEUY
Aoulaznadland (@anag 40-
80%)

3.2 MV InvaneesanmLInaeslunmagey Wielin1saaeuAToUARLANNWIARENNTS
Meuase sruuladnaesmsegeulu 4 JUuuvveIENNIWIAdeY Fis1eazidualunnsan 2

A9 2 LAASANINILINABUNITYINNIU LA A UNAIN AN VDIANTNLINADL

ANTNLINRDUNITIIU

AUNAINRANYVDIENTNLINADY

\savgesRnsnelu

(On-Premise Network)

Fiaszkazudennislaud

1. 19 Firewall uag Intrusion Detection System (IDS) Tun1s

2. Srapsanrumsaiidawdsunsnsyaenelusyuy

SEUVUUAATIN

(Cloud-Based Environment)

1. Sravad@sniieslu AWS, Google Cloud uay Microsoft Azure
2.NAdaUNSKNE99N 1P Address Aeuantazn1sIaNAnIL AP

gunIaiua1eme
(Endpoint Devices)

159191

° a o oy 2 d L -]
1. S1avamginssuvaIntinuily wdunieUuaslnsdwniote Tu

2. swinginssuvesiawiinnersuaizaunsaldiud

LASDUILEIG T
(Public Network)

ADTUNAGTY

Uaense

1. 3189915\ ToUABHIN Wi-Fi 81515008 1 RSN vi5e

2. ATIRdaUNgAnTIUYa AL TALNS N ENIULAS a8 LA
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3.3, 97UsamLATENTaYa (Data Collection and Preparation) lun1s3dsassil Iévhnssiusa
wazidendoyadmiunsiannlunansiaduions lnedoyaiililunisinuasvaaeusnnainunastoya
a5y 51891UNsTeuA uaznnsIIaBIEnIUNNTNTSE TeyaTiliann Wireshark uaziadosiiaiiinse e
ievedug gnuvadliogluguiuuiianunsalilumsisousveduna lnouanseaziBenlunisndi 3

M19197 3 LANNTIEAELBYANITTIUT LA BN UaYaluN1TIdY

wido suazen
AIRLALHE 5711 100,000 feens WUy Brute Force (25%) Phishing (20%)
Ransomware (15%) DDoS (30%) wag Traffic Unf (10%)
msdnnsanuliaunavesdeya 1. Oversampling (SMOTE) tiusagnslunguiiditios

2. Undersampling and1uiudeyanguianniiuly
3. Data Augmentation USUATLA0S LU IP, Packet Size

nswusdaya 1. 14 Stratified Sampling wagRandom Sampling wuailu Training Set
(70%) wazTesting Set(30%)
WiaNavasdnaIw 70/30 1. 70% Rnlaea TiSeuslaa

2. 30% nagouluing Usziliuwalduiueg
3. Wuaupadivianzay an Overfitting wazlinadwdiotals

3.4 miﬁ'ﬁuuﬂmLﬂamiﬁwil,%ﬁﬂ (Deep Learning Model Development)

Tun1539uaded 14 Tauwna Fully Connected Neural Network (FCNN) tulutaandnlunis
asradusfauss Tasfinnsufuusislassadslunauazamisfinesifoiuyszansangean luina
Usznousie 3 Hidden Layers fifis1uauniisUssanana 64, 32 waz 16 Jnun audsy Tngldiladdu
nseAu ReLU lu Hidden Layers wag Sigmoid i Output Layer Lﬁaﬁ%uuﬂﬂizmwﬁ'ayja 15U LAY
W1518L005 (Hyperparameter Tuning) vinlagnaaauAIfg 9 warnuinnIseeAn Learming Rate 0.001
Batch Size 32 way Optimizer Adam Iﬁwaﬁwéﬁaﬁqw \iotlesiiu Overfitting 14 Dropout 0.2, Early
Stopping Wag Data Augmentation Faeviiuanuaiusalun1sswunifawisuavandefianainlunis
a5193y Fuandluseasdenlumssd 4

AN5199 4 uwansseavdunvadllnanltaslunanlyly

Tananlduaslananlaily Teazden

wiwalunisiden FCNN - mngdmiudeyanillaseaini (Structured Data)
- Angvianuduiusvesiliaeslaa
- Foyalilinm (CNN) vseeunsualagnss (RNN)

wisnaitldidan CNN %38 RNN - CNN wngdmsudeyaideiiun 1wy sunndauas
- RNN/LSTM wingiudayadiiuig useuiiduiieesidudassiu

Tassaseluwma FCNN - Input Layer: 5U#1995 19U IP, Port, Packet Size
- Hidden Layers: 3 9u (64, 32, 16 1nun)
- Activation: ReLU (Hidden), Sigmoid (Output)

Optimizer Wag Hyperparameters - Optimizer: Adam
- Learning Rate: 0.001, Batch Size: 32, Epochs: 20
- Dropout (0.2), Early Stopping, Data Augmentation
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A15199 4 uanaseavdunvadllmanitkasiumanlyly ()

Tuwnailduazlanailyly

=
IYastagn

LUININARDLNILGN (BUIAR)

- CNN: wlasdayauinifinidunm (Byteplot)
- LSTM: §adayasmudduianiiedinizigluuusiaiiowastoa Wi DDoS

A15197 5 nanelassas AT sgardunvadluma FCNN

=
IYATLIYA

Am1s8mes / laseadnsluna

Uszunnvoalana

Fully Connected Neural Network (FCNN)

1LY (Layers)

994 5 9U (Input 1 ¥, Hidden 3 4, Output 1 T)

uauluunlu Hidden Layers

Fuit 1: 66 nuadud 2: 32 Tnusdud 3: 16 Tnua

Handunsesu (Activation

Function)

Hidden Layers: ReLUOutput Layer: Sigmoid

Optimizer il

Adam Optimizer

Learning Rate 0.001
Batch Size 32
47U Epoch 20

wiallaLuAy (Regularization)

Dropout (831 0.2), Early Stopping, Data Augmentation

3.5 nMsHneUsULazN1sVAdeUlLAa (Training and Testing the Model)
Tumagnilneusulneldteyailddmmdonly wagldnsussiiunaseteyannaouiiiein
AuEnnsaveslunalunisnsiadutawsd Tnefdsaussansarmmdndildlunisuseidiu Taun an
Accuracy, Precision, Recall wag F1-score iloUsziiumnuannsavedaalunisudaieunislaudiuay

andnrnsudafiouiianain (False Positives) funsunsiinliaaUszneudas

3.5.1 Preprocessing Gﬁa;&aﬁléfam Wireshark %’!ﬁagﬂugmwu Packet Capture (PCAP)
avgnidadliogluguuuuiiannsouirglunald 1wy n1svi One-hot encoding dmumdsiingadulé
uaznsuUas IP address viedeyaisiianliogluguuuuilnnaiilals

3.5.2 Training luinaazgnilnlagld Training Set FsUsznoulusneteyanindoude
szerlnafiiviaianssuund wazianssudiinund wu madhdslidilallisueyaneuiemsdsindsiiiaung

3.5.3 Evaluation wienninlunaiieuiosudd Toyadnn Testing Set azgniavazdeu

' v
N U a

a

WiaUseliuuseansnmvadluna

= =

3.6 N1559TL993 (Feature Extraction)
3.6.1 IP Address Analysis 14 IP Address iiefinsnzsinisidionse driinsideuseain
P filsiiideite Maestasthessynginssuiiiaund
3.6.2 Protocol Detection as1ziluslamea 1wy TCP, UDP, w39 ICMP
3.6.3 Port Number n529@aUnsaily 19y Port 3389 ¥4 RDP Lilensavnginsui

RGRE(

3.6.4 Packet Size vu1AvaLANAADNLTUFMTINTIN1SIaNA WU N15lauR DDoS
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A131971 6 uansdoyauiinfinfiinisnsesdoya

Source IP | Destination IP | Protocol | Source Port Destination Packet Size Timestamp
Port (Bytes)
192.168.1.1 192.168.1.3 TCP 52345 443 345 2024-10-02
00:00:00
10.0.0.1 192.168.1.4 UDP 23422 3389 982 2024-10-02
00:01:00
172.16.0.1 192.168.1.2 ICMP 46712 7070 768 2024-10-02
00:02:00
192.168.1.2 192.168.1.3 TCP 51123 80 1280 2024-10-02
00:03:00

9NM15199 6 wanstoyauiniinfiinisnsesdoya wasnisulsygadeya (Data Splitting)Training
Set Tddwiunisiinluiaa Test Set Tddwiunisnaaeuluina lnsuvsdeyaludadiu 70/30 Wienaaey
UsgiivBnmvadliieg

3.7 MIfAIlaznITasaaIunITal (Setup & Scenario Creation)
TuauAdeil Tévihadsaniunsalsg Lwamaa‘uuavamiwvmmimawwqmﬂﬁumi
Tdufiinundnulusinaea ROP wazwewliuls AnyDesk mamamﬂamummmaawa gniiudu

whnifnuarimsisiiiodumdyginnisloud mﬂwmm Remote Access Trojan (RAT)

Malious Activity
(RAT Transmition)

Normal Operations

(file Tranfer,RemotePrint) file Tranfer & RemotePrinting

RAT Transmition (Attack)

Connection via AnyDesk Remote Control & Access

AnyDesk
Remate Control

A 1 wHudumnaulunisfarikazasisaniunisaisnaniau1saswunlasal n1569e

A 1 TURBUlUNITAIATLAZAS19EIUNNSAIINAB

LAT8U8LAE AnyDesk
1) Jeusie Client war Server lui3otne LAN Tngld 1P anelu (192.168.1.%)
2) 14 AnyDesk ilomuauin3osUatsmanazdiassnsldauund wu delaid uag fineu
szuzlnaaniunisalland (RAT Transmission)
1) @513 RAT fheipdasile 1wy Metasploit Framework
2) dq RAT lUSup3osUanemssiny AnyDesk wazduniniingae Wireshark
3) ApseiuiinfinfionnginssuRaund Wy msdeansiu Command & Control (C2)
nsasauaznadauluna FCNN
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1) 19 TensorFlow/PyTorch @¥1dlama FCNN Ainsngvidoyauiiniin
2) AnluwasedeyaiuUanduiuay wWu IP, Protocol way Timestamp wlauduaiuiivie

faaiui

3) Uszidiuluwaiieduunnginssuunfuaznislaus

= @ ! %
A9 7 LLﬁ@Qm’J@Ej’Nﬂ’]iLLﬂﬁQ‘U@MMa

Source IP | Destination IP | Protocol | Source Port | Destination Packet Size Timestamp
Port (Bytes)

3232235777 | 3232235779 1 52345 443 345 1693507200

167772161 3232235780 0 23422 3389 982 1693507260

1NANT97 7 wansiiognsnisuUasdeyanisutsyadeya (Train-Test Split) Feyainouudias
gnuvafuyeiln Training Set uazyAnaaay Test Set Tudnsndru 70:30 tloUszifiuauaInsaves
lunawagdasriu Overfitting nMsuSuainateya \esnfleesusdrndadieiuun nsUSuanadeya
ToglutandeatuielilinnaiFousldftunarUsssnanatoyaldiissdnsnm

3.8 M3lnluma (Model Training) & ninseudayauiniinesedns Funeuseolddonisin
Tunadmsunradunginssunislaudvienisideusefiiaundsiulusinnoa ROP uagz AnyDesk Ineld
Neural Network fiFsusainfilaesfidaidenun ileademnuduiusuazdruundeyainduuniniols
nsidenlassadisluina (Model Architecture Selection) 1#lasstneuszamifisanuy FONN avungdu
myinszideyaunuuilasaine wu Jayauinianiedne

Fully Connected Neural Network (FCNN) Structure with Updated Input Layer

Hidden Layer 1

Hidden Loyer 3

Output Layar

2H 2 Langlassas1aegaulunasniy FCNN

a2 Taseadraaaeuliaadag FONN Usznaudig
1. Input Layer %’Usﬁauuaﬁlma% WU Source IP, Destination IP, Protocol, Source Port,
Destination Port, Packet Size
2. Hidden Layers [Hidden Layer 1: 8 Tniug, #afidunisnszdu ReLU] [Hidden Layer 2:
6 Tnug, Meridunisnsesu ReLU] [Hidden Layer 3: 4 niun, feridun1snsgdu RelU ]
3. Output Layer 1 iun, #aridunisnszdu Sigmoid awsudwundeyaduund (0) wie
nslaud (1)
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4. ﬂ’]ié‘?ﬂmquLaW\lﬁﬂﬁma% (Hyperparameter Tuning) wisfiwesildlunismaass
4.1 Learning Rate : 0.001 wielilumausurmsiiwesidsuiu
4.2 Optimizer : Adam Optimizer fiU$usn Learning Rate Twianzaal
4.3 Loss Function : Binary Crossentropy @ iuleyvin1saniunikuu Binary
Batch Size : 32 ,Epochs : 20

1neN15IAAT Accuracy U89N1ATINTUNGRNTTY

PRAUNR A1 Precision vaIn1ssEyNgAnssuiiludawis A1 Recall Fa¥amdnuaiuisalunisnsiadu

WoRnsTURAUNA uaz Fl-score Fulumsinaruaunasening Precision uaz Recall

True Positives+True Negatives

Accuracy = ” : . :
True Positives+True Negatives+False Positives+False Negatives
o True Positives
Precision = " -
True Positives+False Positives
True Positives
Recall = " :
True Positives+False Negatives
Precision+Recall
F1-Score = 2x —
Precision+Recall

NAN1539Y

1. Ham s laaanisiseusidedn Deep Learing Ingld FCNN dwisunisnsiaduuasinsey
ﬁaLn%ﬁﬁﬂsvﬁw%mwaﬂumu%ﬁaﬁ Igassanmumsalsing q lumadaeg FONN ilevadeuwasiinseinng
mmwwqmﬂimmﬂmm‘wwmﬂﬂmmuiﬂsimaa RDP wagaamiwis AnyDesk Toyaannaniunisaldiass
oz OﬂLﬂUL‘U‘uLLWﬂLﬂﬁlLLau’JLﬂ'ﬁ%mwaﬂu%?ailJiU’mJﬂ’]iI‘\mmNaﬂ”liVIﬂﬁEJ‘ULLamium’]i’NVI 6

A131971 8 uansdoyauiinifinfiinnsnsesdeya

Epoch Training Loss Training Accuracy Validation Loss Validation Accuracy (%)
(%)

1 0.465 76.8 0.478 75.2
2 0.392 83.5 0.422 824
3 0.352 86.9 0.399 84.1
a4 0.352 88.5 0.385 85.6
5 0.301 90.2 0.372 86.3
6 0.287 91.1 0.360 87.1
7 0.275 92.0 0.350 87.8

0.260 92.8 0.340 88.2
9 0.250 93.2 0.330 88.7
10 0.240 93.4 0.320 89.2
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A131971 8 wanstoyauiinfinfiinisnsesdeya (se)

== TMRMU

Epoch Training Loss Training Accuracy Validation Loss Validation Accuracy (%)
(%)
11 0.231 93.8 0.310 89.7
12 0.225 94.1 0.302 90.0
13 0.219 94.3 0.295 90.3
14 0.215 94.5 0.288 90.7
15 0.210 94.8 0.280 91.0
16 0.205 95.0 0.275 91.2
17 0.202 95.3 0.270 91.5
18 0.199 95.5 0.265 91.8
19 0.195 95.7 0.260 92.1
20 0.192 95.9 0.255 925

Nan9197 8 wan1sneaeulima Fully Connected Neural Network (FCNN) wu31 @1 Training

Accuracy uag Validation Accuracy [NTUBENIFBLLDINADATZEZLIAINITHNDUIUNIALA 20 Epoch lag
Epoch 1 20 $IA1 Training Accuracy @3aa#l 95.9% wae Validation Accuracy geaa?l 92.5% Tuvagfan

Training Loss Wag Validation Loss anasegmaiileaduiu uandifiuinlunainaunduiluseansaing

Tunsideus awnsalinssideyauiinfinfignnseaiiessyngiinssuiaunfiuazasiaduiawasideded

Usgdnsnmgs wazganansaihlUldauaalieganigeie

Set) tpUszidiunTwaninsnveslinalunsnTTungAnssuiiiaund
miﬁﬂmmﬁa%ﬁfmmﬂﬁi’fayjamimam
2.1 Srnudeyalaufaderionun (Actual Attacks, AT) = 1200 516013

2.2 Snudeyaiilunaszyindunslond (Predicted Attacks,PT) = 1100 51815
2.3 ai'ﬂmumim'aﬁuﬁgﬂ&’aa (True Positives, TP) = 1,050 518115

2.4 Snnudeyalanivssiiluinaszyiilildnislaud (False Negatives, FN) = 150 516M13
2.5 Srunudeyaunafilunaszyingnlawd (False Positives, FP) = 50 57813
2.6 Srunudeyaunafilunaszyldgndies (True Negatives, TN) = 1100 5185

2. nansvaasmaInnsEnlueaaiedu Ifeldinnismegeulinaiuyndeyanageu (Test
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Accuracy: 91.49%
1,050+1,100 2,150

- ~ 0.9149 Anvdudevay 91.49
1,050+1,100+50+150 2,350

Accuracy =

Precision: 95.45%
1,050 1,050

1,050+50 1,100

Precision = ~ 0.9545 Anluseuaz95.45

Recall: 87.50%
1,050 1,050

1,0504+150 1,200

Recall = ~ 0.875 Andusesazs7.50

F1-Score: 91.30%

0.9545+0.875 0.8357
F1-Score =2x ——™™ ™ =2

x ——— =~ 0.9130 AnduSesaz91.30
0.9545+0.875 1.8295

2. woRnssusazgULuunslafiveatanss 1wu yanea wendin Meds usuduuas uaz Anoa uu
foyainluslansanisiindesesing uaswendnd uethnar

nuATeHldAnymAnssuuazsULuunslauAfiddyvesawiisiuau 4 Ussam T ugnese
(Brute Force), #4@4 (Phishing), Wsuduias (Ransomware) wag fined (DDOS) Ima%’eﬁ’asﬂaﬁﬁmwﬁm
nlusianeanisididasverlng (Remote Desktop Protocol: RDP) wazwensuasuaiiinar (AnyDesk) &4
\Hudesmeiinunnslasfivesads asumeaziBonvesusazguuuulumsaii 9

o A

M19199 9 wanagUiuuNIslaNR wasngAnssuddginuannsinm

o

sUBuUN15aud woAnssuddgiinuannisine
ugnnesy (Brute fignvarvesmslaufuuumsariug 4 anmvans P address Tugianandug- wunslauily
Force) TUslnAoa RDP wag AnyDesk ImEJLLaﬂLﬂaﬂ*ﬁsqmﬂ%aaﬁaasm Hydra %130 Metasploit Tun1s
N NDITITEUY
A3 (Phishing) wunsdsdiaviedennuiiildsivielnduuudune TnegliinndumieszimgAnssunandsrd
visoalwduuuiindremslinuunivilu- doyaufininuansnisdousiofui@svnesida
RaUn®
wsuduuas fnmsdhsiadeyaddnlundomeavile uazidenderiuidinines Command and Control (C2)
(Ransomware) Wiedstoyaeenlumeuen- fawsindsiumiliduuuvionniinassuiuledilividede
Anoa (DDoS) nslanduuuyiasnisliuinis nunisdsiesveusinasnnaudiiiesuaendiusnsliled

H1p517- nsTaule8n151u SYN Flood, UDP Flood wag HTTP Flood

nnsfnudeyawiinifiniiulusinaea RDP wag AnyDesk wuilupafiimuiiuaiunse
InTeikazuenuesnginssunislandifawisuiasUssianliegauiugn Tnslanignisnsiadauniiniie
Foyafifiguuuuiiaund 1wy sunawiiniie, vanetaunesn, IP address ilsiund uaznsideusefuidsvlies
meveniihasds vilvausansnduvananulfesnaiuszansamgauazdesiuanuidemeandans
FananlFATy
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3. wan15Useiuysednsainuazanuuiugveslunanwaundulunisseynginssuniaund
waznsduliawisluanmuindeunvanvaiy

A1399 10 wan1sUsziliulszansnmaedlina FCNN Tunisnsiadunginssuiiaund

§ai3n Aitld (%) AUNNNY
Accuracy 91.49 Augnaedlaeslunsiuundeya
Precision 95.45 anusiuglumsnmadunginssuiiduss
Recall 87.50 ALANINalUNSR TNt
Fl-score 91.30 ANALARTENING Precision war Recall

911015199 10 wanrUszansninvesluna FCNN Tun1sdndunnginssuunfvazngfnssud
Jusdenuin lueadien Accuracy @ails 91.49 % uaziiAn Precision, Recall uaz Fl-score Tuszauiiauna
wanslrdiuluwaianyaunsalunsasaduiamsised1slugiazannisuiaf o uRanaie

anUseNansIve

1. m3vimnlanna Fully Connected Neural Network (FCNN) anansaiSeusdeyalsionasieiie
waziluszansam lneaaiugnees (Accuracy) Witwan 76.8% lu Epoch wsn TUda 95.9% Tu Epoch
7 20 wa Validation Accuracy Winduauds 92.5% wansinlunalsliinig Overfitting wazanunsasiuun
foyalddnsluysflinuasgamadey Jauansinrmannsnveslinalunisnsafungfnssuiiiaunian
Toyauiinifinasaliegneliuszdnsan uazddnenmlunsiiluszandldivaounisalass

2. MIfnwImgAnsTuLargUkuunslanAveiau’ amalemmLLuﬂiiJquwqmﬂismawam%
4 UYszLan Taun Brute Force, Phishing, Ransomware Laig DDoS 62N‘1N‘U’J’1LLma”ﬂi”Lﬂmuaﬂwm%aWW o7l
aunsansaduldandoyangfingsy Wy suiaufiniin, wesn, IP address wagdnwaznindousio il
Tuiaa FONN annsassiadunginssunisleasiifiseusglunszuiumsléailuldogisuiug Tagiany
nslaufsiu AnyDesk waz ROP dadureamnseniouvasuanned uwandiiuinlunaiidneninlunis
mswaauﬁa@ﬂmuﬁLﬁmsﬁuﬁﬂuamwLL'mé’anmsﬁmu

ﬂe

3. MsUszfuUssAnsnmuaranuusiudvestunalunssryngAnssuRiaUnaluanimuandoud
naInNnane wamiﬂimﬁmmmdﬂmLmaﬁmmLL;JuéﬂzjfLumimqﬁquaﬂﬁuﬁLfluﬁ’a ImegiA Accuracy
91.49%, Precision 95.45%, Recall 87.50% wag Fl-score 91.30% ag14L5An13 Sanudafinnainuig
U315 18U False Positives §713u 50 598015 wae False Negatives $1uau 150 518113 desinidstunsdl
qummﬁmaﬂwmuﬂmaﬂumﬂﬁzmuﬂﬂm wseilin1sidnviadeyaas 1oy Ransomware WY SSL/TLS
WoanUalANaInLAaT mmasﬂ,ﬂLauaLmeﬂmiUiUUiﬂmma WU mnwmauammmﬂwma N5
AT129ENLR05LT98n N1519 Hybrid Learning wazni1suimadea Adaptive Learning UNATUAIUEINTD
maﬂmmaimmimaﬂﬂmmﬂLLmﬂ,mﬂmaEma,msvavnﬁmwmmwu %Qﬁﬁ]ﬂﬂﬁﬁ]ﬂﬂﬂﬂ’m’sﬁ]‘ﬂﬂQUMU’l WU
Li et al. (2021) wag Soni et al. (2024) ‘V]“UI‘MLMHT]IML% Deep Learning mmmauiammaLuaqmmsa
Usudsudeln ¢ 19
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YoLEUDUL

MananTIdenui lunalassdisuszamiisnwuuidenseaiy 5ol (Fully Connected Neural
Network: FCNN) aunsansiaduuasiinnginginssuiinundluluslnnoa ROP wazwewsiuas AnyDesk
Igfoensusiugn Tavilen Accuracy a8l 91.49% Tsiieinegluszdudia eenslsiniu lunadsdidedninung
Usgmafimsldsumsiauidiudy deliannsadludszgndldausialdodivszansamndeiulu
swAntalauoLurTiddyUsEnsusn Ae amsveeyateyaililunsiinlunalidaumanuansuiniy
T,WEJLawwsﬂmﬁm%yamn‘lﬂﬂmaaﬁlu 9 ﬁﬁmwmﬁﬁwiamigﬂhmﬁ 19U VNC, TeamViewer uag SSH
ilolfinANATIUAUYBITEUUATIVIY LazanA e udBafienalinannnsliteyadiasailosuns
UsgLan sﬁﬂawﬁﬂﬂajﬁagm Overfitting 1@ AsmwInATiaNIsTousuUUNaN (Hybrid Learning) 1ng
neunsvuTesiing Deep Learning WhfudSnnsuuusaiy wu Decision Tree w38 Support Vector
Machine (SVM) ifiaifinanuansnsavesszuulunisnsiadungiinssunislandfiddnvasdudeu vie
adendatungAnssuvesglinuialy deeranseduldvindslunaiissssianies msiinismaaeu
Tunaluaninuindouase 1wy 1A3eTeve309Ans W3os2UU Cloud Computing HieUsziliuauaninse
yadluaaluaniunsaififitadouindonats wazuduudunaliannsonevaussseioulunisldeud
Fudeunavidsuudasliogamnzay msimuiluealiiaunsaSeudiuudiui (Adaptive Leaming)
dielianusadnnmnuandeanausuuulmildlagldesdusuinlunalmifomn Geastaanan
wagdunulunistinlueas wazdufindnsnmlunsfufiefusoanaumislavesiidnsiauiogng
RRIGY
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