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บทคัดย่อ 
 โครงงานนี้มีวัตถุประสงค์เพื่อพัฒนาแบบจำลองของปัจจัยที่มีผลต่อการเป็นโรคเบาหวานด้วยเทคนิคเหมืองข้อมูล
แบบต้นไม้ตัดสินใจเพื่อช่วยในการวิเคราะห์หาแบบจำลองของปัจจัยที่มีผลต่อการเป็นโรคเบาหวาน ปัจจัยเสี่ยงที่มีผลต่อการ
เกิดโรคเบาหวานถือเป็นสารสนเทศที่มีความสำคัญที่จะช่วยให้หน่วยงานทางด้านการแพทย์นำไปใช้สำหรับวางแผนกลยุทธ์  
กลุ่มเป้าหมายในการดำเนินงานวิจัยใช้ข้อมูลผู้เข้ารับบริการที่โรงพยาบาลด่านขุนทด จังหวัดนครราชสีมา ระหว่างปี 2550 – 
2555 จำนวนทั้งสิ้น 4,402 ราย แบ่งข้อมูลสำหรับฝึกและทดสอบแบบจำลองออกเป็นร้อยละ 90:10 ตามลำดับ พัฒนา
แบบจำลองด้วยอัลกอริทึมเจสี่สิบแปด ซึ่งเป็นเทคนิคแบบต้นไม้ตัดสินใจ ประเมินประสิทธิภาพของแบบจำลองด้วยค่าความ
แม่นตรง ผลการวิจัยพบว่าแบบจำลองที่พัฒนาให้ประสิทธิภาพทีม่ีค่าความแม่นตรง 76.14% และสามารถสร้างกฎการจำแนก
จากต้นไม้ตัดสินใจทั้งสิ้น 97 กฎ ซึ่งพบว่าปัจจัยเสี่ยงที่อาจก่อให้เกิดโรคเบาหวาน ได้แก่ อายุ เพศ สถานะภาพ ที่อยู่ อาชีพ 
ประวัติความดันโลหิตเกินมาตรฐาน ประวัติค่าดัชนีมวลกายเกินมาตรฐาน พฤติกรรมการสูบบุหรี่ พฤติกรรมการดื่มสุรา และ
ประวัติครอบครัวเป็นเบาหวาน 

 
คำสำคัญ: โรคเบาหวาน , เหมืองข้อมูล , ต้นไม้ตัดสินใจ , อัลกอริทมึเจสีส่ิบแปด 
 

ABSTRACT 
The purposes of the research were to develop a diabetes mellitus model with data mining 

technique using the decision tree for analysis to finding the diabetes risk factors. The risk factors for 
diabetes are important information that will support medical agencies to strategies planning for disease 
prevention to direct to group target. On conducting the research, data were collected from patients at 
Dan Khun Thot Hospital from Nakhon Ratchasima Province during 2007-2012, there were 4,402 cases. The 
data are separated into 2 sets that training set and testing set were, 90:10 percent, respectively. The 
modeling using j48 algorithms that a decision tree technique. On evaluating a performance of models, we 
use an accuracy. The results showed that the performance of model developed has accuracy 76.14% and 
rules of classification for decision trees have 97 rules. The risk factors that may cause diabetes were age, 
gender, status, address, occupational, hypertension history, history of body mass index excess, smoking, 
drinking and family history of diabetes. 
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บทนำ 
 เบาหวานเป็น โรคเรื้อรัง  ที่ เป็นปัญหาสำคัญ
ทางด้านสาธารณสุขของโลก รวมทั้งประเทศไทยสถานการณ์
เบาหวานปัจจุบัน มีอุบัติการณ์ เพิ่มมากขึ้น จากข้อมูล
สมาพันธ์เบาหวานนานาชาติ  (International diabetes 

Federation: IDF) ได้รายงานสถานการณ์ผู้เป็นเบาหวานทั่ว
โลกแล้ว 285 ล้านคน และได้ประมาณการว่าจะมีจำนวนผู้
เป็นเบาหวานทั่วโลกเพิ่มมากกว่า 435 ล้านคน ในปี พ.ศ. 
2573 หากไม่มีการดำเนินการในการป้องกันและควบคุมที่มี
ประสิทธิภาพ สำหรับประเทศไทย ข้อมูลจากสำนักนโยบาย



 

 

 

 

    Journal of Science and Technology 

วารสารวิทยาศาสตร์และเทคโนโลยี มหาวิทยาลัยราชภัฏมหาสารคาม 
ปีท่ี 1 ฉบับท่ี 1 
มกราคม-มิถุนายน 2561 

2 

และยุทธศาสตร์ กระทรวงสาธารณสุขพบมีผู้เสียชีวิตจาก
โรคเบาหวานใน ปี พ.ศ. 2555 ประมาณ 12,100 คน หรือ 
ประมาณวันละ 33.2 คน เมื่อพิจารณาระหว่างปี  พ.ศ. 
2542–2552 พบคนไทยนอนรักษาตัวที่โรงพยาบาลสังกัด
กระทรวงสาธารณสุข ด้วยโรคเบาหวาน เพิ่มขึ้น 4.02 เท่า 
เฉพาะ ปี พ.ศ. 2552 มีผู้ที่นอนรักษาตัวที่โรงพยาบาลสังกัด
กระทรวงสาธารณสุข ด้วยโรคเบาหวาน 558,156 ครั้ง เมื่อ
แยกการกระจายความชุกออกเป็นรายภาค พบเรียงลำดับ
จ า ก ม า ก ไป น้ อ ย  ดั ง นี้  ก รุ ง เท พ ฯ , ภ า ค ก ล า ง , 
ตะวันออกเฉียงเหนือ , ภาคเหนือ และ ภาคใต้ (ความชุก 
ร้อยละ 9.2 , 7.6 , 7.0 , 5.7 และ 5.0 ตามลำดับ) 

จากสถิติข้างต้นนับเป็นปัญหาสำคัญที่ต้องเร่งหา
แนวทางแก้ไข ป้องกัน บรรเทา และลดอัตราการเกิด
โรคเบาหวาน ซึ่งจะช่วยลดอัตราการตายจากโรคเบาหวานลง
ได้ เทคโนโลยีด้านเหมืองข้อมูลเป็นตัวเลือกหนึ่งที่เหมาะสม
สำหรับช่วยในการวิเคราะห์สร้างแบบจำลองของปัจจัยที่
ก่อให้เกิดโรคเบาหวาน สามารถพัฒนาต่อยอดเป็นเครื่องมือ
สำหรับนำไปสร้างแบบประเมินความเสี่ยงโรคเบาหวานโดย
ไม่ต้องอาศัยการตรวจเลือด สามารถนำไปใช้ในการสร้าง
ระบบเตือนภัย ทั้งช่วยให้เกิดการปรับเปลี่ยนพฤติกรรมที่เป็น
ปัจจัยการเกิดโรคเบาหวานได้อย่างตรงเป้าหมาย เนื่องจาก
เทคนิคการเรียนรู้ของเครื่องจักรเป็นเทคโนโลยีที่สามารถ
ทำงานกับข้อมูลปริมาณมากได้อย่างมีประสิทธิภาพ โดย
เทคนิคเหมืองข้อมูลที่มีรูปแบบการแสดงผลที่เข้าใจง่าย การ
ทำงานไม่ซับซ้อน ประมวลผลได้รวดเร็ว และเป็นที่นิยม
สำหรับงานจำแนกข้อมูล ได้แก่เทคนิคต้นไม้ตัดสินใจ ซึ่งพบ
จากหลายงานวิจัยที่พยายามศึกษาหาดัชนีความเสี่ยงต่อ
โรคเบาหวาน เช่นในงานวิจัยของ Zorman และคณะ 
(2002) ค้นหาปัจจัยที่เกี่ยวของกับการเกิดโรคเบาหวาน โดย
อาศัยการผสมผสานระหว่างเทคนิคกฎความสัมพันธ์และ
เทคนิคต้นไม้ตัดสินใน ในงานวิจัยของ กิตติพล วิแสง และ
คณ ะ (2552) ได้ ศึ กษาและวิ เค ราะห์ ปั จจั ย เสี่ ย งของ
โรคเบาหวานโดยเปรียบเทียบเทคนิค Back propagation 
Neural Networks, Radial Basis Function Network 
และตัวแบบ Naïve Bayes เป็นต้น 

งานวิจัยนี้จึงได้นำเสนอ การพัฒนาแบบจำลอง
ปัจจัยที่มีผลต่อการเป็นโรคเบาหวานด้วยเทคนิคเหมืองข้อมูล
แบบ ต้ น ไม้ ตั ดสิ น ใจ  โดยใช้ข้ อมู ลผู้ เข้ ารับบ ริก ารที่
โรงพยาบาลด่านขุนทด จังหวัดนครราชสีมา ระหว่างปี 2550 
– 2555 จำนวนทั้งสิ้น 4,402 ราย แบ่งข้อมูลสำหรับฝึกและ
ทดสอบแบบจำลองออกเป็นร้อยละ 90:10 ตามลำดับ 
พัฒนาแบบจำลองด้วยอัลกอริทึมเจสี่สิบแปด ซึ่งเป็นเทคนิค
แบบต้นไม้ตัดสินใจ ประเมินประสิทธิภาพของแบบจำลอง

ด้วยค่าความแม่นตรง โดยอาศัยโปรแกรมประยุกต์ด้าน
เหมืองข้อมูล เพื่อค้นหาปัจจัยที่อาจเป็นสาเหตุของการเกิด
โรคเบาหวานได้ 

 

วัตถุประสงค์การวิจัย 
1.  เพื่อค้นหาแบบจำลองปัจจัยที่มีผลต่อการเกิด

โรคเบาหวาน ของประชาชนในเขตอำเภอด่านขุนทด จังหวัด
นครราชสีมา โดยใช้เทคนิคเหมืองข้อมูลแบบต้นไม้ตัดสินใจ 

2. เพื่ อ ห าคุ ณ ลั ก ษ ณ ะ ที่ มี ผ ล ต่ อ ก า ร เป็ น
โรคเบาหวาน ของประชาชนในเขตอำเภอด่านขุนทด จังหวัด
นครราชสีมา 

3. เพื่อนำเสนอแบบจำลองที่ได้ต่อผู้อำนวยการ
โรงพยาบาลด่านขุนทด เพื่อใช้เป็นข้อมูลจัดทำกลยุทธ์ในการ
ส่งเสริม กระตุ้นเตือน ให้ความรู้แก่ประชาชน ในเขตอำเภอ
ด่านขุนทด จังหวัดนครราชสีมา 
 
วิธีดำเนินการวิจัย  

1. ขั้นตอนการดำเนินการวิจัย 
  1.1 ศึกษาการทำเหมืองข้อมูลด้วยเทคนิคตน้ไม้
ตัดสนใจ และข้อมูลปัจจัยที่ทำให้เกิดโรคเบาหวาน 
  1.2 การประสานความร่วมมือจากโรงพยาบาล
ด่านขุนทด ในการขอข้อมูล และเก็บข้อมูลที่จำเป็นต่อการ
ดำเนินงานโครงการ  
   1) จัดทำหนังสือบันทึกถึงผู้อำนวยการ
โรงพยาบาลด่านขุนทด เพ่ือขอความร่วมมือ 
   2) ประสานกลุ่มงานประกันสุขภาพ 
ยุทธศาสตร์และสารสนเทศทางการแพทย์ เพื่อขอความ
ร่วมมือ 
   3) ประสานศูนย์สารสนเทศเพื่อขอความ
ร่วมมือในการดึงฐานข้อมูล 
  1.3 สำรวจ และเก็บรวบรวมข้อมูล ดังนี้  
   1) ข้อมูลผู้ป่ วยโรคเบาหวานจากเวช
ระเบียนผู้ป่วยนอก (คลินิกโรคไม่ติดต่อ, คลินิกเบาหวาน) 
   2) ข้อมูลผู้ป่วยที่ ไม่ เป็นโรคเบาหวาน 
จากเวชระเบียนผู้ป่วยนอก 
  1.4 ออกแบบฐานข้อมูลเพื่อสำรวจข้อมูลของ
กลุ่มตัวอย่างในเขตอำเภอด่านขุนทด จังหวัดนครราชสีมา ที่
เป็นโรคเบาหวาน และไม่เป็นโรคเบาหวาน  
  1.5 นำเข้าข้อมูล สร้างระบบฐานข้อมูลด้วย
ระบบจัดการฐานข้อมูลเพื่อจัดเก็บข้อมูลที่ได้จากการสำรวจ
ให้เป็นระเบียบ เป็นมาตรฐานเดียวกัน 
  1.6 จัดทำคลังข้อมูล เพื่อเตรียมสำหรับการทำ
เหมืองข้อมูล มีขั้นตอนดังน้ี 
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   1) รวบรวมข้อมูลจากโรงพยาบาลด่านขุนทด 
   2) รวมข้อมูลจากเวชระเบียนผู้ป่วยที่ทำ
การบันทึกลงฐานข้อมูล และข้อมูลที่ดึงจากฐานข้อมูลจาก
โรงพยาบาลด่านขุนทด ให้เป็นชุดเดียวกัน 
   3) ทำความสะอาดข้อมูล 
   4) แปลงข้อมูลให้อยู่ในรูปแบบที่ต้องการ 
  1.7 พัฒนาแบบจำลองปัจจัยที่มีผลต่อการเป็น
โรคเบาหวาน ด้วยโปรแกรม WEKA 3.7.5   
  1.8 ทดสอบประสิทธิภาพของแบบจำลอง ทั้ง
วิธีแยกชุดข้อมูล (Split Testing) ชุดฝึก/ชุดทดสอบ และ
เทคนิคแบบไขว ้(k-fold Cross-validation Testing) 
  1.9 ใช้แบบจำลองที่ได้ ทำนายผลข้อมูลที่สุ่ม
แยกไว้ 400 รายการ 
  1.10 สรุปผลการดำเนินงานและปัญหาที่พบใน
การดำเนินงานวิจัย 
  1.11  นำเสนอแบบจำลองที่ ได้  ต่อผู้บริหาร
โรงพยาบาลด่านขุนทด จังหวัดนครราชสีมา 
 

2.  เคร่ืองมือการวิจัย 
  2.1 ระบบบริหารจัดการฐานข้อมูล Microsoft 
Access 2007 สำหรับจัดเก็บข้อมูลให้เป็นมาตรฐานเดียวกัน 
  2.2 โป รแกรมประยุ กต์ ด้ าน งานคำนวณ 
Microsoft Excel 2007 สำหรับสนับสนุนการเตรียมข้อมูล 
  2.3 โปรแกรมประยุกต์ด้านงานเหมืองข้อมูล 
WEKA 3.7.5 สำหรับวิเคราะห์และพัฒนาแบบจำลอง 
  2.4 แบบสอบถามสำหรับรวบรวมข้อมูล 
 

3. ประชากรและกลุ่มตัวอย่าง 
ข้อมูลที่ ใช้สำหรับงานวิจัยนี้มี  คือ ข้อมูลกลุ่ม

ตัวอย่างผู้เข้ารับบริการที่โรงพยาบาลด่านขุนทด จังหวัด
นครราชสีมา ระหว่างปี 2550 – 2555 จำนวนทั้งสิ้น 4,402 
ราย จำแนกเป็นผู้เข้ารับบริการที่ป่วยเป็นโรคเบาหวาน
จำนวน 1,898 ราย ไม่เป็นโรคเบาหวาน 2,504 ราย  

 
4. ทฤษฎีและงานวิจัยที่เกี่ยวข้อง 
ได้แก่ การรวบรวมข้อมูล เทคนิคการจำแนกแบบ

ต้นไม้ตัดสินใจ อัลกอริทึม j48 การประเมินแบบจำลอง และ
งานวิจัยท่ีเกี่ยวข้อง ดังนี ้

4.1 การรวบรวมข้อมูลสำหรับการวิจัย 
 ข้ อ มู ล ส ำ ห รั บ งาน วิ จั ย นี้ ร วบ ร วม จ า ก
โรงพยาบาลด่านขุนทด จังหวัดนครราชสีมา แสดงตัวอย่างได้
ดังตารางที่ 1 โดยรวบรวมข้อมูลจาก 2 แหล่งได้แก่ 
   1) จากแฟ้มประวัติผู้ป่วย (OPD Cards) 
เป็นข้อมูลที่ยังไม่มีการจัดเก็บลงสื่อดิจิทัล 

   2) จากฐานข้อมูลโรงพยาบาลด่านขุนทด 
เป็นข้อมูลที่ถูกจัดเก็บในระบบบริหารจัดการฐานข้อมูลแล้ว 
ซึง่รวบรวมโดยขอความอนุเคราะห์จากศูนย์สารสนเทศ กลุ่ม
งานประกันสุขภาพ ยุทธศาสตร์และสารสนเทศทางการ
แพทย์ โรงพยาบาลด่านขุนทด ซึ่งข้อมูลที่จัดเก็บจำแนกเป็น
กลุ่มได้ 3 กลุ่มหลัก ดังต่อไปนี้ 
   1) ข้อมูลส่วนบุคคล ได้แก่  เพศ อายุ  
ภูมิลำเนา อาชีพ สถานะภาพ ประวัติครอบครัว และผลการ
วินิจฉัยทางการแพทย์ 
   2) ข้อมูลพฤติกรรมการดำเนินชีวิต ได้แก่ 
ข้อมูลพฤติกรรมการสูบบุหรี่ และพฤติกรรมการดื่มสุรา 
   3) ข้อมูลทางกายภาพ ได้แก่ ส่วนสูง 
น้ำหนัก และความดันโลหิต ระหว่างปี 2550–2555 
 
  4.2 เทคนิคต้นไม้ตัดสินใจ 
  เทคนิคต้นไม้ตัดสินใจ เป็นเทคนิคที่ใช้ในงาน
ด้านเหมืองข้อมูลประเภทการจำแนกข้อมูลที่มีจุดเด่นคือ
แสดงผลลัพธ์เป็นผังต้นไม้  ซึ่งเป็นวิธีที่ ได้รับความนิยม
เนื่องจากอัลกอริทึมไม่ซับซ้อน ตีความและเข้าใจลักษณะของ
รูปแบบข้อมูล ได้ ง่าย (ชนวัฒน์  ศรีสอ้ าน , 2550) การ
พยากรณ์ในรูปของต้นไม้ตัดสินใจเป็นการเรียนรู้แบบมีผู้สอน 
(Supervised Learning) หมายถึงการสร้างแบบจำลองจาก
ข้อมูลที่รู้กลุ่มที่แท้จริงก่อนล่วงหน้า รูปแบบของต้นไม้  
ประกอบด้วยโหนด โดยโหนดแรกเรียกว่ารูทโหนด จากรูท
โหนดจะแยกออกเป็นโหนดลูก ที่ระดับสุดท้ายจะเรียกว่า 
โหนดใบ ซึ่งจะแสดงคลาสที่เป็นผลลัพธ์ที่สามารถแยกแยะได้ 
แสดงได้ดังภาพที่ 1 

 
ภาพที ่1 ตัวอย่างต้นไม้ตัดสินใจซือ้โทรศัพท์มือถือ 

  จากภาพที่  1 ตั วอย่ างต้น ไม้ ตั ดสิน ใจซื้ อ
โทรศัพท์มือถือ ซึ่งแสดงแบบจำลองการตัดสินใจ ซื้อ/ไม่ซื้อ 
โทรศัพท์มือถือ สรุปได้ว่าคนที่ตัดสินใจซื้อโทรศัพท์มือถือ คือ 
“ผู้มีอายุ ระหว่าง 36-45 ปี” หรือ “ผู้มีอายุต่ำกว่า 36 ปี
และมีงานทำ” หรือ “ผู้มีอายุมากกว่า 45 ปี และมีเครดิต
พอใช้” 
 
 

อาย ุ

มีงานทำ เครดติ ซ้ือ 

ไม่ซ้ือ ซ้ือ ไม่ซ้ือ ซ้ือ 

 35 36 - 45 > 45 

ดีเยี่ยม พอใช้ ไม่ม ี ม ี
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  4.3 อัลกอริทึม J48 
  อัลกอริทึม j48 (ในโปรแกรม Weka) หรือ
อัลกอริทึม C4.5 เป็นอัลกอริทึมอันหนึ่งที่ ใช้สร้างต้นไม้
ตัดสิน ใจที่ พัฒนาโดย  Ross Quinlan ซึ่ งปรับปรุงจาก 
อั ลกอริทึ ม  ID3 (Dunham, 2006; Sharma and Sahni, 
2011; Bhargava et al., 2013) โดย C4.5 จะสร้างผังต้นไม้
ตัดสินใจมาจากกลุ่มของข้อมูลชุดฝึกที่ ใช้หลักการของ 
Information Entropy (Quinlan, 1996) ในการเลือกโหนด
โดยใช้ค่าความถูกต้องของคุณลักษณะแต่ละตัวเพื่อใช้แยก
เส้ น ท า งตั ด สิ น ใจ จ ะ พิ จ ารณ า จ าก ค่ า  Normalized 
Information Gain  
  ในการใช้งานเทคนิคการจำแนกแต่เทคนิคเรา
ไม่สามารถบอกได้ว่าเทคนิคใดดีที่สุด ดังนั้นจึงควรทดลอง
สร้างแบบจำลองหลายครั้งแล้วนำมาเปรียบเทียบกันว่า
แบบจำลองใดให้ประสิทธิภาพได้ดีที่สุด (พวงทิพย์ แท่นแสง, 
2550) สำหรับอัลกอริทึม J48 มีการทำงาน  (Patil and 
Sherekar, 2013; Dunham, 2006) ดังภาพที่ 2 
INPUT: 
 D //Training Data 
OUTPUT 
 T //Decision Tree 
DTBUILD (*D) { 
T=; 
T=Create root node and label with splitting attributes; 
T=Add arc to root node for each split predicate and 

label; 
For each arc do 
 D=Database created by applying splitting 

predicate to D; 
 If stopping point reached for this path, then 
  T’=Create leaf node and label with 

appropriate class; 
 Else 
  T’=DTBUILD(D); 
 T=add T’ to arc; 
} 

ภาพที ่2 อัลกอริทึม J48 
  จากภาพที่ 2 การทำงานของอัลกอริทึม J48 
จะทำงานวนซ้ำในการเลือก Attributes ที่เหมาะสมให้เป็น
โหนดตัดสินใจไปเรื่อย ๆ จนกระทั่งทุกโหนดสุดท้ายของแต่
ละเส้นทางจะเป็นโหนดใบ ซึ่งหมายถึงคลาสที่เหมาะสม
สำหรับเส้นทางการตัดสินใจแต่ละเส้นทาง 

  4.4 วิธีการทดสอบแบบจำลอง งานวิจัยนี้ใช้
วิธีการทดสอบแบบจำลอง 2 วิธีดังนี ้
   1) การทดสอบด้วยการแยกชุด 
   วิธีทดสอบแบบแยกชุด เป็นการแบ่งข้อมูล
ด้วยการสุ่มออกเป็น 2 ส่วน ส่วนแรกคือชุดสำหรับเรียนรู้เพื่อ
สร้างแบบจำลอง เรียกว่า ชุดฝึก (Training Set) อีกส่วนหน่ึง
ไว้สำหรับทดสอบแบบจำลอง เรียกว่า ชุดทดสอบ (Testing 
Set) เช่น 70:30 หมายถึงชุดฝึก 70% ชุดทดสอบ 30% โดย
ประสิทธิภาพของการสร้างแบบจำลองด้วยการทดสอบแบบ
วิธีไขวม้ักขึ้นกับความสามารถในการสุ่มแยกข้อมูล ถ้าการสุ่ม
ข้อมูล ชุดทดสอบได้คล้ายกับข้อมูล ชุดฝึกผลประเมิน
ประสิทธิภาพที่ได้จะดี แต่ข้อดีของวิธีการนี้คือใช้เวลาน้อย 
ซึ่งเหมาะกับชุดข้อมูลที่มีขนาดใหญ่ 
   2) การทดสอบแบบไขว ้
   วิ ธี ท ด ส อ บ แ บ บ ไข ว้ เป็ น วิ ธี ก า ร วั ด 
ประสิทธิภาพที่การแบ่งข้อมูลออกเป็นหลายส่วน (แทนด้วย 
k-fold) เช่น 10-fold cross-validation คือ การแบ่งข้อมูล
ออกเป็น 10 ส่วน แต่ละส่วนมีจำนวนข้อมูลเท่ากัน สร้าง
แบบจำลองจากข้อมูล 9 ชุด แล้วใช้ 1 ชุดที่เหลือสำหรับ
ทดสอบ วนซ้ำการทำงานนี้จนกระทั้งข้อมูลทุกชุดถูกใช้เป็น
ชุดทดสอบ ตัวอย่างดังภาพที่ 3 

 
ภาพที ่3 การทดสอบแบบจำลองด้วยวิธีไขว้ 5-fold 

(ท่ีมา: เอกสิทธิ์ พัชรวงศ์ศักดา, 2557) 
 
  4.5 การประเมินประสิทธิภาพ 
  การประเมินประสิทธิภาพของแบบจำลอง มี
หลายมาตรวัดให้เลือกใช้งาน สำหรับงานวิจัยนี้ค่าความแม่น
ต ร ง  (Accuracy) ซึ่ งห า ได้ จ า ก ก า รพิ จ ารณ าต าร า ง 
Confusion Matrix ดังแสดงในตารางที่ 1 
ตารางที่ 1 Confusion Matrix 

 Predicted  Positive Predicted Negative 
Actual Positive True Positive (TP) False Negative (FN) 
Actual Negative False Positive (FP) True Negative (TN) 
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จ า ก ต า ร า ง ที่  1 Confusion Matrix คื อ ก า ร
ประเมินผลลัพธ์การทำนายเปรียบเทียบกับผลลัพธ์จริง โดย
พิจารณาค่า ดังน้ี 
True Positive (TP) คือ จำนวนที่ทายคลาส Positive ถูก 
True Negative (TN) คือ จำนวนที่ทายคลาส Negative ถูก 
False Positive (FP) คือ จำนวนที่ทายคลาส Positive ผิด 
False Negative (FN) คือ จำนวนที่ทายคลาส Negative ผิด 
 
สำหรับมาตรวัดค่าความแม่นตรง (Accuracy) คือ ค่าที่บอก
ว่าการทำนาย ทำนายได้แม่นยำแค่ไหน สามารถคำนวณได้
ดังนี ้

                (1) 
 
  4.6 งานวิจัยท่ีเกี่ยวข้อง 
  Zorman และคณะ (2002) ได้ศึกษาวิจัยเรื่อง 
Mining Diabetes Database with Decision Trees and 
Association Rules เป็นการศึกษาเพื่อหาวิธีการที่จะผลติกฎ
สำหรับช่วยวินิจฉัยโรคเบาหวานที่มีความกระชับมากกว่า 
ระหว่างเทคนิคต้นไม้ตัดสินใจกับเทคนิคกฎความสัมพันธ์ 
โดยข้อมูลในการวิจัยคือฐานข้อมูลโรคเบาหวานจาก Osaka 
Medical College Hospital ผลการวิจัยพบว่ากฎที่ได้จาก
ต้นไม้ตัดสินใจจะมีจำนวนน้อยกว่ากระชับกว่ากฎที่ได้จากกฎ
ความสัมพันธ์ 
  กิตติพล วิแสง และคณะ (2552) ได้ศึกษาและ
วิเคราะห์ปัจจัยเสี่ยงของโรคเบาหวาน โดยเปรียบเทียบการ
ใช้เทคนิค Back propagation Neural Networks (BPNN), 
Radial Basis Function Network (RBFN) แ ล ะ  Naïve 
Bayes โดยอ้างอิงจากผลการวินิจฉัยทางการแพทย์เพื่อวัด
ความถูกต้องของแบบจำลองที่ ได้ จาก  3 เทคนิ ค  ซึ่ ง
ผลการวิจัยพบว่า แบบจำลองที่ได้จากเทคนิค  BPNN ให้
ผลลัพธ์ที่ มีความถูกต้องมากที่สุด โดยให้ค่า MAE เท่ากับ 
0.0045 ค่า RMSE เท่ากับ 0.0126 และประสิทธิภาพการ
จำแนกกลุ่มสมาชิกข้อมูลเปรียบเทียบผลวินิจฉัยทาง
การแพทย์เท่ากับ 100 % (เมื่อทดสอบกับข้อมูลปัจจัยเสี่ยง
ชุดที่ 2) และปัจจัยเสี่ยงในการเกิดโรคเบาหวาน คือ BMI, 
FDM, AGE, HT, OR และ SEX ตามลำดับ 
  กิตติศักดิ์ สุมามาลย์ (2555) นำเสนอวิธีการ
วิเคราะห์ข้อมูลประชาชนในเขตเทศบาลเมืองจังหวัดบุรีรัมย์ 
ปี 2555 จำนวน 1,071 ราย ด้วยเทคนิคกฎความสัมพันธ์
สำหรับการศึกษาความสัมพันธ์ของโรคและใช้เทคนิคต้นไม้
ตัดสินใจสำหรับการศึกษาคัดกรองสุขภาพเบื้องต้นของ
ประชาชน โดยแบ่งเป็น กลุ่มปกติ กลุ่มเสี่ยง และกลุ่มป่วย 
ผลการวิจัยพบว่าการกฎความสัมพันธ์ที่ได้จากอัลกอริทึม FP 

Growth ให้คำตอบที่เหมาะสมกว่า อัลกอริทึม Apriori และ
สำหรับการคัดกรองด้ วยเทคนิคต้นไม้ตัดสินใจพบว่า
แบบจำลองที่ ได้ ให้ค่าความถูกต้อง (Precision) เท่ากับ 
88.60% ค่าระลึก (Recall) เท่ากับ 89.20% ค่าความเหวี่ยง
หรือประสิทธิภาพโดยรวม (F-Measure) เท่ากับ 88.80% 
และได้จำนวนกฎที่ผ่านการตรวจสอบจากผู้เช่ียวชาญพบว่า
เหลือกฎความสัมพันธ์ 42 กฎ 
   
ผลการวิจัย 
 1. ผลการเตรียมข้อมูลก่อนการประมวลผล 

 1.1 ผลการออกแบบฐานข้อมู ล  ผู้ วิ จั ย ได้
ดำเนินการวิเคราะห์และออแบบฐานข้อมูลโดยมีจำนวน
ตารางข้อมูลทั้งหมด 5 ตาราง ได้แก่ ตารางรายละเอียด
ข้อมู ลทั่ วไป  (tbl_patient) ตารางรายละเอียดข้อมู ล
พฤติกรรมการดื่มสุรา (tbl_drink) ตารางรายละเอียดข้อมูล
พฤติกรรมการสูบบุหรี่ (tbl_smok) ตารางรายละเอียดข้อมูล
ทางกายภาพ (tbl_BMI) และ ตารางรายละเอียดข้อมูลทาง
กายภาพ (tbl_BP) โดยมีความสัมพันธ์แสดงดังภาพท่ี 4 

 
ภาพที ่4 แผนภาพความสมัพันธ์ของข้อมูล 
 จากภาพที่ 4 แผนภาพแสดงความสัมพันธ์ของ

ข้อมูลประกอบด้วย 5 ตาราง โดยตาราง tbl_patient มี
ความสั มพั น ธ์ แบ บ  1:1 กับ ตาราง tbl_BML, tbl_BP, 
tbl_Smok และ tbl_Drink  

 1.2 การทำความสะอาดข้อมูล สำหรับข้อมูลบาง
รายการหรือบางคุณลักษณะอาจจัดเก็บค่าที่ ไม่คาดคิด 
(Noisy Data) หรือบางค่าขาดหายไป (Missing Values) ซึ่ง
ปัญ หานี้ อาจส่ งผลต่ อประสิทธิภ าพของแบบจำลอง 
จำเป็นต้องมีการทำความสะอาดข้อมูล ดังนั้นงานวิจัยนี้
จัดการกับข้อมูลที่ ไม่คาดคิดด้วยการตัดรายการนั้นทิ้ ง 
สำหรับค่าที่หายไปแก้ปัญหาโดยการแทนข้อมูลด้วย “?” ซึ่ง
เป็นตัวเลือกหนึ่งในโปรแกรม Weka 

 1.3 การแปลงข้อมูล สำหรับข้อมูลที่รวบรวมไดม้ี
บางคุณลักษณะที่ยังไม่เหมาะสมสำหรับการประมวลผล 
ดังนั้นงานวิจัยนี้จึงได้แปลงข้อมูลให้เหมาะสมดังตารางที่ 2 

1 

1 1 

1 

1 

1 

1 

tbl_Drink has 

1 

tbl_ BMI 

tbl_patient 

has 

tbl_BP 

tbl_Smok 

has 
 

has 
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ตารางที่ 2 การแปลงข้อมูล 
คุณลักษณะ ค่าที่รวบรวมได ้ แทนด้วย 

อาย ุ <=43,  >43 ตัวเลขอาย ุ

ที่อยู ่
ในเขตอำเภอด่านขุนทด 

นอกเขตอำเภอด่านขุนทด 
1 
0 

BMI 
(ดัชนีมวลกาย) 

ดัชนีมวลกายเกินมาตรฐาน  
น้อยกว่า 2 ครั้ง 

มากกว่าหรือเท่ากับ 2 ครั้ง 

 
No 
Yes 

BP 
เกินมาตรฐาน น้อยกวา่ 5 ครั้ง 

เกินมาตรฐาน มากกวา่หรือเท่ากับ 5 ครั้ง 
No 
Yes 

 

จากตารางที่  2 การแปลงข้อมูล  มีบางคุณลักษณ ะที่
จำเป็นต้องแปลงข้อมูลให้เหมาะสมต่อการประมวลผลคือ 
อายุ  ที่อยู่  ดัชนีมวลกาย (BMI) และความดันเลือดเกิน
มาตรฐาน (BP) 

 1.4 การเตรียมชุดข้อมูล งานวิจัยนี้นำข้อมูลจาก
ตารางในฐานข้อมูลมาหลอมรวมกันไว้เป็นคลังข้อมูล โดย
เตรียมชุดข้อมูลสำหรับทดสอบจำนวน 11 ชุด แบ่งเป็น 
ข้อมูลพื้นฐาน ข้อมูลพื้นฐานและความดันโลหิต ข้อมูล
พื้นฐานและดัชนีมวลกาย ข้อมูลพื้นฐานและพฤติกรรมการ

สูบบุหรี่ ข้อมูลพื้นฐานและพฤติกรรมการดื่มสุรา ข้อมูลทาง
กายภาพและพฤติกรรมการดื่ม-การสูบ ข้อมูลทางกายภาพ 
ข้อมูลพฤติกรรมการดื่ ม -การสูบ ข้อมูลทางกายภาพ -
พฤติกรรมการดื่ม-การสูบและประวัติครอบครัว ข้อมูล
ทั้งหมด (เว้น สถานภาพและที่อยู่) ข้อมูลทั้งหมด โดยข้อมูล
ทั้ง 11 ชุดถูกจัดเก็บเป็นชนิด csv 
ดังตารางที่ 3 

2. ผลการออกแบบการทดลอง 
ในการพัฒนาแบบจำลองประกอบด้วย 2 กิจกรรม

ได้แก่  การสร้าง และทดสอแบบจำลอง ซึ่ งงานวิจัยนี้               
ออกแบบการทดลองแบ่งเป็น 2 แนวทางดังนี ้

 2.1 การทดสอบด้วยวิธีแบบแยกชุด งานวิจัยนี้
แยกชุดข้อมูลไว้  3 แบบ คือ 70 :30 80:20 และ 90 :10 
ตามลำดับ 

 2.2 การทดสอบด้วยวิธีแบบไขว้ งานวิจัยนี้
กำหนดการทดสอบไขว้ไว้ 2 แบบ ได้แก่ 5-fold และ 10-
fold Cross-validation 

 
ตารางที่ 3 ตัวอย่างชุดข้อมูลเตรียมนำเข้าสู่การประมวลผล ชุดที่ 11 ข้อมูลทั้งหมด 
Gender Age Addr Occu Status BP BMI Smoking Drinking F_DM DM 

male 34 1 government official single No No no smoking no drinking Yes No 
male 38 1 government official single No Yes no smoking no drinking Yes No 
male 46 1 individual single Yes Yes smoking drinking Yes Yes 

female 39 1 agriculturist marry Yes No no smoking no drinking No Yes 
female 50 1 agriculturist marry No No ever drinking No Yes 
female 79 1 agriculturist marry Yes Yes no smoking ever Yes Yes 

 

 
จากตารางที่ 3 ตัวอย่างชุดข้อมูลเตรียมนำเข้าสู่การประมวลผล 
ชุดที่  11 ซึ่งประกอบด้วยคุณลักษณะ เพศ (Gender) อายุ 
(Age) ที่อยู่ (Addr) อาชีพ (Occu) สถานะภาพสมรส (Status) 
ความดัน เลือด เกินมาตรฐาน (BP) ดัชนีมวลกาย (BMI) 
พฤติกรรมการสูบบุหรี่  (Smoking) พฤติกรรมการดื่มสุรา 
(Drinking) ประวัติครอบครัวเป็นเบาหวาน (F_DM) และผล
การวินิจฉัยโรคเบาหวาน (DM) ตามลำดับ 
 3. ผลการพัฒนาแบบจำลอง 

ผู้วิจัยได้ดำเนินการพัฒนาแบบจำลองของปัจจัยที่มี
ผลต่อการเป็นโรคเบาหวานด้วยเทคนิคเหมืองข้อมูลแบบต้นไม้
ตัดสินใจ ตามขั้นตอนการวิจัยได้ผลการดำเนินงานดังตารางที่ 4 

 
 
 

 
ตารางที่ 4 ผลการพัฒนาแบบจำลอง 
 

ชุดที ่
 Accuracy 

70:30 80:20 90:10 5-fold 10-fold 
1 63.44 64.77 63.86 64.49 65.11 
2 65.18 64.89 63.86 66.72 67.15 
3 65.41 66.93 65.00 66.29 66.24 
4 65.18 67.95 66.36 66.31 67.33 
5 64.57 67.84 65.68 65.97 66.31 
6 70.70 71.02 72.73 70.92 72.99 
7 63.29 63.30 63.18 65.61 66.63 
8 67.22 67.16 64.55 65.38 65.88 
9 67.30 67.27 65.91 68.33 69.13 
10 70.25 73.41 75.68 71.42 73.42 
11 71.23 73.52 76.14 71.29 73.35 
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 จากตารางที่ 4 ผลการพัฒนาแบบจำลอง ซึ่งแสดงผล
เปรียบเทียบค่าความแม่นตรงที่ได้จากวิธีการที่ออกแบบไว้ 5 
วิธีได้แก่ วิธีทดสอบแบบแยกชุด 70:30, 80:20 และ 90:10 วิธี
ทดสอบแบบไขว้ 5-fold และ 10-fold Cross-validation ซึ่ง
ผลการพัฒนาพบว่าวิธีแยกชุด 70:30, 80:20 และ 90:10 ให้ค่า
ความแม่นตรงสูงสุดเท่ากับ 71.23%, 73.52% และ 76.14% 
ตามลำดับ ที่ข้อมูลชุดที่ 11 เหมือนกัน สำหรับวิธีแบบไขว้ 5-
fold และ  10-fold Cross-validation ให้ ค่ าสู งสุ ด เท่ ากั บ 
71.42% และ 73.42% ตามลำดับ ท่ีข้อมูลชุดที่ 10 เหมือนกัน 
 4. ผลการใช้แบบจำลองทำนายผล 
 จากผลการพัฒนาแบบจำลอง เมื่อเปรียบเทียบ
วิธีการทดสอบทั้ง 5 วิธีพบว่าวิธีที่ให้ค่าความแม่นตรงสูงสุดคือ 
วิธีทดสอบแบบแยกชุด 90:10 ที่ให้ค่าเท่ากับ 76.14% ดังนั้น
เมื่อนำแบบจำลองที่ให้ค่าความแม่นตรงสูงสุด ใช้ทำนายข้อมูล
ชุด ใหม่ที่ เตรียมไว้  400 รายการ ผลการทำนายพบว่า
แบบจำลองที่ได้ ทำนายถูกต้อง 315 รายการ คิดเป็น 78.75% 
และทายผิด 85 รายการ คิดเป็น 21.25% 
 
สรุปและอภิปรายผลการวิจัย 

จากผลการพัฒนาแบบจำลองของปัจจัยที่มีผลต่อการ
เป็นโรคเบาหวานด้วยเทคนิคเหมืองข้อมูลแบบต้นไม้ตัดสินใจ
อัลกอริทึม J48 เพื่อช่วยในการวิเคราะห์หาแบบจำลองของ
ปัจจัยที่มีผลต่อการเป็นโรคเบาหวาน โดยใช้ข้อมูลจำนวน 
4,402 รายการ รวบรวมจากโรงพยาบาลด่านขุนทด จังหวัด
นครราชสีมา สามารถสรุปผลการวิจัยได้ดังนี้ 

1. การเตรียมข้อมูลสำหรับพัฒนาแบบจำลอง
งานวิจัยนี้ออกแบบข้อมูล 11 ชุด แบ่งเป็น ข้อมูลพื้นฐาน 
ข้อมูลพื้นฐานและความดันโลหิต ข้อมูลพื้นฐานและดัชนีมวล
กาย ข้อมูลพื้นฐานและพฤติกรรมการสูบบุหรี่ ข้อมูลพื้นฐาน
และพฤติกรรมการดื่มสุรา ข้อมูลทางกายภาพและพฤติกรรม
การดื่ม-การสูบ ข้อมูลทางกายภาพ ข้อมูลพฤติกรรมการดื่ม -
การสูบ ข้อมูลทางกายภาพ-พฤติกรรมการดื่ม-การสูบและ
ประวัติครอบครัว ข้อมูลทั้งหมด  (เว้น สถานภาพและที่อยู่) 
และข้อมูลทั้งหมด 

2. จากผลการเปรียบเทียบวิธีการทดสอบทั้ง 5 วิธี
สรุปได้ว่าวิธีที่ให้ค่าความแม่นตรงสูงสุดคือ วิธีทดสอบแบบแยก
ชุด 90:10 คือแบ่งชุดข้อมูลฝึก 90% และชุดข้อมูลสำหรับ
ทดสอบ 10% ซึ่งให้ค่าความแม่นตรงสูงสุดเท่ากับ 76.14%  

3. จ าก ผ ล ก ารวิ จั ย ข้ อ มู ล ที่ ให้ ป ระสิ ท ธิ ภ าพ
แบบจำลองสูงสุดคือข้อมูลชุดที่ 11 สรุปกฎการจำแนกที่ได้จาก
ต้นไม้การตัดสินใจทั้งหมด 97 กฎ และสามารถสรุปปัจจัยเสี่ยง
ที่ก่อให้เกิดโรคเบาหวาน ได้แก่ อายุ เพศ สถานะภาพ ที่อยู่ 
อาชีพ ประวัติความดันโลหิตเกินมาตรฐาน ประวัติค่าดัชนีมวล
กายเกินมาตรฐาน พฤติกรรมการสูบบุหรี่ พฤติกรรมการดื่มสุรา 

และประวัติครอบครัวเป็น เบาหวาน ซึ่ งมีปั จจัยบางตั ว
สอดคล้องกับทฤษฎี การวิเคราะห์ปัจจัยเสี่ยงของโรคเบาหวาน 
โดย กิตติพล วิแสง สิรภัทร เช่ียวชาญวัฒนา และคำรณ สุนัติ 
มหาวิทยาลัยขอนแก่น ปี 2552 ท่ีได้วิเคราะห์ปัจจัยเสี่ยงในการ
เกิดโรคเบาหวาน คือ ดัชนีมวลกาย  ประวัติครอบครัวเป็น
เบาหวาน อายุ ความดันโลหิต ความยาวรอบเอว และ เพศ 

4. จากผลการนำแบบจำลองที่ให้ค่าความแม่นตรง
สูงสุดใช้ทำนายข้อมูลชุดใหม่ที่เตรียมไว้ 400 รายการ สรุปได้วา่
แบบจำลองมีความแม่นตรง 78.75% 
 
ข้อเสนอแนะ 

จากผลการวิจัยจะได้ปัจจัยที่ ส่ งผลต่อการเกิด
โรคเบาหวาน ที่มีความแม่นตรง เพื่อให้เกิดประโยชน์สูงสุดใน
การนำผลไปใช้งาน หรือการทำวิจัยครั้งต่อไป ควรมีการ 

1. นำแบบจำลองที่ได้ไปพัฒนาเป็นระบบสนับสนุน
การตัดสินใจการประเมินความเสี่ยงการเกิดโรคเบาหวาน
สำหรับประชาชนเพื่อให้ง่ายต่อการตรวจสอบความเสี่ยงการ
เกิดโรคเบาหวาน 

2. ควรมีการทดสอบในประชากรที่มากขึ้นและควร
ศึกษาติดตามประชากรกลุ่มเสี่ยงในระยะยาวต่อไป 

3. เลือกใช้ข้อมูลหรือปัจจัยอื่นเพิ่มขึ้นเพื่อค้นหา
ความสัมพันธ์ที่ อาจซ้อนอยู่  เพื่ อเพิ่ มประสิทธิภาพของ
แบบจำลองให้เกิดความแม่นตรงมากขึ้น 

4. เลือกเทคนิคการทำเหมืองข้อมูลแบบใหม่เพื่อปรับ
เพิ่มประสิทธิภาพของการทำนายผลที่แม่นตรงมากขึ้น 

5. เลือกอัลกอริทึมที่มีประสิทธิภาพในการปรับปรุง
ข้อมูล เพื่อทดลองหาวิธีการปรับปรุงข้อมูลที่มีประสิทธิภาพ
มากยิ่งข้ึน 
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