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Abstract

The objective of this research is to test a forecasting model for predicting product
orders and determine the efficiency of the system. The researcher created using the
Cross Validation 10 Folds method through data mining techniques and find satisfaction
survey results of entrepreneurs who have tried using the forecasting model system to
predict product orders using data mining techniques. From the 5-level score criteria using
basic statistics, namely finding the average and standard deviation. It was found that the
Decision Tree technique (J48) had the highest accuracy and was higher than other
techniques. It is calculated as 84.84 percent, including the lowest error value, calculated
as 15.16 percent, followed by the technique for searching for friends near the house
(K-Nearest Neighbors), which has an accuracy value calculated as 81.60 percent, with an
error value calculated in hundreds. 18.40 each and the Naive Bayes technique has the
least accuracy value, accounting for 74.11 percent, which has the highest error value,
accounting for 25.89 percent.

Therefore, the Cross Validation 10 Folds method through Decision Tree technique
(J48) is used to classify learning data of product orders. There were satisfaction scores
regarding the development of the order forecasting model system using data mining
techniques on the efficiency of the system. From a trial of 50 stores in the central region,
the average was 4.12 and the standard deviation was 0.10. The interpretation score was

good.
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1) Anwnszuaunsvimilosteya Inod3dslddnuinszuumsiiduinnsglums
fduni1sfiiendn asad-A1du (CRISP DM - Cross Industry Standard Process for Data
Mining) 1l o9 aelwvinauiiuszaninimiu Usznevldae 6 duneu Ao aruidilagsia
(Business Understanding), A313td1lavaya (Data Understanding), n15in3eudeoya (Data
Preparation), N1359AMILUUI18849 (Modeling), 15Utz uNa (Evaluation) hagn13iiaue
wuudnaealuldanu (Deployment) Wilailak, S., Charoenphantarak, W. and Wichadakul, D.
(2015)
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Figure 1 Data mining process, steps of CRISP-DM (CRISP DM).
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2) swradeayaanngusineg s nsdlifnwiuesdaridmheyatinE ey lneldeyawuy
YosiinGou UssinnvesyatinFeu uaznunavesyatinGeu Afimsdafiudoundilussesnan 3
¥ Toowdsyndoyaiiioasrauuudiaes (Training data set) daannitléioanuuusians uazvims
yadouLUUSIaest et ayaBnnau (Testing data set) S1uau 587 518013 9nsurirdoyadild
wazulasdoyalasunurinveasionisdudfiavun 45 $1801568 X01, X02, X03, ... X45
U uazulastoyavesiuinvesiudn wastoyaraumliodluguuuuvediig csv dwmsy
wisilUlY uagneaausuuumelusunsu WEKA wansiiogsly Figure 2

Produc OUT_Buy IN_STOCK Stock Re OUT_Buy IN_STOCK Stock Re OUT_Buy IN_STOCK Stock_Re
N t Type =€ _2561 _ 2561 maining _2562 _ 2562  maining _2563 _ 2563  maining
1 X01 30 22 36 14 a7 36 3 48 48 3
2 X01 32 57 60 3 82 84 5 81 84 8
3 X01 34 75 84 9 35 36 10 45 36 1
4 X01 36 74 84 10 85 84 9 56 48 1
5 X01 38 90 96 6 89 84 1 54 60 7
6 X01 40 101 108 7 115 108 0 121 144 23
7 X01 a2 46 48 2 7 84 9 105 96 0
8 X01 aa 55 60 5 62 60 3 105 108 6
9 X01 a6 50 60 10 32 24 2 49 48 1
10 X01 48 24 24 0 14 24 10 30 24 [
11 X01 50 11 12 1 4 12 9 9 0 0
12 X01 52 2 12 10 2 0 8 7 0 1
13 X01 54 3 12 9 2 0 7 8 12 11
14 X02 32 2 12 10 6 0 [ 8 12 8
15 X02 34 9 12 3 6 12 9 11 12 10
16 X02 36 15 24 9 16 12 5 22 24 7
17 X02 38 23 24 1 57 60 4 39 36 1
18 X02 40 35 36 1 73 72 0 76 84 8
19 X02 a2 61 72 11 53 a8 6 49 a8 5
20 X02 aa 22 24 2 35 36 3 37 36 2
21 X02 a6 7 12 5 16 12 1 15 24 10
22 X02 48 7 12 5 9 12 8 7 0 1
23 X02 50 4 12 8 3 0 5 9 24 20
24 X03 32 15 24 9 12 12 9 14 12 7
25 X03 34 16 24 8 15 12 5 15 12 2
586 Xa5 2529 10 12 2 1 0 1 2 12 11
587 X45 = 2530 1 12 11 2 0 9 2 0 7

Figure 2 Representation of sales/order data. and stored in .CSV file format.
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Figure 3 Decision tree example.
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Figure 4 Behavior of K-Nearest Neighbors (K-NN).
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Figure 5 Testing the data import model.

5) thawuunideninlslunsaansalmsdsweyainiSouvesiues samiantlagdu
Tnevhmageumsaansallagligadeyaanmsseud

Thanuay L ! Data Mining
mlasdioya i -

& —> _> Data

USER Analysis

Figure 6 Implementing the model.
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1) namisvegauiuunsAanisallagldyadeyarinnisseuiiazdeyan1svagau
nsas1anaznadausuulagltlusunsy WEKA meawadanuldandula (Decision
Tree (J48)), A au1d Wiue (Naive Bayes) wazinadad undt oulnd vy (K-Nearest
Neighbors) Inesauuuiildazegluguveangnissuundoyaiiesuunsenisdsdodudndg

AGIAUAINUUTLLANVDIAUAT WATAUIUINYDITIENNSAUAT LARIAU Table 1 Aadl

Table 1 Performance values from testing the model using the Cross Validation 10 Folds
method.

Model Testing Correct Accuracy Remembrance Counterbalance
Value Value Value Value
Decision Tree 84.84 87.10 84.50 86.40
Naive Bayes 74.11 78.70 78.70 75.66
K-Nearest 81.60 81.60 80.44 81.88
Neighbors

271 Table 1 uansnansswunUssinndoyaddsdodud ifmunduuudieisns
Cross Validation 10 Folds Tagldwmafiasuldidndula (Decision Tree (J48)), inafiaurdniug
(Naive Bayes) wazinafiaduniiiewlndtu (K-Nearest Neighbors) wuinnafiaduliidadule
(Decision Tree (J48)) fiAazuuusssazgeiaalunndu lnsfiaranugndeaviniuiesay
84.84 ArANULLUEWWINUToaE 87.10 A1ANSEANWINAUTREAE 84.50 WATAIAIINANAE
windudesar 86.40 sesasndu madadunni aulndviu (K-Nearest Neighbors) &6
ANUNABRYIUTesas 82.65 ArAutugviniuTesay 81.60 ArANTEANWINAUToEas
80.44 uazAIANaNAaWiUTeuas 81.88 uazmallau1duiug (Naive Bayes) dA1Azuiuy
Yovaztioviian lnsfiaranugnieainduiesas 79.77 Aranuusiugviniusosas 78.70
AANUsEANWIiuTosay 78.70 wagAANNENAaLiUTeYaY 75.66

2) namasuiisusuuuaanisaliidsdeaudlagldinalamiiosdeya uansma
Table 2 il

Table 2 Results of comparing the accuracy and error values from data classification with

Decision Tree technique (J48), Naive Baye technique, and K-Nearest Neighbor technique.

Classification =~ Number Correctness Percentage Erroneousness Percentage

Techniques

Decision Tree 587 498 84.84 89 15.16
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Classification =~ Number Correctness Percentage Erroneousness Percentage

Techniques

Decision Tree 587 498 84.84 89 15.16

Naive Bayes 587 435 74.11 152 25.89
K-Nearest 587 a79 81.60 108 18.40
Neighbors

271 Table 2 uanIMIHANITUIBULTEU NuImsTuunUssinndoyadidsde Aud
Ineldinadinduliisindula (Decision Tree (J48)) nansduundszuandeyaiiniugnsiosfadu
Sovaz 84.84 uaziiAianainAndusosay 15.16 madau1dwiud (Naive Bayes) Han15dwun
Uszunndayalinnugnsesfaiudesar 74.11 uazdidianainfnluiosas 25.89 uazinade
ailndifsafusnndign (K-Nearest Neighbor) nanissiuunusziandeyaiininugndesdniiy
Soray 81.60 uazdrianaindnduiosas 18.40 mud1iu uansliiuinmadadulidaduls
(Decision Tree (J48)) firnArmignsiesgefian uazAiawantosiign WeiTeuiivuiumadia
w18vug (Naive Bayes) LLasL%ﬂﬁﬂmmiﬂélﬁmﬁumaﬁqm (K-Nearest Neighbor)

3) nansvUsEAvEnmYRIsEULNYINSaimAnsali e Audn Tagldmaliamiles
Toya

MnranIeaeudLuy fasefadents nsTuunvssandeyardsdedudl
Ingldmaiiadulidadula (Decision Tree (J48)) vhnsinAUsEaNSAMvRIMILUUNITTILUN
Uszinnteyaveunaiiauildlunismanisainisdsdod we. 2565 uazdiuufiangldaidlud
w.A. 2565 Wlovinisnageuyszansam Tnglddeyavesd we. 2565 Fsusznouludiedeya
S1ensAUAS UL 587 51815 Tnefisuauiidede waneda Figure 7

W.A. 2565

it Uszmdud I Fuouymindeu

#dado

ISP EEH was 30 60

Figure 7 Example of forecasting orders for school uniforms in 2022,

587 items, Seriphan Shop.
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910 Figure 7 WAAISI8MSNTSANANSEIAETaUAN $1uau 587 51815 S1ud o]
delddeyadiuunmsnansaifiesdaife fiseTsioshdmuiiesdadulalunisdadousas
semsuvihnsindusiwiuafendudaamvdolud wa. 2564 Tngvinandiuududndisiozds
Wandudwaulna (12 $u) sosensduduiesninnisaianisalidadeazesnuluzuuuy

FIUIUTU

Table 3 Example of the performance of the forecasting system for predicting orders and

actual sales in 2022, Seriphan Shop.

No Product Size 2021 2022 Accuracy

(Percent

Order Rem
Remainin  Quanti . . age)
Quantit ainin

g ty Sold
S
1 Male student  Size 30 0 49 60 11 100
shirt
2 Male student  Size 32 6 85 84 5 100
shirt
3 Male student  Size 34 2 47 48 3 100
shirt
4 Male student  Size 36 4 55 60 9 100
shirt
586  School skirt, 6 Navy 10 2 0 8 100
pleats, blue
durian, blue 2529
look
587  School skirt, 6 Navy 7 2 0 5 100
pleats, blue
durian, blue 2530
look

910 Table 3 wansduIuNds@anudruiunuelaasaly wea. 2565 Taeiinnsweand
USELANFUAITIUIU 587 518115 S1uas At wuady vuneueslsenndudn, S1uIuEuan
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Auunaelul w.e. 2564, mmuwumwuwmam‘luﬂ .7, 2565, mmuwumﬁauwawa
Tud .. 2565 (Ima:umsawammummu‘lﬁaLLavLLanamaLmLUummu%u) FIUIUFUAN
Aundelul w.A. 2565 WAZ308ATYBIAUYNADI bzmmn‘uayjaiumiwmﬂanwmmmm
gnees uardumaanionaiu afendum

oY
o v A A

4) waruflenelaniseszuunensaluazaanisalidsdedudn Tngldinadamiles
Toya

FAveldhszuuiauvuneinsaiaanisaldndade dudnlngldinaiamiiosdoya
Tl Usenounmsdudluiiuiinianans S1uau 50 $1u neseddaunstaussuuiuuy
wensainnnsaiddadodudlngldivadamiesdoya warldvhnmsussdiuanufiionels
fifideusyansnmmesszuy Tnsasunannufianelaldn Table 4 dwiolud

Table 4 Satisfaction evaluation results from the trial of the development of a product
order forecasting model system using data mining techniques on system performance.
N =15

Average Standard

Satisfaction Measurement Issues (i) Deviation
(S.D.)
1. Accessing the system

1.1 The program's capabilities meet the needs of the user 412 0.10
1.2 The program can be run according to the steps. 4.13 0.11
1.3 The nature of the program is easy to user. 4.11 0.10
1.4 The program is as effective as the user desires. 4.12 0.12
1.5 The program provides data security. 411 0.11

2. Forecasting product orders
2.1 The forecast results predict orders from the program 4.11 0.11

according to your needs.

2.2 The nature of the program is easy to forecast orders. 4.13 0.11

2.3 The program's effective order forecasting can be used 4.12 0.11
appropriately.

Satisfaction with overall system performance 4.12 0.10
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370 Table 4 uannaasuaduianelalunisldniswanissuuduuuneansal
annsaidnd i odudlaglfinadamiesdaya andruauiudiildnaaedldiuuy
nsweInsalA1anIsaifi g3 3ead1edu $1uau 50 318 IdnanisUssduauiiswelase
UsgAnBamuesszuy Seniadewindu 4.12 dudenuunesgiu 0.10 wanshssuuiivaniy
fuogluszduanufimelaeglussdud Tnontsidldoussuufivssanam dauazan
waznsatuANNABINISYR It dnsfhwiauaeadevesdeya wagHaveINITNeINTa]
aansaifienuindofio anuanisssiunnufiamelaiuluiamadeatuiissuuty
fanumngauiun1sldauasa

#5Unan1339Y
sideluafsdvnauenisiaunduuunisneinsainianisaiddsd edudlagld
wadamiesdoya ndamueanuidelusesdnsinisaanievesnisieanadiondud
\dudeyaiiliarnanudesnisvesfuszneunisiudnlunnianais lasidenld 3 Tuiaa
Usgnaulume Decision Tree (J48), Naive Bayes Wag K-Nearest Neighbors TlUsunsu Weka
dnsvaiidua waziadsed@nsain lnen1siausednsainlyd 10 Folds Cross Validation
wazdinanzuuuaufismeladenmstauissuuiuuunensaimamsniddde lngldineda
wilesdoyasousaniamuesszuuiiaedsegd 4.12 ogluinasia Inenanisnaassmuin
Decision Tree (J48) lsfAnA1ugniossndi gaunazgenitnaiad u Anduiesay 84.84
Tassuddediduauddeiidudselond Wesmnanusoulunaildutaerunenadng
fionaint uluouanld Fsaenadasiuanuisedsmnisisuiisudinesfiumiiasdoya
WioTinseiiasefidswanaseiun1siSouvesinAnen Pharasamrit, Y., Phubunop, J. and
Phonegsiri, W. (2013) Usgnaumismnaila C4.5, Naive Bayes wag K-Nearest Neighbor lnadia
flsirsansnngeiagnazgnihaltlunisfumiadefidmadess funanisiFouvesindnw
nansiTsuLiisunuiuy a5 Tiadssaninngefian fevay 73.55 daunnituvy
k-Nearest Neighbor kaziuu Naive Bayes 3sfliniovas 66.63 uazdovay 49 auadiu nans
Fumiladeiidamadesedunanisissuvesindnyn wudn MuUsiidanud Auisesainuin
lumifes Ao dulisuauidesiimdsine 01y Sruufidesionun wazanvnde uenainnis
Fumdadeudrarmisatiingnisdinundeyad iunldluniswauissuuneinsal sy
nan1siseuvestinAnwladnee
Yagdudinidenenisfnwivateviuldlinnuaulalunisiimedamiesdaya
wildinseideyaiuanuideves Ahmad, N. B. Hj. Shamsuddin and S. M. (2010) 1¢i1n1s
WisuweuUsednsainnisdwuniusuunisiseuiveseulagldmadadulidadulaug
wazngAMUFNRUS Kan153denud adaduliidadulalivsed@nsainedianugndedunis
Fuunwinfufosay 9358 gandumadindu 9 annsatingmsswundldluldlunisduun
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ToyaguuuunisisousveiFeuldog19lusedninim uardiaanndaaiuiuive ves
Pantoo, O. (2016) fihwmafasulsidndulalulflunsieszsisuuuunsiFous VARK dmsy
UnAnwseaud3gaes umInendesadg@esini nan1533enudn Usednsaimnisdwun
foyaiuszavinmamnugniesdniduiesas 79.74 Fenafildausaluimunfonssuns
SeusbimuganiusuuuunisseuivesiSouwiazuanalaiduegnad anseazideadngtn
198U ausaazulainlunisdnnisiseunisaeunisyauiunsiag S sumudnen LAz
AnuadasNdunnaRsznItyanalaeudissududdy dusunisinszisuuuunis
Seuidagdulddnisimguiviiesteyartiunldlunsduunde yaduegaunivaie 1
msldmaliaauldandula (Decision Tree (J48)), nadiau1dwiug (Naive Bayes) way nadla
aulndiAeetusniign (K-Nearest Neighbor) Lﬂu%%ﬂﬁﬂﬁﬁﬁﬁmiumiﬁﬁLLuﬂUi%LﬂWﬁaJﬂﬂ
Famadamariliedenisusudsudungnissuunvssiandoyauaslfnanisneinsald
wiud FaduifeslumsthanldlumssuunguuuunisBeudsudng 9 Ausgraunsuans

AnmAnssudsZNA

a1vMINMIIansmaluladidvialavansaumnd anznaAlulagana sy unInendy
1A NTEUAT (contract no.02.003/65).
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