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Abstract. 5G networks can support various UDP and 

TCP applications. Efficient and reliable 5G network perfor-

mance offers faster speeds, improved connectivity, and the 

capability to manage multiple applications across different 

locations. This study comprehensively analyses the effect of 

various subcarrier spacing (SCS) scenarios of 5G networks 

on the performance of smartphones, cameras, and sensors. 

The analysis shows that higher SCS values are associated 

with increased average throughput. It indicates that higher 

subcarrier spacing values enable more efficient data trans-

mission. Smartphones have low and symmetrical jitter with 

numerology values of 3 and 2, making them well-suited for 

bidirectional communication. In comparison, cameras are 

more efficient than sensors at delivering data with a lower 

delay at all SCS values, which is crucial for applications re-

quiring fast response times. We propose an adaptive Q-

learning-based algorithm that automatically adjusts (SCS) 

configurations based on real-time network conditions and 

application needs. This approach significantly enhances net-

work performance across various scenarios. The findings of 

this study have significant implications for the design and 

implementation of 5 G networks, as they provide insights into 

the optimal SCS settings for applications with specific re-

quirements and priorities, thereby guiding network engi-

neers and professionals in their decision-making process. 
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1. Introduction

The success of the foundation for fifth-generation (5G) 

New Radio (NR) hinges on its adaptability to a variety of 

frequency ranges and scenarios [1-2]. NR defines a set of nu-

merologies or sub-carrier spacing that can work with numer-

ous frequency bands and deployment schemes [1]. Both a 

cyclic prefix overhead and a sub-carrier spacing are included 

in these numerologies. This adaptability of the 5G network 

instils a sense of reassurance in the audience that it can han-

dle a wide range of scenarios. In the early phases of the 5G 

standard, single-carrier schemes, such as single-carrier fre-

quency division multiple access (SC-FDMA), were utilized. 

In subsequent releases of the standard, they were eventually 

replaced by other multiple access schemes, such as orthogo-

nal frequency division multiple access (OFDMA) and non-

orthogonal multiple access (NOMA) [3]. 

For several reasons, single-carrier schemes are less 

prevalent in 5G than in previous wireless communication 

standards. Single-carrier schemes are more susceptible to 

frequency-selective fading, reducing signal quality and de-

pendability in specific frequency bands. In contrast, 

OFDMA and NOMA are more resistant to frequency-selec-

tive fading due to their dynamic subcarriers and power allo-

cation [4]. Single-carrier schemes are less efficient in terms 

of spectral efficiency than OFDMA and NOMA [5], which 

is another reason why they are less extensively utilized in 5G. 

OFDMA and NOMA make more efficient use of the availa-

ble frequency spectrum by dividing it into multiple subcarri-

ers and dynamically allocating them to users according to 

their channel conditions and quality of service requirements 

[6-7]. Choosing an SCS for gNB operation under full buffer 
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conditions theoretically involves a trade-off between latency 

and throughput at the physical (PHY) layer [8].  

Numerous studies have focused on optimizing SCS 

for 5G networks. For instance, [9] highlights that while net-

work slicing enables each slice to be optimally configured in 

terms of packet scheduler and numerology to meet specific 

service requirements, it can result in limited trunking gains 

compared to non-sliced scenarios. Similarly, [10] introduced 

novel resource scheduling and allocation techniques to miti-

gate inter-numerology leakage and optimize SCS perfor-

mance. However, these techniques can lead to increased 

computational overhead, resource allocation challenges, and 

potential interference between numerologies. In [11], adap-

tive numerology selects the optimal numerology configura-

tion based on Quality of Service (QoS) requirements and 

channel conditions. Despite its potential, the algorithm ne-

cessitates real-time analysis of multiple channel parameters 

and QoS metrics, which may introduce overhead and com-

putational burdens on the system. Additionally, [12] dis-

cusses optimizing mixed numerology profiles for 5G wire-

less communication scenarios by introducing an optimiza-

tion model that plans numerology profiles based on traffic 

needs and impairments. Nonetheless, this proposed system 

model is prone to various challenges, such as inter-numerol-

ogy interference and low spectral efficiency. Moreover, pre-

vious studies have been limited in scope as they needed to 

consider parameters such as throughput, delay, and jitter and 

implement realistic experimental setups. 

This study aims to assess the impact of sub-carrier 

spacing on 5G network performance. By utilizing an adap-

tive machine learning algorithm for SCS Optimization, this 

research seeks to provide insights that will enable informed 

decision-making to enhance the performance of 5G networks 

based on specific application needs and priorities. The study 

focuses on optimizing SCS, a crucial parameter in 5G net-

works, significantly impacting throughput, delay, and jitter. 

Different SCS values offer insights into enhancing network 

performance, including better handling of QoS requirements 

and channel conditions for more efficient and reliable 5G 

communications. By utilizing adaptive machine learning al-

gorithms, the research allows for real-time adjustments, 

showcasing the potential of AI in network management. The 

study evaluates key performance metrics such as throughput, 

delay, and jitter, providing a comprehensive understanding 

of SCS adjustments' practical implications. The paper ad-

dresses research gaps by considering realistic experimental 

setups and often overlooked parameters, contributing to a 

holistic understanding of 5G optimization. The findings have 

wide-ranging applications, from high-speed data transfer to 

latency-sensitive uses like autonomous driving and real-time 

video communication, making the research relevant for in-

dustry and academia. It offers valuable guidance for future 

research, development, and designing robust 5G networks, 

as well as influencing standards and policies. 

We have provided a brief introduction in this section. 

The remaining research article is divided into several sec-

tions. Section 2 provides the background of this work. Sec-

tion 3 is a literature review where we have presented the re-

lated work conducted by other researchers. These studies 

shed light on various steps taken to optimize the performance 

of the 5G network. The materials and methodology are de-

scribed in section 4, while section 5 reports the discussions 

of the experimental results. Finally, the logical conclusion 

and the scope of future work are provided in section 6. 

2. Background

Optimizing the sub-carrier spacing in 5G mmWave 

networks is a critical factor that significantly affects these 

high-frequency communication systems' overall perfor-

mance and efficiency. Optimizing the sub-carrier spacing is 

crucial for efficiently using the available spectrum, achiev-

ing maximum data speeds, reducing interference, and im-

proving the quality of service [13]. 5G mmWave systems of-

ten use massive antenna arrays and beamforming techniques. 

Optimizing sub-carrier spacing is crucial for enabling effi-

cient communication [14]. Balancing the trade-off between 

spectral efficiency and signal quality is essential when opti-

mizing sub-carrier spacing. Operators can balance high data 

rates and reliable signal transmission by strategically adjust-

ing the spacing between sub-carriers. This is particularly im-

portant in situations with significant interference and route 

loss, common in mmWave frequencies [15]. The optimiza-

tion technique is essential in mmWave cloud radio access 

network (CRAN) deployments, where precise multi-latera-

tion and exact positioning are necessary to ensure uninter-

rupted communication [16]. 
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  Moreover, the utilization of sub-carrier spacing op-

timization techniques in 5G mmWave networks is intricately 

connected to the development and execution of sophisticated 

beamforming technologies. Beamforming is a technique that 

includes manipulating and guiding radio signals towards par-

ticular users or places. Its effectiveness depends on carefully 

distributing sub-carriers for the best performance [17]. Opti-

mizing sub-carrier spacing is crucial for effective beamform-

ing operations in the context of massive MIMO systems, 

which involve vast antenna arrays [14]. Optimizing the sub-

carrier spacing in 5G mmWave networks is essential for ef-

fectively dealing with the specific issues presented by the 

propagation properties of mmWave frequencies. Because 

mmWave signals experience significant free space route loss, 

it is necessary to utilize massive antenna arrays and precise 

sub-carrier spacing to overcome these propagation limits and 

ensure dependable communication across short distances 

[18]. Furthermore, implementing sub-carrier spacing optimi-

zation techniques can effectively reduce the negative influ-

ence of route loss and fading effects frequently encountered 

in mmWave channels [19]. Optimizing the sub-carrier spac-

ing in mmWave systems will significantly improve the per-

formance of wearable devices and enable faster and more 

precise data processing in the context of edge computing and 

object identification applications in 5G networks [20]. By 

utilizing high-frequency mmWave carriers with optimized 

spacing between sub-carriers, edge computing applications 

can use enhanced data transfer speed and decreased delay, 

resulting in enhanced object identification capabilities in 

wearable devices [21].  

3. Literature Review

  To improve the performance of 5G networks, different 

parts of the network need to be improved so that the user 

experience, data speed, and efficiency are all better. This 

process involves using methods and strategies to improve the 

network's capacity, coverage, reliability, and latency to keep 

up with the growing needs of users and apps. The most im-

portant goals of optimizing 5G networks are:  

• Increasing the speed and capacity of data transmission

so that it can handle more data traffic and the growing

number of devices that are linked [22–23]

• Lower Latency: Lessening the time it takes for data to

move between devices and the network so that applica-

tions can work in real-time and be very responsive [24–

26]

• Improved Coverage: Making sure that the network cov-

erage is more extensive and consistent to serve both ur-

ban and rural areas well [27–28].

• Efficient spectrum utilization means using the radio fre-

quency spectrum, including the higher frequency bands,

to increase network speed and capacity [29–31].

• Minimized Interference: Using advanced methods to re-

duce interference with signals and improve network sta-

bility as a whole [32]

• Network Resilience: Making the network better able to

handle high loads and keep working well during times

and events with a lot of users [33–35]

• Quality of Service (QoS) Management: Putting traffic in

order of importance and making sure that essential apps

get the bandwidth and performance levels they need

[36–38]

When the features mentioned above are constantly 

improved, 5G networks can deliver on their promises of 

faster speeds, better connectivity, and support for new apps 

in many fields, including mobile communications, autono-

mous vehicles, healthcare, and the Internet of Things (IoT). 

Spectral efficiency, channel estimation, and interference mit-

igation are all parts of 5G wireless communication systems 

that are tied to each other and work together. Each of these 

parts is vital to making 5G networks work as well as they 

can, especially regarding subcarrier spacing [39-40].  

Understanding the balance between energy efficiency 

(EE) and spectral efficiency (SE) in cognitive cellular net-

works plays a crucial role in effectively designing and opti-

mizing such systems. In a study referenced as [41], research-

ers studied the trade-off between EE and SE in cognitive cel-

lular networks. The research presented illustrative examples 

highlighting how the analysis of EE-SE trade-offs provided 

valuable insights and practical design guidelines for the up-

coming generation of cognitive cellular networks. Research-

ers in [42] have implemented Sparse Code Multiple Access 

(SCMA), Polar codes, and Filtered OFDM (f-OFDM) as 5G 

enabling technologies that led to a notable enhancement in 

spectral efficiency. Field studies conducted by NTT DO-

COMO and HUAWEI demonstrated that these technologies 
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improved spectrum efficiency by over 100% compared to the 

baseline technology of OFDMA and Turbo coding utilized 

in LTE.  

The study in [43] shows that the better spectral effi-

ciency of NOMA makes it a perfect candidate for 5G radio 

access because of its efficient spectrum use. So far, NOMA 

has been investigated from many different angles, including 

how resources are used and how fair things are. NOMA is 

also suitable for SISO (single input, Single Output) systems; 

it can also be used in MIMO (Multiple Input, Multiple Input) 

systems to make them even more powerful. NOMA can also 

be used in other communication systems, such as mmWave 

and visible light. The subcarrier spacing greatly affects the 

accuracy of channel prediction and estimation. Smaller sub-

carrier spacing offers finer frequency resolution, which 

makes it easier to get a more accurate estimate of the fre-

quency response of a wireless channel. 

The authors in [44] propose a new channel estimation 

approach using deep learning, which can be combined with 

least squares estimation (LSE). While LSE is low-cost, it re-

sults in high channel estimation errors. A MIMO system with 

a multi-path channel design simulates 5G networks, espe-

cially in situations with prominent Doppler effects. The 

study introduces a deep neural network with two examples, 

DNN-1 and DNN-2, to aid channel estimation in a MIMO-

OFDM system under two different fading multi-path channel 

models based on the TDL-A model for 5G networks. The 

DNNs are trained using channel estimates from LSE and the 

corresponding ideal channels. Numerical results show that 

the proposed deep learning-assisted approach outperforms 

previous methods in terms of mean square error. 

The study in [45] proposes a new deep learning-based 

architecture to enhance channel estimation using the least 

squares (LS) method. This approach employs a MIMO sys-

tem with a multi-path channel profile for 5G-and-beyond 

network simulations, considering mobility effects indicated 

by Doppler shifts. The system model accommodates any 

number of transceiver antennas, and the machine learning 

module can utilize any neural network design. Numerical re-

sults demonstrate that the proposed deep learning framework 

outperforms traditional channel estimation methods. Among 

the neural network designs evaluated, bidirectional long 

short-term memory achieved the best channel estimation 

quality and the lowest bit error ratio. In [46], the researchers 

propose a deep learning approach using a multi-layer percep-

tron architecture that surpasses conventional CSI processing 

methods such as least square (LS) and linear minimum mean 

square error (LMMSE) estimation. This innovative tech-

nique opens up possibilities for a beyond fifth-generation 

(B5G) networking paradigm, where networking optimiza-

tion is driven by machine learning. Unlike traditional estima-

tion methods, this approach effectively handles large antenna 

arrays by simultaneously calculating the CSI of all pairwise 

channels using deep learning. The main focus is creating a 

learning architecture that can efficiently run on massively 

parallel platforms like GPU or FPGA. 

The authors [47] addressed load balancing and inter-

ference reduction in heterogeneous networks with large 

MIMO macro cell base stations and wireless self-backhaul-

ing small cells. These small cell base stations, equipped with 

full-duplex transmission and regular antenna arrays, serve 

both macro and small cell users using the same frequency 

band for wireless backhaul. They reformulated the load bal-

ancing and interference reduction issue into a problem of 

maximizing network usefulness while considering wireless 

backhaul limitations. Using stochastic optimization, the 

problem was divided into dynamic scheduling of macro cell 

users, backhaul supply for small cells, and offloading macro 

cell users to small cells based on interference and backhaul 

links.  

 In the paper [48], the authors suggest a model-free 

multi-agent reinforcement learning (MARL) framework and 

a fully distributed self-learning interference mitigation 

(SLIM) scheme for autonomous networks. In SLIM, each 

small-cell base station (SBS) can determine what interfer-

ences are happening around it and how much power to send 

over the downlink without needing to communicate with 

other SBSs. To deal with the "dimensional disaster" of joint 

action in the multi-agent reinforcement learning (MARL) 

model, the authors used the Mean Field Theory to estimate 

the action value function. This dramatically reduces the 

amount of work that needs to be done on the computer. Sim-

ulation results based on the 3GPP dual-stripe urban model 

show that SLIM does a better job than many current interfer-

ence coordination schemes at reducing interference, cutting 
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power use, and guaranteeing the quality of service for auton-

omous UDNs. 

The OFDM system employed by NR access technol-

ogy is flexible, allowing it to operate in a wide range of bands 

and supporting a wide range of deployment tactics, use cases, 

and methods of gaining access to the spectrum. Authors in 

[49] divide the spectrum into FR1 and FR2 bands to accom-

modate frequencies up to 52.6 GHz. FR1 operates at frequen-

cies between 0.4 and 6 GHz, while mmWave frequencies in 

FR2 span 24.25 and 52.6 GHz. Although details are still 

lacking, NR Rel-16 will accommodate a broader range of 

frequencies [9]. Because of its flexible design, NR supports 

multiple sub-carrier spacings, each denoted by a unique Cy-

clic Prefix (CP) [22]. According to the numerical interval 

[0,4], the SCS is 15X2 kHz, and the slot length is [1/2] ms. 

Since larger SCSs are used at higher carrier frequencies, NR 

Rel-15 supports SCSs in the range of 15-240 kHz. In NR 

Rel-15, not all numerologies are allowed to be used with all 

physical channels and signals. For example, the numerology 

of 4 is not permitted to be used with data channels, and the 

numerology of 2 is not allowed with synchronization signals 

[8]. In addition, data channels in FR1 are limited to the digits 

0 through 2, while those in FR2 can go up to three. Support 

for mmWave and higher frequencies is expected in NR Rel-

16. Given that each physical resource block (PRB) in NR al-

ways contains 12 subcarriers, the width of each PRB is al-

ways equal to 180X2 kHz. The PRB width measures pre-

cisely this distance. Frames are 10 ms long and are split into 

10 ms-long subframes so that they can be used with older 

versions of LTE. The number of slots in a subframe is 1/2, 

which is the numerology configuration because each slot 

contains 14 OFDM symbols. Without CP, an OFDM symbol 

takes 1/14X2 ms [49][50]. 

When numerology = 0, an LTE system is configured, 

but when it's more than 0, a wider bandwidth and a shorter 

Transmission Time Interval (TTI) are made possible, which 

is useful for mmWave bands and delay-critical services. NR 

can decrease the TTI and the access delay by allowing the 

SCS and OFDM symbol lengths to vary based on the config-

ured numerology [51]. Three sub-types of numerology are 

used in 5G: numerology 1, 2, and 3. Each subtype has its own 

subcarrier spacing and symbol duration specifications. Nu-

merology 1 is often utilized in 5G and is also known as reg-

ular cyclic prefix (CP) numerology. Its 15 kHz subcarrier 

spacing and 66.7-microsecond symbol duration make it ap-

propriate for both uplink and downlink broadcasts. Numer-

ology 2, also known as extended CP numerology, has a sub-

carrier spacing of 30 kHz and a symbol duration of 133.3 

microseconds, greater than numerology 1. It is primarily in-

tended for uplink transmissions and is typically used for low-

power IoT devices and coverage enhancement [23]. Numer-

ology 3, or short CP numerology, has a subcarrier spacing of 

60 kHz and a symbol duration of 33.3 microseconds, which 

are both smaller than that of numerology 2. It is mainly used 

for downlink broadcasts and is designed to handle high-

bandwidth applications such as virtual and augmented reality. 

Numerologies 1, 2, and 3 are utilized in 5G, each with its 

own subcarrier spacing and symbol duration [49]. According 

to the needs of the application and network conditions, these 

types of numerology are utilized to maximize data transmis-

sion over the air interface. Mini-slots and standalone slots are 

incorporated into NR with the numerologies to cut down on 

the time spent waiting for communication to occur [8]. Mini-

slots are meant to reduce user latency by providing more lee-

way for the transmission of modest bits of data. Two OFDM 

symbols, each up to the slot's length, make up a mini-slot; 

one symbol may be in any frequency range, while the other 

must be 6 GHz or above. Slot formats are defined in [52], 

with slots being either completely Downlink (DL), com-

pletely Uplink (UL), or having both DL and UL components. 

To lessen delays, "self-contained slots" combine data and 

control functions into a single location. The time it takes for 

a signal to get from its source to its intended recipient can be 

decreased to achieve this goal. For instance, the ACK/NACK 

is scheduled alongside the DL data, or the UL transmission 

immediately follows the UL grant, all within the same period. 

These two instances share a time window [50]. 

An assessing performance matrix is a tool used to deter-

mine how well a system, process, or person is doing. In our 

case, it's the 5G network performance. The matrix has a set 

of metrics or key performance indicators (KPIs) that are used 

to measure different parts of the performance, such as 

throughput, delay, and jitter. An evaluating performance ma-

trix is used to give a complete and objective performance re-
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view and to find areas that need improvement. Using a per-

formance matrix, organizations can set performance goals, 

keep track of their growth over time, and make decisions 

based on data to improve how they run. 

1. The downlink average throughput for Smartphone

To evaluate the downlink average throughput for 

smartphones in a 5G network, one can use the following for-

mula [43-45]:   

ReTotalBytes ceived

TotalTime
DownlinkAvgThroughput

ChannelBandwidth
=

 
 
 

(1) 

(1) takes into account the total amount of data received by

the device over the downlink channel during a specific pe-

riod, the total time taken to receive the data, and the available 

bandwidth for the downlink channel. By using (1), one can 

obtain an estimate of the average downlink throughput for a 

smartphone in a 5G network. However, it is important to note 

that various factors, such as network congestion, signal 

strength, and interference, can affect actual downlink 

throughput. 

2. Average delay evaluation formula for 5G mobile

devices

Uplink average delay evaluation formula for 5G mobile de-

vices is as follows [43-44]. 

( )n nD S

UplinkAvgDelay
N

−

=


(2)  

Where: 

• Dn is the time each uplink packet is received.

• Sn is the time when the nth uplink packet is sent. N de-

noted how many packets were delivered and received

over the uplink.

The (2) formula calculates the amount of time that passes 

between a smartphone's uplink packet being delivered and 

the destination device receiving that packet. 

The evaluation formula for the downlink average delay for 

smartphones in a 5G network is as follows [56-58]. 

( )n n
D S

DownlinkAvgDelay N
n

−
=
 
 
 

(3) 

Where: 

• Dn is the time that the nth downlink packet is re-

ceived

• Sn is the time the nth downlink packet is transmit-

ted.

• n is the number of data packets being sent

• N is the total number of downlink packets transmit-

ted and received.

(3) adds up the time gap between each data packet being sent

and received, then divides the result by the total number of 

data packets (n) and the number of users/devices (N) in the 

network. This shows the average transmission delay that 

each 5G smartphone has to deal with. 

3. The average jitter for uplink and downlink

smartphone

In a 5G network, the average jitter for uplink and downlink 

smartphone connections is calculated as follows [42-44]: 

( )SUM UplinkPacketDelayVariation
UplinkAvgJitter

NumberUplinkPacket
= (4)

( )SUM DownlinkPacketDelayVariation
DownlinkAvgJitter

NumberDownlinkPacket
= (5)

Where: 

• UplinkPacketDelayVariation is the difference between

the average uplink packet delay and the delay of a single

uplink packet.

• DownlinkPacketDelayVariance is the difference be-

tween individual downlink packet delays and the mean

delay for all downlink packets.

• NumberUplinkPacket Count is the total amount of data

sent in the uplink direction.

• The NumberDownlinkPackets is the number of packets

received over the downlink channel.

In a network, jitter occurs when there is a fluctuation in

the average delay of data packets due to issues like conges-

tion, rerouting, or errors. Finding the mean delay deviation 

of all packets sent or received over a given period yields the 
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average jitter. (4) and (5) are the expressions for the same. 

The above calculation is only an approximation of the typical 

jitter and may not work in all situations. The real jitter expe-

rienced by a smartphone device in a 5G network might be 

affected by various factors such as network congestion, la-

tency, and network conditions [52-54]. 

4. The average delay for camera and sensor applica-

tions

Calculating the average delay for camera and sensor ap-

plications in a 5G network is essential to evaluating network 

performance. Many factors can be accounted for in a calcu-

lation that estimates the average delay [8]. 

Estimating the average delay for camera and sensor 

applications in a 5G network requires the following formula: 

*
  

QueueLength PacketSize
AvgDelay ServiceTime

LinkCapacity
= +
  
  
  

(6) 

Where, 

• The QueueLength is the average number of packets in

the transmission queue, 

• The PacketSize is the size of each packet in bits,

• The LinkCapacity is the maximum data rate of the link

in bits per second (bps), and

• The ServiceTime is the time required to transmit a single

packet, including propagation delay and transmission

time.

Typically, packet sizes for camera applications are

larger because of the increased resolution and larger file sizes 

of photos and movies. Increased link capacity is required to 

meet the higher data rates associated with camera applica-

tions. In contrast, the packet size for sensor applications is 

smaller due to the smaller amount of data being broadcasted, 

and the connection capacity is lower since lower data rates 

are sufficient for the vast majority of sensor applications. (6) 

is the numerical expression for the average delay for camera 

and sensor applications. However, it is essential to note that 

the method only provides an estimate of the average delay 

and may not be appropriate in all situations. With a 5G net-

work, additional factors such as network congestion, latency, 

and other network conditions can affect the real delay expe-

rienced by a camera or sensor equipment [52-58]. 

5. Average jitter for a camera or sensor

The average jitter for a camera or sensor in a 5G network 

can be calculated using the following formula [39-42]. 

( )( )( 1)
| |

( 1)

a a InterArrival

n n Expected
Time Time Time

AvgJitter
n

−
− −

=
−


   (7) 

Where: 

• 
a

n
Time is the arrival time is the time at which packet “n” 

is received. 

• 
InterArrival

Expected
Time is the inter-arrival time is the time between 

two consecutive packet arrivals and it is proportional to 

the packet rate squared. 

Jitter quantifies the randomness with which packets ar-

rive at their destination. It can be brought on by anything that 

slows down the transmission of packets, including network 

congestion and changes in routing. With (7), we can deter-

mine how frequently packets arrive before or after their esti-

mated inter-arrival time. Larger packet sizes and higher data 

rates can lead to increased variance in the transmission dura-

tions of packets, which can increase the jitter in a camera ap-

plication. However, the jitter may be smaller in a sensor ap-

plication because of the smaller packet sizes and lower data 

rates. 

4. Materials and Methods

4.1 Experiment Set-up 

Our aim in this investigation is to measure and analyze 

the impact of processing and decoding times on network per-

formance across a variety of numerologies. We used Net-

work Simulator 13 to create a test bed for a 5G network to 

achieve this. The flowchart of the investigation is shown in 

Fig. 1. The choice of the simulation tool is pivotal as it di-

rectly influences the accuracy and reliability of the simula-

tion results. Among the various options available for simu-

lating 5G networks are NS-3, OPNET Modeler, MATLAB 

with 5G toolkit, OMNeT++, QualNet, and NetSim 13.02. 

The researchers have selected NetSim 13.02 for this study 

because it adhered to 3GPP.XX specifications and its valida-

tion toolkit. Then, we designed and implemented the 5G Net-

work Scenario, which involves defining the various compo-

nents of the 5G network, such as base stations, user equip-

ment (UE), core network elements, and the communication 
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links between them. The simulation scenario considers dif-

ferent parameters and configurations, such as the number of 

base stations, their locations, mobility models of UEs, traffic 

patterns, and radio propagation models. The accuracy of the 

simulation results largely depends on how well the network 

scenario represents the real-world 5G deployment. After that, 

we created Simulation Scenario with numerology=1, 2, and 

3: In 5G, numerology defines the subcarrier spacing and 

symbol duration used in the Orthogonal Frequency Division 

Multiplexing (OFDM) modulation scheme. Different numer-

ology configurations have a significant impact on the data 

transmission rates and overall network performance. There-

fore, this step involves creating multiple simulation scenar-

ios, each with a different numerology setting (numerology=1, 

2, and 3). These scenarios enable researchers to observe and 

analyze how varying subcarrier spacing affects the network's 

throughput, latency, and spectral efficiency. Then, we have 

defined the data collection metrics that will be used to meas-

ure the performance of the 5G network during simulations. 

These metrics include throughput, delay, latency, etc. By set-

ting specific metrics, researchers can focus on gathering rel-

evant data to address their research questions. 

With the defined scenarios and data collection metrics, 

the actual simulations are executed. The simulation tool runs 

the network scenarios, and the performance data is collected 

based on the defined metrics. These simulations generate 

substantial data that will later be analyzed to draw meaning-

ful conclusions. The collected data is then subjected to thor-

ough analysis. We apply statistical and analytical techniques 

to interpret the data and identify patterns, trends, and rela-

tionships between different variables. This analysis helps in 

understanding the impact of subcarrier spacing on network 

performance and behavior. We interpret the simulation re-

sults based on the data analysis and statistical validation. We 

draw meaningful insights and conclusions about the effect of 

subcarrier spacing on the 5G network's performance. The in-

terpretation aims to provide meaningful explanations for ob-

served behaviours and performance variations. 

This study's success lies in the careful design of the 

simulation scenario, accurate data collection, rigorous anal-

ysis, and meaningful interpretation of the results. Through 

such research endeavors, the understanding of 5G network 

behavior can be enhanced, leading to future more efficient 

and optimized network deployments. The numbers and types 

of equipment are carefully chosen for the test bed to accu-

rately measure the impact of processing and decoding delays 

S.L No Name 

1 Smartphone 

2 Sensor 

3 CCTV camera 

4 Database upload server 

5 Database download server 

6 Sensor server 

7 Video server 

Table 1 Equipment used in 5G test-bed 

Fig 1. Flowchart of the research process 
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on network performance across a variety of numerologies. 

Below is the list of equipment used: 

 Table 1 presents a comprehensive list of equipment em-

ployed in the investigation to evaluate the influence of pro-

cessing and decoding times on network performance across 

different numerologies. Each equipment is assigned a unique 

number from 1 to 7, along with their respective names, which 

are as follows: - 

• Smart Phone: This device likely serves as a mobile test-

ing tool, facilitating the simulation of user interactions

within the 5G network environment.

• Sensor: Sensors play a crucial role in data collection and

transmission, enabling real-time assessment of data

transfer and processing within the network.

• CCTV Camera: This equipment is specifically utilized

to monitor and analyze video data transmission over the

5G network.

• Database Upload Server: This server is responsible for

uploading data to the network's database and aiding in

measuring the impact of processing delays during data

uploads.

• Database Download Server: This server is utilized to

download data from the network's database, facilitating

the analysis of decoding times during data retrieval.

• Sensor Server: This server is dedicated to handling and

managing various sensors in the network, allowing for

controlled testing of sensor data.

• Video Server: The video server plays a vital role in as-

sessing video streaming and has impact on network per-

formance, particularly in terms of processing and decod-

ing delays.

Table 2 presents details about the smartphone device 

type, consisting of 25 units with a fixed mobility status. It 

provides an overview of various transport layer properties, 

such as utilizing the "New Reno" congestion control algo-

rithm, a maximum of 5 SYN retries, and an un-delayed 

acknowledgement type. The maximum segment size is 1460 

bytes, and the time-wait-timer is set to 120 seconds. 

 Communication within the device is facilitated through the 

UDP protocol. The interface properties are described, in-

cluding the 3GPP series noted as 38, a transmitter power of 

23 dBm, and the protocol specified as LTE NR. The 

Smartphone is equipped with 4 transmitter antennas and 2 

receive antennas. The application properties indicate the use 

of unicast as the application method, with FTP (File Transfer 

rotocol) as the designated application type, and the Quality 

of Service (QoS) set to Best Effort. The device maintains a 

constant file distribution strategy, with an upload file size of 

1.5 Mb and a download file size of 25 Mb. Additionally, the 

inter-arrival time for data is set to 200 seconds. The second 

type of equipment used in the 5G network is CCTV cameras 

and sensors. The CCTV camera and the sensors can be used 

to collect various types of environmental data for wireless 

sensor networks or Internet of Things networks. The sensors 

normally transmit huge amounts of data. The details of vari-

ous 5G parameters used for the sensors and CCTV camera 

are mentioned in Table 3 and Table 4, respectively. 

   Table 3 provides a detailed overview of a specific de-

vice type known as "Sensor." The investigation includes a 

total of four sensors, each fixed in position with no mobility. 

The properties of these sensors are thoroughly presented. For 

the transport layer, the sensors utilize the "New Reno" con-

gestion control algorithm, accommodating a maximum of 5 

Table 2.5G parameters used for sensors 

Device Type Sensor 

Count 6 

Mobility no 

Transport 

layer Proper-

ties 

Congestion control algorithm New Reno 

Max SYN retries 5 

Acknowledge type Un-delayed 

Maximum segment size (Byte) 1460 

Time-wait-timer (Seconds) 120 

Protocol UDP 

Interface 

Properties 

3GPP series 38 

Transmitter Power (dBm) 23 

Protocol LTE NR 

Transmitter Antenna count 4 

Receive Antenna count 2 

Application 

Properties 

Application method Unicast 

Application Type FTP 

QoS Best Effort 

File Distribution Constant 

File Size 55 Mb 

Inter arrival time (in Micro Sec.) 250 
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SYN retries, and implement an un-delayed acknowledge-

ment type. The maximum segment size is set to 1460 bytes, 

and a time-wait-timer of 120 seconds is used. The sensors 

operate with the UDP (User Datagram Protocol) for com ni-

cation. In terms of interface properties, they belong to the  

3GPP series 38 and function with a transmitter power of 23 

dBm. The sensors utilize the LTE NR (New Radio) protocol 

and are equipped with four transmitter antennas and two re-

ceiver antennas. As for application properties, data transmis-

sion is performed using the unicast method, and the applica-

tion type specified is FTP (File Transfer Protocol). The sen-

sors are configured with a "Best Effort" Quality of Service 

(QoS) and constantly distribute files with a size of 55 mega-

bytes. The inter-arrival time for data is measured in micro-

seconds, and there is an interval of 250 microseconds be-

tween successive data arrivals. 

Table 4 presents comprehensive information about the 

"CCTV Camera" device category, which includes a total of 

5 units and is designed to be stationary, meaning it does not 

have mobility. The transport layer properties specify the uti-

lization of the "New Reno" congestion control algorithm 

with a maximum of 5 SYN retries and immediate acknowl 

edgements.  Data transmission is limited to a maximum seg-

ment size of 1460 bytes, and a time-wait-timer of 120 sec-

onds is configured. The protocol used for communication is 

UDP (User Datagram Protocol). Concerning interface prop-

erties, the device adheres to the 3GPP series 38 standards and 

operates on the "LTE NR" protocol. It is equipped with 4 

transmitter antennas and 2 receiver antennas, enhancing its 

communication capabilities. The camera device maintains a 

constant file distribution strategy, where each file has a size 

of 500 bytes. Additionally, the inter-arrival time for data is 

set to 800 microseconds, ensuring controlled data flow in the 

network. 

Device Type Smartphone 

Count 25 

Mobility No 

Transport 

 Layer 

 Properties 

Congestion control algorithm New Reno 

Max SYN retries 5 

Acknowledge type Un-delayed 

Maximum segment size (Byte) 1460 

Time-wait-timer (Seconds) 120 

Protocol UDP 

Interface 

 Properties 

3GPP series 38 

Transmitter Power (dBm) 23 

Protocol LTE NR 

Transmitter antenna count 4 

Receive antenna count 2 

Application 

Properties 

Application method Unicast 

Application type FTP 

QoS Best Effort 

File distribution Constant 

Upload file size 1.5 Mb 

Download file size 25 Mb 

Inter arrival time (in Sec.) 200 

Device Type Camera 

Count 5 

Mobility no 

Transport 

layer Prop-

erties 

Congestion control algo New Reno 

Max SYN retries 5 

Acknowledge type Undelayed 

Maximum segment size 

(Byte) 
1460 

Time-wait-timer (Seconds) 120 

Protocol UDP 

Interface 

Properties 

3GPP series 38 

Transmitter Power (dBm) 23 

Protocol LTE NR 

Transmitter Antenna count 4 

Receive Antenna count 2 

Application 

Properties 

Application method unicast 

Application Type CUSTOM 

QoS Best Effort 

File Distribution Constant 

File Size 500 MB 

Interarrival time (in micro) 800 

Table 4 5G parameters used for the CCTV camera 

Table 3 5G parameters used for the Smartphone 
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Fig 2. 5G Simulation Test-bed setup 

Fig 3. Test-bed with control signal transmission 
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Fig. 2 shows the snapshot of the simulation test-bed of 

the 5G network involving various types of equipment. The 

figure also shows the placement, proximity, and connections 

of equipment with respect to each other. To make the figure 

cognizable we have clustered each type of equipment. All the 

smartphones, CCTV and cameras are connected to gNB. Fig. 

3 shows a 5G Simulation test bed with control signal trans-

mission. For the 5G simulation, control signal transmission 

plays a significant role in managing and coordinating various 

aspects of the network. Control signals serve as crucial mes-

sages exchanged between different network elements to con-

trol and optimize overall network performance. These sig-

nals are responsible for handling essential tasks such as net-

work access, resource allocation, handovers, and scheduling 

of user equipment (UE) connections. Fig. 3 shows control 

signal transmission works in the 5G simulation: 

• Resource Allocation: Control signals efficiently allocate

network resources, including frequency bands, time

slots, and other communication resources, based on the

specific requirements of different users and services.

• Initial Access: When a new device or user equipment

(UE) seeks to join the 5G network, an initial connection

must be established. Control signals facilitate this pro-

cess, enabling the UE to synchronize with the network

and establish a communication link.

• Mobility Management: 5G networks are designed to

handle various mobility scenarios. Control signals are

instrumental in managing mobility by facilitating seam-

less handovers between different base stations as users

move within the network coverage area.

• Connection Setup and Release: Control signals handle

the setting up and releasing of connections between UEs

and the network. Whether a user wants to initiate or end

a data session, control signals are responsible for man-

aging the connection establishment and release proce-

dures.

• Quality of Service (QoS) Management: 5G networks

support various services with diverse QoS requirements.

Control signals enforce QoS parameters, ensuring each

service receives appropriate network resources and pri-

ority levels.

• Beamforming and MIMO: In 5G networks, advanced

antenna techniques like beamforming and Multiple-In-

put Multiple-Output (MIMO) enhance data rates and

coverage. Control signals are vital in steering the beams 

and optimizing MIMO configurations. 

• Network Optimization: Control signals can carry infor-

mation about network performance and status. Network

management systems utilize this information to opti-

mize various parameters, enhancing overall network ef-

ficiency.

• Scheduling: In a multi-user environment, control signals

are instrumental in scheduling transmission slots for dif-

ferent UEs. This scheduling process considers factors

such as quality, priority, and traffic demands.

Accurate modelling and simulation of control signals 

are essential in a 5G simulation, as they help researchers and 

network engineers analyze and optimize the network's be-

haviour under various scenarios and conditions. This aids in 

designing and deploying efficient and reliable 5G networks 

that can effectively meet the demands of modern communi-

cation services and applications. 

4.2 Adaptive Algorithm for Dynamic SCS Ad-

justment 

We have developed and tested an adaptive algorithm us-

ing Q-learning [59]. The algorithm was designed to modify 

SCS settings in response to real-time network characteristics, 

including jitter, throughput, and delay. The method is de-

signed to enhance data transmission efficiency for various 

applications on devices such as cameras, sensors, and 

smartphones. The algorithm is shown in Table 5. 

Table 5 Algorithm for dynamic SCS adjustment 

1. State Space: 

• Each state is represented by a combination of jitter, throughput, 

and delay levels (3 jitter levels × 3 throughput levels × 3 delay 

levels = 27 states).

E.G.,  States for the camera (Low, Medium, High).

Jitter (ms): Low < 200, Medium 200-300, High > 300 

Delay (ms): Low < 800, Medium 800-1600, High > 1600 

Throughput (Mbps): Low < 20000, Medium 20000-60000, 

High > 60000 

2. Action Space: 
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• Actions correspond to selecting an SCS value: {15 kHz, 30 kHz, 60 

kHz}. 

3. Reward Function: 

• The reward function is designed to encourage actions that im-

prove network performance and meet application requirements. 

We have defined rewards based on the following criteria:

- Positive reward (+10) for reduced jitter, increased throughput, 

and decreased delay. 

- Penalties (-10) for performance degradation.

- No reward for no change in performance.

4. Dynamic SCS Adjustment using Q-Learning Algorithm:

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

Algorithm Q-Learning 

Input: alpha, gamma, epsilon, num_states, num_actions 

Initialize Q[state, action] to 0 for all states and actions 

Define num_episodes = 1000 

Define max_steps = 100 

for episode from 0 to num_episodes - 1 do 

 current_state = random_state() 

 for step from 0 to max_steps - 1 do 

if random_number() < epsilon then 

  action = random_action() 

else 

action = argmax(Q[current_state, :]) 

  end if 

(reward, next_state) = get_reward_next_state(current_state, ac-

tion)
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Q

current_state = next_state 

 end for 

  end for 

End Algorithm 

The state space refers to the various network states, including 

jitter, throughput, and latency. Each state is a composite of 

these three factors at various levels. For the camera and sen-

sor, the Jitter, measured in milliseconds (ms), is Low 

when below 200 ms, Medium between 200 and 300 ms, and 

High over 300 ms. Low delay, measured in milliseconds, is 

less than 800 ms, Medium is 800–1600 ms, and High is 

1600+ ms. Throughput, measured in (Mbps, is Low 

when below 20000 Mbps, Medium between 20000 and 

60000, and High above 60000. Similarly, for smartphones, 

Low jitter is less than 40 ms, Medium is 40–80 ms, and High 

is 80+ Microseconds. Delay, measured in microseconds, is 

Low if under 20,000, Medium if 20,000–60,000, and High if 

over 60,000. Throughput, defined in megabits per second 

(Mbps), is Low below 125 Mbps, Medium between 125 and 

250 Mbps, and High over 250 Mbps. 

The reward function guides the learning process by provid-

ing feedback on actions. It encourages actions that improve 

network performance and penalizes actions that degrade per-

formance. 

• Positive Reward (+10):

• Given for actions that result in reduced jit-

ter, increased throughput, and decreased

delay.

• Penalty (-10):

• Given for actions that lead to increased jit-

ter, decreased throughput, and increased

delay.

• No Reward (0):

• Given for actions that result in no change

in performance.

The learning rate, denoted by alpha, determines how much 

new information overrides the old information. The discount 

factor, represented by gamma, determines the importance of 

future rewards. The exploration rate, indicated by epsilon, 

determines the probability of exploring new actions versus 

exploiting known ones. In this case, the total number of 

states is 27, and the total number of actions is 3. Specifically, 

the learning rate (alpha) is set to 0.1, the discount factor 

(gamma) is 0.9, and the exploration rate (epsilon) is 0.1. 

 The Q-learning technique involves iteratively en-

hancing the policy for selecting SCS values according to net-

work conditions. At the beginning of each episode, the algo-

rithm sets the current state to a randomly selected state. Dur-

ing each episode, the algorithm determines whether to ex-

plore or exploit for a specific number of steps. When a ran-

domly generated number is smaller than the exploration rate 
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(epsilon), a random action is chosen (exploration); other-

wise, the action with the highest Q-value for the current state 

is selected (exploitation). Once an action is chosen, the algo-

rithm takes note of the reward that follows and the subse-

quent state. The Q-value for the current state-action pair is 

updated using the following formula:  

( ) ( ) ( ) ( )
’

 [ ],  , ', ' ,r  + + −
a

Q s a Q s a α max Q s a Q s a (8) 

where, 

• Q(s,a): The current Q-value for state s and action a.

• α is the learning rate, which determines how much new

information overrides the old information.

• r is the reward received after taking action a in state s.

• γ is the discount factor, which determines the im-

portance of future rewards.

• ( )
’

', '
a

max Q s a is the maximum Q-value for the next

state s′ over all possible actions a′.

• s is the current state.

• a is the current action.

• s′ is the next state resulting from taking action a′

This update considers both the immediate benefit and the re-

duced maximum future payout. Ultimately, the present con-

dition is modified to the subsequent condition, and the pro-

cedure continues to occur repeatedly. The iterative technique 

enables the programme to get the optimal policy for dynam-

ically enhancing network performance by modifying SCS 

levels. 

5. Results and Discussions

5.1 Performance evaluations of devices in vari-

ous SCS values 

A detailed analysis of the average throughput values for 

both the uplink and downlink of a smartphone at various nu-

merology values is presented in Fig. 4. Numerology repre-

sents the subcarrier spacing in the communication system, 

and the analysis aims to understand the impact of different 

subcarrier spacing on the Smartphone's throughput perfor-

mance. The analysis reveals that the Smartphone's through-

put performance varies notably between the uplink and 

downlink directions at different numerology settings. At nu-

merology = 3, the uplink exhibits significantly higher 

throughput (347.302 Mbps) than the downlink (76.87 Mbps). 

At numerology = 2, both uplink and downlink show lower 

throughput values, with a less pronounced difference be-

tween them. Interestingly, at numerology = 1, the downlink 

achieves higher throughput (114.47 Mbps) than the uplink 

(86.920 Mbps). 

These findings indicate that the choice of numerology 

setting can considerably impact the Smartphone's data trans-

mission performance in different directions. Understanding 

this throughput variation is crucial, especially for applica-

tions with asymmetric data requirements, where data transfer 

Fig 4. 5G network average throughput for uplink and downlink of 

smartphone 

Fig 5. 5G network average delay for uplink and downlink of Smartphone 
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is more significant in one direction. Additionally, this analy-

sis helps optimize data transmission for specific application 

needs, considering the trade-offs between higher throughput 

and subcarrier spacing settings based on the performance re-

quirements and priorities of the application.    Fig. 5 pre-

sents a detailed analysis of the average delay values for the 

uplink and downlink of a smartphone at various numerology 

values. Numerology represents the subcarrier spacing in the 

communication system, and the goal of the analysis is to ex-

plore how the Smartphone's delay performance is affected by 

different subcarrier spacing settings. The findings indicate 

that the Smartphone demonstrates consistent and balanced 

delay performance across all numerology values in uplink 

and downlink directions. At numerology = 3, 2, and 1, the 

average delay remains constant for uplink and downlink, in-

dicating a symmetrical delay experience suitable for bidirec-

tional communication. This balanced delay performance is 

advantageous for applications requiring bidirectional data 

transmissions, such as real-time video calls or online gaming. 

It ensures that delays experienced in both directions are sim-

ilar, enhancing the overall user experience. However, it is 

crucial to consider specific application requirements when 

choosing the appropriate numerology setting, as there are 

trade-offs between lower delays and data throughput. Lower 

numerology values may be preferable for latency-sensitive 

applications to achieve reduced delays. In comparison, 

higher numerology values may be more suitable for data-in-

tensive applications prioritizing higher data throughput. The 

analysis offers valuable insights into the Smartphone's delay 

performance, guiding informed decisions regarding bidirec-

tional communication needs and performance considerations 

at different numerology values. 

 Fig. 6 presents a detailed analysis of the average jitter 

values for the uplink and downlink of a smartphone at vari-

ous numerology values. Numerology represents the subcar-

rier spacing in the communication system, and the analysis 

aims to understand how the Smartphone's jitter performance 

varies with different subcarrier spacing settings. The analysis 

reveals that the Smartphone's jitter performance differs be-

tween the uplink and downlink directions at different numer-

ology settings. At numerology = 3, the downlink experiences 

a slightly higher jitter than the uplink. In contrast, at numer-

ology = 2, both uplink and downlink exhibit symmetrical jit-

ter values. At numerology = 1, there are minor variations in 

jitter between the two directions. Comprehending this jitter 

behaviour is crucial for applications requiring bidirectional 

communication and prioritizing consistent data transmission. 

The symmetrical jitter values observed at numerology = 2 

might be preferred for such applications. However, for ap-

plications sensitive to jitter, a careful balance between lower 

jitter values and data throughput is necessary when selecting 

the optimal numerology setting based on specific require-

ments. 

 The presented Fig. 7 comprehensively compares av-

erage delay values for both a camera and a sensor at various 

numerology settings. Numerology represents the subcarrier 

spacing in a communication system, and the analysis aims to 

explore the delay performance of the devices under different 

subcarrier spacing conditions. At numerology = 3, the cam-

era exhibits a significantly lower average delay of 477.03 ms 

than the sensor's 778.63 ms. This implies that the camera's 

data transmission is more responsive, experiencing less de-

lay at this specific subcarrier spacing setting. As the numer-

ology reduces to 1, the camera and sensor encounter an in-

crease in average delay. However, even at numerology = 2, 

the camera continues outperforming the sensor with a delay 

of 931.11 ms compared to the sensor's 1533.30 ms. Simi-

larly, at Numerology = 1, the camera maintains its perfor-

mance advantage, displaying an average delay of 1839.07 

ms, while the sensor's delay increases to 2283.62 ms. Conse-

quently, the camera outperforms the sensor across all numer-

ology values concerning the average delay. This suggests 

Fig 6. 5G network average jitter for uplink and downlink of Smartphone 

38



ENGINEERINGACCESS, VOL. 11, NO. 1, JANUARY-JUNE 2025 

that the camera is more responsive and exhibits quicker data 

transmission capabilities than the sensor, making it more 

suitable for applications that demand low delay and high re-

sponsiveness. Moreover, it is important to note that both de-

vices experience an increase in average delay as the numer-

ology decreases. This trend is expected as larger subcarrier 

spacing allows for greater data transmission capacity, reduc-

ing delays. Conversely, smaller subcarrier spacing accom-

modates higher data transfer rates but may result in increased 

delays due to greater data processing requirements. The se-

lection between the camera and sensor should be thought-

fully considered based on the specific application require-

ments. For real-time applications demanding low delay and 

high responsiveness, the camera proves to be the optimal 

choice. However, the sensor may be more suitable in data-

intensive applications prioritizing data throughput over de-

lay, especially at smaller numerology values. Overall, this 

analysis facilitates a deeper understanding of the delay per-

formance of the devices and supports informed decisions 

based on the application's performance needs, considering 

the trade-offs between delay, data throughput, and respon-

siveness. 

Fig. 8 illustrates 5G network performance for CCTV 

cameras and sensor devices. The graph depicts the effect of 

numerologies/subcarrier spacing on the average jitter of 

CCTV cameras and sensors connected to a 5G network. Nu-

merologies have a positive effect on the CCTV cameras' 

ability to reduce average jitter. With numerology equivalent 

to zero, the average jitter for sensors is exceptionally high. 

Nonetheless, when numerology is set to 2 or subcarrier spac-

ing is set to 30 kilohertz, the average disturbance is drasti-

cally reduced, whereas it increases slightly when numerol-

ogy is set to 3.  Fig. 8 highlights that the camera's average 

jitter fluctuates across different numerology values, with the 

lowest jitter observed at numerology =3 and the highest at 

numerology =1. This suggests that the camera experiences 

more stable data transmission at numerology =3, while at nu-

merology =1, the data transmission encounters higher jitter. 

In contrast, the sensor's average jitter remains consistently 

low across all numerology values, indicating highly stable 

data transmission regardless of the numerology setting. The 

analysis of the figure points out that the sensor consistently 

outperforms the camera in terms of jitter. Even at its highest 

jitter value (0.37 ms), the sensor's performance remains sig-

nificantly better than the camera's best-performing value at 

numerology =3 (151.91 ms). This observation highlights the 

sensor's superior stability and reliability in data transmission 

compared to the camera, which exhibits more variation in 

delay under different numerology conditions. In contrast to 

the camera's variability, the figure highlights that the sensor 

maintains its low jitter values consistently across all numer-

ology values. This consistency in the sensor's performance 

indicates its robustness and ability to deliver stable data 

transmission regardless of the numerology setting. The sen-

sor's performance consistency is advantageous in critical ap-

plications where reliable and low-latency data delivery is es-

 

Fig 8. 5G network average jitter for camera and sensors 

Fig 7. 5G network average delays for camera and sensors 

39

sential.



ENGINEERINGACCESS, VOL. 11, NO. 1, JANUARY-JUNE 2025 

The figure emphasizes that the choice of numerology 

value should be based on the specific requirements and pri-

orities of the application. If low jitter is a critical require-

ment, the stability exhibited by the sensor across all numer-

ology values might be preferred. On the other hand, if high 

data throughput is the priority, the camera's relatively lower 

jitter at higher numerology values might be acceptable in cer-

tain scenarios, depending on the specific characteristics of 

the application. Ultimately, the selection of the optimal nu-

merology should be based on a comprehensive understand-

ing of the specific application's needs and the trade-offs be-

tween data throughput and jitter stability. Each numerology 

offers distinct advantages, and the choice of numerology 

value should align with the application's performance re-

quirements and priorities. An informed decision can lead to 

an effective and reliable data transmission system that meets 

the specific demands of the intended use case. 

The parameters used in the study [60] include a 3GPP 

channel model and the NewReno congestion control algo-

rithm, with a segment size of 1400 bytes for Video, 

smartphone upload and download. While these parameters 

remain consistent with this article's simulation environment 

setup, some aspects differ. Specifically, a segment size of 

500 bytes for the sensor. Also, the authors of the article [60] 

considered TCP connections for upload and downlink con-

nection in Smartphonethe smartphones. The channel condi-

tion is also set to Line-Of-Sight, with a channel bandwidth 

of 100 MHz and a central frequency of 28 GHz. The scenario 

is described as Urban (UMa), and no shadowing is applied. 

An adaptive Modulation Coding Scheme is also used, with 

control/data encoding latency set to 2 slots, and the radio 

scheduler operates on a Round-Robin basis. 

Table 6 Performance Evaluation [60] 

SCS-15 SCS-30 SCS-60 

Smartphone 

Upload 

18 Mbits/sec 65 Mbits/sec 110 Mbits/sec 

smartphone 

Download 

23 Mbits/sec 90 Mbits/sec 150 Mbits/sec 

Sensor delay 1.75 ms 1.7 ms 0.3 ms 

Video delay 1.5 ms 0.8 ms 1ms 

The simulation results in Table 6 of [60] and this arti-

cle are comparable. Notably, the results for smartphones 

across different SCS values show better performance in our 

study, which can be attributed to using UDP connections for 

smartphones. Additionally, it is essential to highlight that the 

study in [60] did not consider jitter in its performance evalu-

ation. 

5.2 Testing of adaptive SCS adjustment algorithm 

The proposed adaptive SCS adjustment algorithm is 

based on the Q-learning algorithm, which is a type of rein-

forcement machine-learning algorithm, as mentioned in sec-

tion 4.2. The algorithms take real-time network conditions 

and application requirements as input to produce the optimal 

SCS value recommended for that application. Fig 9 shows 

how a decision is made for optimal SCS configuration using 

a Q learning agent. 

Fig. 9 Output produced by the proposed adaptive SCS adjustment algo-

rithm 

The input layer in Fig. 9 accepts information on the net-

work’s real-time condition and application requirements. In 

this case, the input includes values such as a delay of 40 mil-

liseconds, a jitter of 60 µs, and a throughput of 200 Mbps for 

an instance of network condition. A composite of the follow-

ing levels characterizes the current state: significant varia-

tion in data transmission delay (3 for high), moderate latency 

(2 for medium), and substantial data transfer rate (3 for high), 

resulting in the state (3, 2, 3). The Q-learning agent subse-

quently determines the SCS value, opting for 60 kHz in this 

instance, using an exploration/exploitation technique. The 

reward is calculated based on the enhancement in perfor-

mance, and the Q-value table is subsequently updated. The 

chosen operation, with a frequency of 60 kHz, is performed 

to adjust the SCS. Finally, the most favourable SCS config-

uration, which, in this particular case, is set at 60 kHz, is pro-

duced at the output. This block diagram (Fig. 9) illustrates 

the sequential transfer of information from the initial condi-
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tions to the Q-learning agent, which then determines the op-

timal SCS setting for the output. This figure demonstrates 

the system's ability to adapt and enhance network perfor-

mance. 

The article [11] introduces an adaptive system archi-

tecture that adjusts transmission configurations to meet strict 

reliability criteria. The adaptive numerology selection algo-

rithm dynamically adjusts transmission parameters like sub-

carrier spacing and symbol duration based on estimated 

channel factors like SNR, delay spread, and Doppler spread. 

Here, we have provided a comparison between the proposed 

algorithm in this article and the algorithm proposed in [11], 

which are as follows: 

Table 7 Performance Comparison 

Parameter Proposed Algorithm [11] 

Algorithm 

Basis: 

Utilizes a Q-learning 

algorithm that priori-

tizes real-time learn-

ing and adaptation 

according to network 

conditions. 

Utilizes an approach that in-

volves modifying the number 

of pilots and control plane 

overhead, in addition to the 

use of SCS. 

Parameters 

Considered: 

Examines the factors 

of jitter, throughput, 

and latency. 

Emphasizes the concentra-

tion of pilots and the addi-

tional computational over-

head of the control plane to 

enhance SCS adjustments. 

Adaptation 

Mechanism: 

Utilizes a q-learn-

ing reinforcement 

learning methodology 

in which the algo-

rithm progressively 

enhances its perfor-

mance through re-

wards. 

Applies predetermined mech-

anisms that rely on pilot den-

sity and CP adjustments to 

ensure consistent perfor-

mance in different conditions. 

Target Out-

comes: 

Seeks to improve the 

overall efficiency of 

data transmission for 

different applications. 

Aims to meet QoS standards 

and achieve a low Bit Error 

Rate (BER), particularly in 

high-speed situations. 

6. Conclusion

Our analysis of average throughput, delay and jitter val-

ues across smartphones, cameras, and sensors at varying nu-

merology (SCS) values offers valuable insights into their re-

spective data transmission performances. Higher numerol-

ogy values, such as numerology = 3, correlate with increased 

average throughput in smartphones, indicating that larger 

subcarrier spacing facilitates more efficient data transmis-

sion. Conversely, lower numerology values, like numerol-

ogy = 0, lead to decreased throughput, likely due to higher 

data processing requirements. Furthermore, smartphones ex-

hibit relatively low and symmetrical jitter at numerology = 3 

and 2, making them well-suited for bidirectional communi-

cation. Contrarily, the camera consistently demonstrates 

lower delay values, showcasing its capability for low-latency 

data transmission. At the same time, the sensor outperforms 

the camera in terms of jitter, highlighting its stability and re-

liability in data delivery. Configuring smartphones with 

higher numerology values is advisable for applications pri-

oritizing high data throughput. Conversely, opting for the 

sensor over the camera may be preferred in scenarios where 

stability and low jitter are crucial. Also, the proposed adap-

tive algorithm automatically presents optimal SCS configu-

rations based on real-time network conditions and applica-

tion needs. The algorithm employs simulation and machine 

learning techniques for enhancing network performance un-

der different circumstances. 

Future research could explore additional factors im-

pacting data transmission performance, such as channel con-

ditions, antenna configurations, and network congestion. In-

vestigating the interaction between different devices in a 

multi-user environment could yield valuable insights.  
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