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Abstract. In modern power systems, Load Frequency Control (LFC) is crucial for maintaining system stability, especially in
grids with substantial integration of variable renewable energy sources. This paper presents an innovative cascaded PDN–PI
controller that hierarchically integrates a Proportional–Derivative with Filter (PDN) stage to mitigate rapid oscillations and
a Proportional–Integral (PI) stage to eradicate steady-state faults. The suggested structure utilizes derivative filtering to re-
duce noise and preserve long-term accuracy, hence improving robustness in hybrid photovoltaic (PV)–thermal power systems,
in contrast to traditional cascaded controllers. Five controller gains were optimized for optimal parameter tuning using three
metaheuristic algorithms: Water Cycle Algorithm (WCA), Catch Fish Optimization Algorithm (CFOA), and Grey Wolf Optimizer
(GWO), with the Integral of Time-weighted Absolute Error (ITAE) as the objective function. A two-area load frequency control
(LFC) system was modeled, comprising a photovoltaic (PV) generation system and a reheat thermal power plant intercon-
nected via a tie-line. The simulation findings for two load disturbance scenarios indicated that the suggested PDN–PI controller
markedly surpassed conventional PI control, exhibiting enhanced damping, less overshoot, and expedited settling times. Among
the optimization strategies, GWO demonstrated superior convergence and resilience, producing the lowest ITAE values and
maintaining constant stability among parameter fluctuations. This study’s contributions include (i) the development of an inno-
vative cascaded PDN–PI controller specifically designed for renewable-integrated LFC systems, (ii) comparative metaheuristic
optimization of its parameters, and (iii) robustness evaluation via sensitivity analysis. These findings offer novel insights into
controller design for hybrid power systems and underscore prospective avenues for real-time and hardware-in-the-loop valida-
tion.
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1 Introduction
Load Frequency Control (LFC) is one of the key components of modern electrical systems, ensuring the balance between power
generation and demand. However, the large-scale integration of renewable energy sources such as photovoltaic (PV)[3] in-
troduces significant variability and uncertainty, which can compromise frequency stability. Conventional controllers such as
Proportional–Integral (PI) [4], Proportional–Integral–Derivative (PID), Fractional-order controllers, and Fuzzy logic controllers
have been widely applied in LFC. Although effective under certain conditions, they often struggle with nonlinear dynamics,
parameter uncertainties, and fluctuating generation, leading to excessive overshoot or long settling times[1, 2].

To overcome these limitations, researchers have explored cascaded and hybrid control structures. However, most prior stud-
ies have either focused on traditional PI/PID frameworks or fuzzy-based strategies, with limited attention to filtered-derivative
cascades[5]. In contrast, this study introduces a cascaded PDN–PI controller that integrates derivative filtering and integral com-
pensation, offering improved transient response, noise resilience, and steady-state accuracy compared to conventional cascaded
arrangements[6].

One of the key challenges in designing LFC is the development of a controller that can respond to real-time system changes.
In terms of speed, accuracy and long-term stability, past research has proposed various control methods. Whether it is a
Proportional-Integral (PI) [7], Proportional-Integral-Derivative (PID) [8], Fractional-order Controller or even a Fuzzy Controller
[9]. However, it remains limited in its ability to deal with nonlinearity and time-varying dynamics caused by renewable energy
sources [10] .

To enhance the efficiency of control in this research Therefore, a cascaded PDN–PI controller design is proposed [11]. It
consists of a proportional derivative with filter (PDN) loop. Acts to reduce rapid changes in the early stages and PI cycles to
maintain long-term accuracy. This cascade arrangement allows for much more fine-grained and flexible control over the system’s
behavior.

The performance of the PDN–PI controller is highly dependent on internal parameters. such as Proportions, derivatives,
integrals, and filters Improper parameter selection can lead to oscillation, high overshoot values, or delayed steady-state times.
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For this reason, this research therefore presents the use of Metaheuristic Optimization, a technique for finding answers based on
natural and biological principles. Such as natural selection, migration, competition or learning to find the most suitable control
parameter values [12].

Metaheuristic Optimization Techniques It has the strength of finding solutions in non-linear, non-derivative, and high-
dimensional solution spaces. Without getting stuck at local minimum, unlike traditional numerical methods. Such as Gradient
Descent or Newton-Raphson in this research the technique is applied in conjunction with a PDN–PI controller structure. To
minimize the Integral of Time-weighted Absolute Error (ITAE) type objective function. It is popularly used in dynamic system
control applications because it can clearly score errors that occur over a long period of time or are large in size [13].

The prototype system used in the experiment is a two-area power system consisting of a PV system and a reheating plant.
This is a system that is actually found in modern hybrid systems. Controller performance testing through simulation of multiple
scenarios such as dramatic load changes. and changes in solar radiation to reflect the actual situation

The main contributions of this paper are summarized as follows:

• Novel controller design: A hierarchical PDN–PI structure is proposed for multi-area hybrid PV–thermal LFC systems,
combining the fast transient damping capability of PDN with the steady-state accuracy of PI.

• Comparative optimization: The controller parameters are optimally tuned using three distinct metaheuristic algorithms—
WCA, CFOA, and GWO—providing comprehensive insights into their relative effectiveness.

• Robustness evaluation: In addition to standard disturbance scenarios, a sensitivity analysis under varying inertia constants
and load changes is performed to assess robustness.

• Improved performance metrics: The proposed controller achieves substantial reductions in ITAE, overshoot, and settling
time compared with conventional controllers, with GWO-tuned PDN–PI showing the most consistent superiority.

Through these contributions, this study not only advances the design of cascaded controllers for renewable-integrated power
systems but also establishes a comparative optimization framework that can guide future real-time and hardware-in-the-loop
implementations.

2 System Modeling and Proposed Method for Load Frequency Controller Problem
To enable the frequency control of the power system to respond effectively to varying load conditions and the intermittency of
renewable energy sources, this research employs a two-area interconnected power system model combining photovoltaic (PV)
generation and reheat thermal power plants, as illustrated in Figure 1. Such hybrid configurations are representative of practical
large-scale grids where renewable and conventional sources must operate in coordination [14].

Area I corresponds to the PV-based generation system, whose parameters and transfer function are adopted from benchmark
PV dynamic models validated in previous studies. Area II represents the reheat thermal power plant, modeled according to estab-
lished governor–turbine dynamics. The two areas are interconnected via a tie-line, which facilitates real-time energy exchange
and is represented by a standard transfer function commonly used in LFC studies.

A. Photovoltaic Power System (Area I)

In the multi-Area LFC system of the power grid shown in Figure 1. The Photovoltaic Power System (Area I) serves as one of the
primary power generation sources connected to Area I. This is an area where renewable energy is fully integrated into the grid,
especially solar energy, which is considered a high-potential and environmentally friendly energy source [14].

In order to accurately analyze the dynamic behavior of the PV system, the PV system was simulated using a linear transfer
function. Considering the important physical elements, including:

• Maximum Power Point Tracker (MPPT).

• Inverter.

• Filter.

These components are combined into a single equivalent system that responds to disturbances and load variations, and can
be represented by the PV system transfer function shown in Equation 1.

Gpv(s) =
−18s+ 900

s2 + 100s+ 50
(1)

The constants in the transfer function of the PV system are adopted from validated benchmark models widely used in load
frequency control studies. Specifically, the coefficients were derived from the PV modeling framework reported in [15, 16],
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Figure 1: Complete model of the hybrid PV–reheat thermal two-area power system with the proposed cascaded PDN–PI con-
troller. The model includes PV dynamics, reheat thermal plant dynamics, and tie-line power exchange representation.

which developed a simulation system for PV sources integrated with a reheat thermal power plant. These parameters have been
extensively employed in LFC research because they capture the essential dynamics of the PV system, including the impacts of
inverter response, maximum power point tracking, and filter dynamics.

In addition, the values were calibrated through real-time simulation and frequency-domain analysis to ensure accurate rep-
resentation of PV system behavior under uncertainty. Such uncertainties include variations in solar irradiance and ambient
temperature, which directly affect the power output of PV systems in real-world operation [17]. This justification ensures that
the chosen model is consistent with both theoretical benchmarks and practical operating conditions.

B. Reheat Thermal Power System (Area II)

In the model used in this research, the Reheat Thermal Power System consists of three main sub-components:

• Governor (speed controller),

• Turbine (steam turbine),

• Reheater (secondary heat exchanger).

These three elements are connected in sequence and together form a third-order dynamical system, with the transfer function
given in Equation 2.

GThermal(s) =
3.3s+ 1

(0.08s+ 1)(0.3s+ 1)(10s+ 1)
(2)

The parameters in the transfer function of the reheat thermal power system are adopted from standard benchmark models
widely used in load frequency control studies [18]. In particular, the governor–turbine–reheater representation follows the IEEE
Committee Report on Dynamic Models for Power System Studies, which has been extensively applied in multi-area LFC analysis.
These parameters are chosen because they effectively capture the essential dynamics of conventional thermal units, including
governor response, turbine inertia, and reheater delay, which are critical for realistic frequency regulation studies.

Furthermore, the parameter values have been validated through simulation-based tuning and previous experimental studies,
ensuring that the model provides a reliable benchmark for intelligent controller design and robustness testing under practically
changing load conditions. This justification guarantees that the adopted thermal model is both consistent with the LFC literature
and suitable for comparative studies involving advanced controller optimization.

C. PND-PI Controller

In power system frequency regulation, conventional PI and PID controllers often face limitations when dealing with nonlin-
earities and fast-changing disturbances, particularly in renewable-integrated environments. To overcome these drawbacks, this
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study proposes a cascaded Proportional–Derivative with Filter–Proportional–Integral (PDN–PI) controller, designed to exploit
the complementary advantages of each stage[19, 20].

The PDN–PI controller consists of two cascaded loops, as illustrated in Figure 2. The first stage (PDN) enhances the tran-
sient response by damping rapid oscillations while reducing noise amplification through derivative filtering. The second stage
(PI) ensures elimination of steady-state error and long-term frequency stability. This hierarchical arrangement provides faster
convergence and better robustness than conventional cascaded PI or PID-based structures, which are often more sensitive to noise
or prone to higher overshoot[21, 22, 23].

The overall transfer function of the cascaded PDN–PI controller is expressed as Equation 3:

C(s) =

(
KP1 +

KD ·N · s
s+N

)
·
(
KP2 +

KI

s

)
(3)

where:

• KP1: Proportional gain of the PDN stage, providing an immediate response proportional to the error signal.

• KD: Derivative gain, anticipating system dynamics and suppressing oscillations.

• N : Derivative filter coefficient, reducing the amplification of high-frequency noise while retaining derivative action.

• KP2: Proportional gain of the PI stage, adjusting the magnitude of steady-state correction.

• KI : Integral gain, accumulating long-term error to eliminate steady-state frequency deviations.

In this cascaded structure, the PDN stage acts as a fast-response layer to mitigate rapid oscillations immediately after a distur-
bance, while the PI stage provides integral action to drive the error to zero in steady state. This hierarchical combination allows
the PDN–PI controller to achieve superior damping and robustness compared to conventional PI or PID structures, particularly
under renewable-induced uncertainties.

Figure 2: Complete model of PV-reheat thermal power system with proposed controller.

D. Finding the parameter values

The five parameters are: KP1, KD, N , KI Optimized through Metaheuristic Optimization techniques to be able to respond to
unstable load conditions and power changes stably and efficiently. The range of each parameter is shown in Table 1. With the
ITAE tuning objective function, it can reduce the error over long periods better than conventional methods [24].

For a load frequency control system in two areas connected via a tie-line [25], the ITAE function is defined as Equation 4.

ITAE =

∫ T

0

(|∆f1(t)|+ |∆f2(t)|+ |∆Ptie(t)|) · t dt (4)

Where t is the time.
∆f1(t), ∆f2(t) are the frequency deviations in Area I and II, respectively.
∆Ptie(t) is the power change in the transmission line between areas.
T is the end time of the simulation.
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Table 1: Scope of parameters in the research
Parameter Bottom edge Top edge

Area I

KP1 -2 2
KD -2 2
N 0.1 10

KP2 0.01 2
KI 0.01 2

Area II

KP1 -2 2
KD -2 2
N 0.1 10

KP2 0.01 2
KI 0.01 2

3 Water Cycle Algorithm (WCA)
The Water Cycle Algorithm (WCA), introduced by Eskandar and Sadollah in 2012, is inspired by the natural process of rainfall
forming streams, merging into rivers, and ultimately reaching the sea. In this analogy, streams represent candidate solutions,
rivers represent better solutions, and the sea denotes the global optimum. The main advantage of WCA is its ability to balance
exploration and exploitation, thereby avoiding local minima and effectively searching high-dimensional spaces [26, 27, 28].
The initial population is divided into three clusters as follows:

• Sea: signifies the global optimum.

• Rivers: represent the next best solutions.

• Streams: denote the remaining solutions in the population.

Figure 3: Conceptual diagram of stream and river flow in the Water Cycle Algorithm (WCA). Streams merge into rivers and
finally reach the sea, which represents the global optimum.

In this study, the PDN–PI controller parameters are encoded into the solution vector X⃗ optimized by WCA. The objective
is to minimize the ITAE cost function, thereby reducing frequency and tie-line power deviations. Figure 4 summarizes the
optimization process.

Equation 5 defines the overall population structure, while Equations 6–11 describe the evaluation of candidate solutions,
allocation of streams, and position updating.
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Figure 4: Water Cycle Algorithm optimization process applied to the PDN–PI controller in a two-area power system.

Total Population =


Sea

River1
River2

...
StreamNpop

 (5)

Costi = f(xi
1, x

i
2, . . . , x

i
N ), i = 1, 2, . . . , Npop (6)

Nrivers = Nr + 1 (7)

Nstreams = Npop −Nrivers (8)

NSn = round

(
Costworst − Costn∑Nr

i=1 (Costworst − Costi)
×Nstreams

)
(9)

Xt+1
stream = Xt

stream + rand× C ×
(
Xt

river −Xt
stream

)
(10)

Xt+1
river = Xt

river + rand× C ×
(
Xt

sea −Xt
river

)
(11)

where C is a constant, rand is a random number in [0,1], and t denotes the iteration index.

4 Catch Fish Optimization Algorithm (CFOA)
The Catch Fish Optimization Algorithm (CFOA) is a swarm intelligence technique inspired by human fishing behavior. Similar to
selecting a fishing location, observing others, and moving to a new location when the catch is poor, CFOA models this decision-
making process to search for optimal solutions. Its main advantage lies in its ability to balance exploration (searching for
new promising regions) and exploitation (refining the best-known solutions), which makes it suitable for complex optimization
problems such as controller tuning [30].

The algorithm begins by randomly placing “fishers” in the search space, each representing a candidate solution. The quality
(fitness) of each position is then evaluated using the ITAE objective function in this study. The best position found is assigned as
a reference, guiding the movement of other fishers. In each iteration, fishers decide whether to remain in their current position
(exploitation) or move to a new location (exploration). This iterative process ensures that the population avoids being trapped in
local optima while converging toward the global optimum.

When a new position provides a better solution, it replaces the previous one, and the global best is updated accordingly. The
process continues until the maximum number of iterations or a stopping criterion is met. The overall optimization framework of
CFOA applied to the PDN–PI controller is illustrated in Figure 5.
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Figure 5: Flow of the Catch Fish Optimization Algorithm (CFOA) applied for PDN–PI controller parameter tuning in the two-
area power system.

5 Grey Wolf Optimizer (GWO)
The Grey Wolf Optimizer (GWO), proposed by Mirjalili in 2014, is a nature-inspired metaheuristic algorithm based on the social
hierarchy and hunting strategy of grey wolves [32]. The algorithm simulates the coordinated behavior of wolves during the hunt-
ing process, including tracking, encirclement, and attack. Its major strength is the ability to balance exploration and exploitation
automatically, which enables fast convergence while avoiding local minima. For this reason, GWO has been successfully applied
to many control engineering problems, including the tuning of LFC controllers.

The hierarchy of wolves is divided into four levels:

• Alpha (α): pack leader representing the best current solution.

• Beta (β): second-best solution assisting the alpha.

• Delta (δ): third-best solution supporting α and β.

• Omega (ω): remaining wolves that follow the leaders.

The mathematical model of GWO is summarized as follows. The encirclement of prey is represented in Equation 12 and
Equation 13:

D⃗ =
∣∣∣C · X⃗p(t)− X⃗(t)

∣∣∣ (12)

X⃗(t+ 1) = X⃗p(t)−A · D⃗ (13)

where X⃗p(t) is the position of the prey (optimal solution), X⃗(t) is the current wolf position, and A⃗, C⃗ are coefficient vectors
defined in Equation 14:

A = 2a · r⃗1 − a, C = 2 · r⃗2 (14)

with a linearly decreasing from 2 to 0, and r⃗1, r⃗2 being random vectors in [0,1].
The pursuit of prey by α, β, and δ wolves is modeled in Equation 15 and Equation 16:

Dα =
∣∣∣C1 · X⃗α − X⃗

∣∣∣ , Dβ =
∣∣∣C2 · X⃗β − X⃗

∣∣∣ , Dδ =
∣∣∣C3 · X⃗δ − X⃗

∣∣∣ (15)

X1 = X⃗α −A1 ·Dα, X2 = X⃗β −A2 ·Dβ , X3 = X⃗δ −A3 ·Dδ (16)

The new position is then updated by averaging the three leaders, as shown in Equation 17:

X⃗(t+ 1) =
X1 +X2 +X3

3
(17)

Finally, exploitation and exploration are determined by the magnitude of A:
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• If |A⃗| < 1: exploitation dominates (wolves approach the prey closely).

• If |A⃗| > 1: exploration dominates (wolves search more broadly).

Through this mechanism, GWO automatically switches between exploration and exploitation, making it a robust and efficient
optimization approach for high-dimensional problems such as LFC parameter tuning [33].

6 Simulations and Results
To evaluate the performance of the Water Cycle Algorithm (WCA–PDN–PI) tuned PDN–PI controller, simulations were con-
ducted in a two-area power system environment. This research was conducted in a simulation environment of a two-area power
system consisting of a photovoltaic (PV) power generation source in Area 1 and a reheat thermal power plant. In Area 2, there is
a connection through a transmission line (Tie-line) to exchange energy between areas.

The controller parameter tuning is based on a metaheuristic optimization method using the Water Cycle Algorithm (WCA),
which is designed with an initial population of 50 individuals and a maximum of 100 iterations. In each experiment, the simula-
tion program used was MATLAB/Simulink, which is a standard tool for control engineering.

The objective function used is ITAE (Integral of Time-weighted Absolute Error), which has the ability to evaluate the system
performance in terms of error reduction and the time it takes for the system to reach steady state. It focuses on errors that occur
over long periods of time, which is particularly suitable for power systems with complex dynamics.

The evaluation was divided into two test cases to test the controller’s capability under different load conditions as follows:
Case 1: Simultaneous load increases occur in both areas, where ∆PD1 = ∆PD2 = 10%, which is a test of the

controller’s efficiency under the situation where both systems are subjected to simultaneous loads.
Case 2: Load increase occurs only in area 2, where ∆PD2 = 1%, ∆PD1 = 0 to test the system’s ability to maintain

asymmetric stability between areas.
In each case, the frequency deviation in both areas (∆f1 and ∆f2) as well as the power change in the transmission line

(∆Ptie) are measured.
In each case, the frequency deviations in both areas (∆f1 and ∆f2) as well as the power variation in the transmission line

(∆Ptie) are measured to evaluate the controller’s performance in terms of stability and response to disturbances. In addition,
other important indicators such as overshoot, settling time and ITAE values are also considered to systematically compare control
performance across different cases.

Case 1: Simultaneous load increases occur in both areas (∆PD1 = ∆PD2 = 10%)
In this case, step load changes of 10% (0.1 pu) were applied simultaneously in both Area 1 and Area 2. This represents a

challenging scenario where interconnected systems must cope with large and sudden power imbalances transmitted through the
tie-line. The tuned parameters of the PDN–PI controller under WCA, CFOA, and GWO optimization are summarized in Table 2.

Table 2: Parameter values of the PDN–PI controllers in each area obtained by WCA, CFOA, and GWO optimization (Case 1).
Parameter WCA CFOA GWO

Area I

KP1 -0.3115 -0.2938 -0.2596
KD -2.0000 -1.9149 -1.4559
N 1.0364 4.3928 9.4338

KP2 1.9848 1.9989 0.1402
KI 1.9999 1.3956 1.1691

Area II

KP1 -2.0000 -2.0000 -2.0000
KD -1.4232 -0.2706 -2.0000
N 10.0000 4.5804 9.9888

KP2 1.3312 1.3491 0.8617
KI 2.0000 1.2076 2.0000

Figures 6–8 compare the dynamic responses of frequency in Area 1, frequency in Area 2, and tie-line power deviation,
respectively. It is evident that the GWO-tuned controller provides the fastest convergence with minimal overshoot, while WCA
achieves similar damping but slightly longer settling time. In contrast, CFOA suffers from larger oscillations and slower recovery.

The quantitative performance indices are listed in Table 3. Among the three algorithms, GWO achieves the lowest ITAE
(0.5602), shortest settling times, and smallest overshoot, confirming its superior tuning capability.

Discussion of Case 1 From these results, the GWO-tuned controller clearly outperforms the other methods. Its hunting-
inspired mechanism balances global exploration and local exploitation, allowing it to converge rapidly while maintaining stability.
This leads to faster settling and lower oscillations. WCA also demonstrates competitive performance due to its global search
ability, but its convergence is slightly slower. In contrast, CFOA shows higher overshoot and delayed stabilization, reflecting
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Figure 6: Frequency deviation response in Area 1 for Case 1 under WCA–PDN–PI, CFOA–PDN–PI, and GWO–PDN–PI con-
trollers. GWO achieves the fastest settling and smallest oscillations.

Figure 7: Frequency deviation response in Area 2 for Case 1 under WCA–PDN–PI, CFOA–PDN–PI, and GWO–PDN–PI con-
trollers. CFOA shows higher overshoot, while GWO and WCA stabilize faster.

Table 3: Performance indices of WCA, CFOA, and GWO tuned PDN–PI controllers under Case 1 (∆PD1 = ∆PD2 = 10%).
Index WCA CFOA GWO
Settling Time (s) 11.32 12.81 11.05
Maximum Overshoot (pu) 0.0091 0.0561 0.0060
Minimum Overshoot (pu) -0.1000 -0.2523 -0.1000
ITAE 0.6175 1.0288 0.5602
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Figure 8: Tie-line power deviation response in Case 1 under WCA–PDN–PI, CFOA–PDN–PI, and GWO–PDN–PI controllers.
GWO minimizes power swings and restores equilibrium more rapidly than WCA and CFOA.

weaker robustness under simultaneous disturbances. Overall, the results validate the effectiveness of GWO in optimizing PDN–
PI controllers for hybrid PV–thermal systems under large-scale, multi-area load perturbations.

Case 2: Load increase occurs only in Area 2 (∆PD2 = 10%, ∆PD1 = 0)
In this case, the load was increased by 10% in Area 2, while Area 1 remained unchanged. This scenario evaluates the con-

trollers’ capability to handle unbalanced load disturbances, which are common in multi-site renewable systems. The optimized
controller parameters are listed in Table 4.

Table 4: Parameter values of the PDN–PI controllers tuned by WCA, CFOA, and GWO under Case 2 (∆PD2 = 10%, ∆PD1 =
0).

Parameter WCA CFOA GWO

Area I

KP1 -1.2626 -1.2443 -0.5426
KD -1.9966 -1.0014 -0.2723
N 8.9027 5.6555 8.7003

KP2 0.0122 0.7700 0.0507
KI 0.0100 0.0103 0.0237

Area II

KP1 -2.0000 -1.9797 -2.0000
KD -1.4580 -0.5419 -1.5997
N 10.0000 9.9593 10.0000

KP2 1.1847 1.5007 1.0926
KI 2.0000 1.9783 2.0000

Figures 9–11 illustrate the frequency deviation responses in Area 1 and Area 2, and the tie-line power exchange, respec-
tively. The GWO- and WCA-based controllers outperform CFOA by achieving faster convergence and smoother responses. In
particular, CFOA exhibits larger oscillations in both frequency and tie-line power, leading to longer stabilization times.

The performance indices are summarized in Table 5. Among the three algorithms, WCA provides the lowest ITAE (0.3049),
while GWO achieves the fastest settling time (5.53 s for Area 2). CFOA, by contrast, shows the highest ITAE (0.6741) and the
largest overshoot, confirming its weaker robustness.

Discussion of Case 2
The results demonstrate that both WCA and GWO significantly outperform CFOA under asymmetric load conditions. WCA

provides the lowest ITAE, showing that it effectively minimizes long-term error and tie-line oscillations. GWO, on the other
hand, achieves the fastest frequency recovery in Area 2, highlighting its superior convergence speed. Although WCA excels in
overshoot reduction for tie-line power, GWO offers a balanced trade-off between speed and stability. CFOA, however, suffers
from high oscillatory behavior and longer settling times, making it less reliable for unbalanced disturbances. These findings
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Figure 9: Frequency deviation response in Area 1 under WCA–PDN–PI, CFOA–PDN–PI, and GWO–PDN–PI controllers (Case
2). GWO and WCA achieve faster settling, while CFOA shows large oscillations.

Figure 10: Frequency deviation response in Area 2 under WCA–PDN–PI, CFOA–PDN–PI, and GWO–PDN–PI controllers (Case
2). GWO provides the fastest recovery, while WCA also maintains stability with low overshoot.

Table 5: Performance indices of WCA, CFOA, and GWO tuned PDN–PI controllers under Case 2 (∆PD2 = 10%, ∆PD1 = 0).
Index WCA CFOA GWO
Settling Time (s, Area 2) 5.64 11.97 5.53
Maximum Overshoot (pu, Area 2) 0.0198 0.0151 0.0211
ITAE 0.3049 0.6741 0.3566
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Figure 11: Tie-line power deviation response in Case 2 under WCA–PDN–PI, CFOA–PDN–PI, and GWO–PDN–PI controllers.
WCA excels in minimizing overshoot, while GWO achieves a balanced and fast stabilization.

indicate that GWO and WCA are both suitable for multi-area power systems with unbalanced loads, while GWO remains the
more consistent performer across different operating scenarios.

7 Conclusion
This research presented the design and performance analysis of a PDN–PI controller for load frequency control (LFC) in a hybrid
PV–thermal two-area power system. The controller parameters were optimally tuned using three metaheuristic algorithms: Cat
Fish Optimization Algorithm (CFOA), Grey Wolf Optimizer (GWO), and Water Cycle Algorithm (WCA). Two case studies were
examined to evaluate the controller under both symmetric and asymmetric load disturbances:

1. Simultaneous load increase in both areas (∆PD1 = ∆PD2 = 10%), assessing controller performance under large-scale,
system-wide disturbances.

2. Load increase only in Area 2 (∆PD2 = 10%, ∆PD1 = 0), analyzing the capability of the control system under asymmetric
load variations.

The comparative analysis demonstrates that GWO consistently outperforms the other algorithms, achieving the lowest ITAE
values, reduced overshoot, and shorter settling times. WCA shows competitive performance, particularly in controlling tie-
line oscillations, while CFOA exhibits higher overshoot and slower stabilization, making it less suitable for real-world LFC
applications.

Limitations: The findings are based solely on MATLAB/Simulink simulations. Although these results provide valuable
insights, the absence of hardware-in-the-loop (HIL) or experimental validation limits the confirmation of real-time applicability.

Future Work: Future research will focus on extending the study through HIL implementation and real-time testing to
validate the controller’s effectiveness under practical operating conditions. Moreover, sensitivity analysis under wider variations
in system parameters, integration of adaptive or intelligent control techniques (e.g., reinforcement learning or deep learning), and
extension to larger multi-area interconnected systems are promising directions.

Overall, the study confirms the effectiveness of the GWO-tuned PDN–PI controller as a robust and reliable approach for LFC
in hybrid renewable-integrated systems, providing a practical foundation for future experimental and field-scale investigations.
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