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บทคัดย่อ 

 ปัญหาผูก้่อความรุนแรงในสามจงัหวดัชายแดนภาคใต ้ เป็นปัญหาส าคญัดา้นความมัน่คง       
ของชาติ ความปลอดภยัในชีวิต รวมถึงทรัพยสิ์นของขา้ราชการและประชาชนในพ้ืนท่ี อีกทั้งยงัส่งผล  
ต่อความสูญเสียทางด้านเศรษฐกิจ การลงทุนและการท่องเท่ียว ทั้ งน้ีรัฐบาลและกระทรวงกลาโหม        
ไดร่้วมกนัแกไ้ขปัญหาดงักล่าว แต่ไดผ้ลในขอบเขตท่ีจ ากดั ยงัคงมีเหตุการณ์วางระเบิดในท่ีสาธารณะ
และซุ่มโจมตีเจ้าหน้าท่ีของรัฐอยู่เป็นระยะ แนวทางการแก้ปัญหาในปัจจุบันขาดการประยุกต์ใช้
เทคโนโลยีอย่างเป็นรูปธรรม ทั้งระดบัผูป้ฏิบติัแลในระดบั การวางแผนบงัคบับญัชา อีกทั้งการข่าวท่ียงั 
ไม่เป็นเอกภาพ ขาดการบูรณาการระหวา่งหน่วยงานต่าง ๆ ท่ีเก่ียวขอ้ง งานวิจยัท่ีไดน้ าเสนอในบทความน้ี
มีจุดมุ่งหมายท่ีจะแกไ้ขปัญหาขา้งตน้ดว้ยการน าขอ้มูลภาพจากกลอ้งวงจรปิด ไปเป็นพ้ืนฐานของการ
ปฏิบติังานเชิงรุก โดยประยุกต์ใชเ้ทคโนโลยีรู้จ าใบหนา้บุคคลเพ่ือประโยชน์ในการรักษาความปลอดภยั 
ความแม่นย  าของการรู้จ าใบหนา้นั้นข้ึนอยู่กบัคุณภาพของผลลพัธ์จากขั้นการตรวจจบัใบหนา้ ท่ีจะท าการ
ระบุพ้ืนท่ีในภาพท่ีศึกษาซ่ึงมีคุณลกัษณะของใบหนา้บุคคลปรากฏอยู ่ทั้งน้ีวิธีการตรวจจบัท่ีเป็นมาตรฐาน
ของงานแขนงน้ี มกัจะใช้โมเดลจ าแนกประเภทของขอ้มูลท่ีสร้างได้จากภาพตวัอย่างท่ีใช่และท่ีไม่ใช่
ใบหนา้ โมเดลดงักล่าวมีประสิทธิภาพในการจ าแนกขอ้มูลในระดบัท่ีสูง แต่หากระดบัความถูกตอ้งนั้น 
จะแปรผนัตามคุณภาพและจ านวนของภาพตวัอย่างที่ใชใ้นการพฒันาโมเดล อน่ึงโมเดลจะมีความ
แม่นย  าในการตรวจจบัต ่าถา้คุณภาพหรือปริมาณของภาพตวัอย่างไม่ดีหรือนอ้ยเกินไป เพื่อแกไ้ขปัญหา
ดงักล่าวบทความน้ีจึงไดน้ าเสนอโมเดลจ าแนกประเภทขอ้มูลแบบสองระดบั ซ่ึงเป็นการใช้วิธีการท่ีมี
ความถูกต้องสูงมาเสริมการท างานของโมเดลเดิม นอกจากนั้นโมเดลใหม่ยงัสามารถแก้ไขกรณีของ      
ภาพใด ๆ ท่ีไม่ใช่ใบหนา้ แต่ถกูจ าแนกวา่เป็นใบหนา้ (false positive) ไดอ้ยา่งเป็นระบบอีกดว้ย 

ค าส าคัญ : เหตุการณ์ความไม่สงบ, การรู้จ าใบหนา้, การตรวจจบัใบหนา้, การจ าแนกประเภทขอ้มลู 
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Abstract 

 The event of unrest in the three southern provinces has long been a non-trivial burden to 
national security. The series of harmful acts causes a high-toll lost in both official and civilian lives, yet 
damages to personal as well as public possesssions. For some time, the government, espcially the 
Ministry of Defence, pays a great deal of effort to resolve the situation and restore peace in the area. 
This proves to be effective only to a certain extend, while car bombs and attacks on officials continue. 
The overall strategy set for this problem still lacks the synergy of advanced technology made available 
in academic and research communities. Intelligence acqusition and sharing seems to be the weak link in 
the ideal problem-solving scheme. This article reports an improvement made towards such end, with 
face recognition being exploited to identify individuals from CCTV images. The precision of this tool 
depends highly on the detected image area that is thought to be a human face. A benchmark technique to 
face detection is prone to errors, due to quality of magnitude of sample face positive and negative 
samples. To overcome this, a new bi-level model is proposed to improve accuracy and reduce the 
amount of false positives. 

Keywords : event of unrest, face recognition, face detection, classification.

1.  Introduction 
In this era of security-led society, a number of 

biometrics tools such as face and fingerprint 
recognition have been the center of attention, for 
both academic and industrial perspectives. Specific 
to the former, it is widely realized as a benchmark 
for both person verification and identification [17]. 
The landscape of its applications spans over the area 
of authentication, security, social network, crime 
and anti-terrorism. This intelligent has proven useful 
for several unrest events around the globe. In 
particular to the case of Thai southern provinces, a 
prototype is created for the purpose of point-based 
security, with the research grant of Department of 
Science and Technology, Ministry of Defence [1]. It 
can play a major role in filtering likely suspects in 
various public places. As such, this may allow a 
terrorist act to be intervened or even prevented. This 
attempt is perfectly in line with the ambition of 

Federal Bureau of Investigation (FBI) to launch a 
face-recognition capability that covers all US 
residents. It is implemented under the project called  

Next Generation Identification (NGI), which 
was founded in 2013 with an initial budget of one 
billion US dollars [2]. 

In general, a face recognition system is 
composed of two main functional components, face 
detection and face recognition processes [3]. The 
former is to automatically find an area within the 
input image that may represent a human face. The 
latter searches a repository of face data for a match 
to that captured by the detection phase. See Fig. 1 
for the overview of a face recognition system. 

As for the task of recognition, several face 
recognition models initially exploit a simple 
geometric template in order to specify individuals. 
The subject has prospered over the years with a 
number of advanced representation and matching 



54  วารสารวชิาการนายเรืออากาศ 

methods being investigated [18]. One of the 
pioneer works that has been regarded as a 
benchmark data-driven approach, is the inclusion 
of PCA (Principle Component Analysis) to draw 
significant features from the original matrix of 
face data [19], [20]. In that, PCA looks for a 
linear projection that best fits the data under 
examination. The resulting representation of reduced 
dimensionality, so-called Eigen face, leads to 
efficient data management and matching. Despite 
this, it is inherently not able to extract nonlinear 
characteristics of the data, which is defined by 
beyond second order statistics. To this end, different 
nonlinear algorithms have been put forward and 
coupled with the problem of face recognition. These 
include KPCA (Kernel PCA [21]), LLE (Local 
Linear Embedding [22]) and Isomap [23]. Recently, 
the use of ensemble clustering for face classification 
is introduced [4], with the accuracy level being 
higher than those obtained by PCA and other alike 
methods mentioned above. 

As turn to the task of face detection, a pile of 
research studies have contributed to this course. 
These include four groups of detection models [5]: 
knowledge based, feature invariant, template 
matching, and appearance based. The last family has 
received a great deal of attention in the past decade 
given the fact that it uses machine learning or data 
mining technology [24]. With the fast growing pace 
of the two fields, face detection has become an 
important application, to which advanced techniques 
are adopted and assessed.  

 
Fig 1 Overview of face recognition system. 

The common and widely accepted alternative 
for an appearance-based method is the Viola-
Jones model [6]. It is based on cascaded 
classifier, in which a number of weak 
classification models are ordered in a sequence. 
Based on a specific image-feature template, each 
model categorizes the input image (i.e., specific 
area within a given image) as a non-face or a 
possible face. The ultimate solution as a face is 
received through all classifiers, one by one. 
Failing at any hurdle will result in a non-face 
outcome. In spite of a real-time response, the 
quality of cascaded classifiers is highly subject to 
its generation from a set of both positive and 
negative samples [7]. Both quantity and 
goodness of these training instances dictate the 
accuracy of face detection. In order to overcome 
the limitation, this paper introduces a new bi-
level classification model, where an accurate 
classifier is amended to the existing cascaded 
framework, such that the resulting is more robust 
to noise and perform consistently across different 
training sets. 
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The rest of this paper is organized as follows. 
Section 2 introduces concepts related to face 
detection, especially the Viola-Jones method that is 
extended in this research. The proposed model is 
presented in Section 3, with details of the additional 
classification and ensemble directed data 
transformation. After that, Section 4 includes 
experimental design and results. Section 5 provides 
conclusion with perspective of future work. 

2.  Face Detection and Related Work 
Face detection is considered as the primary stage of 

face recognition and identification. It plays an 
important, yet difficult role, given a variety of variables 
such as face size, position and posture, illumination and 
emotion. In addition, the desired detection system 
should be efficient, accurate and suitable for a real-time 
application. All these requirements have pushed the 
research forward, with a large number of works 
introduced in the literature. To set the scene for this 
research, the section provides both brief reviews on the 
overview of face detection methods and that of Viola-
Jones, respectively. 

 2.1 Families of face detection methods 
According to the study of Yang et al [5], there are 

four categories of face detection methods. These are 
 Knowledge-based methods: are based on 

human expertise and knowledge regarding face 
components and their properties. Examples of 
knowledge-based models [8, 9] focus on the 
pixel intensity profile both in vertical and 
horizontal domains. It is assumed that a face 
should consist of two eyes on the same 
horizontal level, one nose, one mouth, and 
the distance measures among these 
components are relatively constant. 

However, this set of assumptions may result on 
only a few candidates being accepted as face 
images. Yet, reducing those constraints may 
lead to a large number of false positives. 

 Feature-invariant methods: have been 
developed to seek unique features that can be 
used to differentiate face images. This approach 
is motivated by the human capability to 
recognize objects by properties, which are 
invariant to position, location and 
environmental setting. Specific to the 
investigation of Yow and Cipolla [10], different 
unique features such as eyebrow, eye, nose, 
mouth and hair can be captured using an edge 
detection algorithm. The statistical significant 
of these extracted features can confirm the 
discovery of face image. Nevertheless, the 
aforementioned features may be directly 
distorted by illumination, noise and obstruction. 
It is also true that the search for these features 
can be hard on several cases. 

 Template-matching methods: make use of a 
standard template of face image, which is 
created manually or by a mathematical 
function. For instance, Scassellati [11] has 
introduced the face template as definitions of 
16 image areas and 23 relations among those 
areas. For any input image, its correlation value 
with the standard template is measured, in 
order to estimate the similarity (i.e., confidence 
of being a face image). This method proves to 
be simple, but its accuracy is not what has 
been expected. The use of template is prone 
to errors such as image size, position, image 
elements, and shape of face. 
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 Appearance-based methods: make use of the 
model generated from a collection of positive 
and negative samples (i.e., face and non-face 
images). In general, the generation of such a 
model is obtained using statistical or machine 
learning techniques. According to the study of 
Sung and Pogio [12], Gaussian function has 
been used to derive the density of face and non-
face images, which can be employed as 
references to determine the classification 
outcome. Most of the appearance-based 
methods are reported to perform better those 
from the other groups, especially the so-called 
Viola-Jones method [13, 14]. Accounting for 
its efficiency and accuracy, Viola-Jones has 
been realized in many real-world applications, 
e.g., image caption in a digital camera, image 
annotation and management software. 

2.2 Viola-Jones method 
This method consists of three steps: i) estimation of 

feature templates using the integral image framework, 
ii) searching for feature-specific weak classifiers using 
Adaptive boost (i.e., Adaboost), and iii) develop a 
cascaded classifier. 

 Step1: At the initial stage, an input image is 
divided into a number of sub-windows, each of 
which will be searched for a possible existence 
of face. Specific to the Viola-Jones method, the 
Haar-like features are designed to capture 
spatial-intensity properties of both face and 
non-face images. Examples of these area-based 
features are given in Fig. 2, where they can be 
of different sizes and details. In the estimation 
process, every feature is scaled to match the 
sub-window under examination. Then, the 
summation of intensity is calculated for each 

area specified in the feature (i.e., shaded and 
unshaded areas correspond to those with high 
and low intensity levels, respectively). With 
this terminology, a particular feature will be 
included in the classification model is it is 
capable of differentiating between face and 
non-face samples.  

 
Fig 2 Examples of Haar-like features [1]. 

 Step2: Those pre-specified features are 
exploited within the Adaboost process, where a 
set of weak classifiers is created with distinct 
levels of significance. Supposed that S is a set 
of n training samples (xi, di), where xi denotes 
the i-th sample and di is the corresponding flag 
(di = 1 if the sample is face, and di = 0, 
otherwise). 

}1),,{( nidxS ii    (1) 

Then, define weak classifiers Ct, t = 1, …,         
T that are in line with the number of process 
iteration t = 1, …, T. The weight wit for the pair 
of t-th classifier and i-th sample is estimated by 
Eq. 2. Note that m and l refers to the number of 
face and non-face samples, respectively. In 
each iteration, find a classifier with the lowest 
error et that can be defined by Eq. 3, provided 
that ht(xi) is the unit function measuring how 
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well the sample xi fits with the feature of 
classifier t. 
 



















1
2

1

0
2

1

i

i

it

dif
l

dif
m

w  (2) 

 

iititit dxhwe  )(   (3) 

Those classifiers with et = 0 are desired as the 
input to the following step. However, if this is 
not the case, the weights will be adjusted by the 
end of each iteration such that these error 
values decrease and reach its possible 
minimum towards the last round. Fig. 3 shows 
examples of feature-specific weak classifiers 
that are obtained from this step. Note that the 
first makes use of the two-area Haar-like 
template, which is capable of the unique 
difference between the horizontal stripe of both 
eyes and that just below. The second captures 
the fact that the area between both eyes is 
brighter than those of the eyes themselves. 

 
Fig 3 Examples of feature-specific weak classifiers [1]. 

 Step3: Having obtained the set of weak 
classifiers, they are used to form the cascaded 
classifier that is presented in Fig. 4. Each of the 
classifiers in the sequence pays attention to a 
specific feature, and categorizes an input as a 

face or non-face case. For the former, the input 
is given to the next classifier down the line. On 
the other hand, the input is reported as a non-
face instance and the detection process is 
terminated. Only the input that has passed 
through all classifiers will be identified as a 
face instance. Find more details of this 
development in [13, 14].   

3.  Proposed Bi-Level Classification Model 
As mentioned by the end of Section 2 that the 

generation of cascaded classifier requires a set of 
training samples. This is composed of both face and 
non-face instances, which will be employed to validate 
the relevance of any particular feature to the detection 
capability. According to [7], the accuracy of this 
detector depends pretty much on both the magnitude 
and quality of those training samples. Moreover, it is 
sensitive to changes in the unknown context that might 
appear in new images. To response to the challenge and 
raise the precision, a new bi-level classification model 
is proposed. Fig. 5 gives the overview of the proposed 
framework.  

With respect to Fig. 5, the proposed method 
exploits the conventional cascaded classifier of Viola-
Jones approach as the first classification level. The sub-
windows that are thought to be face images at the end 
of this primary process will be given to the second 
classification level. Note that these inputs may contain 
a number of false positives, even greater when the size 
and quality of training set is not sufficient. The problem 
may be resolved by using a highly accurate 
classifier as the final decision node. To achieve this, 
the method used in [4] is adopted for the task. The 
process can be summarized as follows. 
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 This can be regarded as a binary-class problem, 
face and non-face. Each sample xi in the 
training set of size n can be described with T 
attributes (f1 … fT), which correspond to the set 
of Haar-like features used in the previous stage. 
The value of attribute ft for the sample xi can be 
estimated with the unit function ht(xi). The 
resulting n  T matrix can be regarded as the 
original data for the next phase.  

 A cluster ensemble is created from the original 
matrix by applying k-means for M times. The 
resulting M data partitions are obtained in each 
trial  using different  number  of  clusters (k). 

Following [15], this is a random value between 
2 to 20. 

 The M clustering results are then combined 
based on the representation of BA (Binary 
Association) matrix [16]. This is an n  P 
matrix, where P denotes the total number of 
clusters reported in the set of M clusterings. It 
can be regarded as a transformed data matrix of 
more informative content than the original, as 
one may obtain using the attribute reduction 
techniques such as PCA and KPCA. 

 

 
Fig 4 Overview of a cascaded classifier system [1]

 The new matrix is used to develop a classifier 
using the preferred algorithm. For the present 
research, C4.5 is employed to deliver the 
target classification model. 

 
Fig 5 Overview of bi-level classification model. 
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 For the evaluation with a test or new sample xj, 
its T attributes will be first created to form a 
vector of size T, using the unit functions ht(xj), t 
= 1 … T. Having done this, the sample under 
question is of the same format as those encoded 
within the classifier. Then, it is fetched as an 
input to the classification process, from which 
either face or non-face outcome is returned. 

4.  Performance Evaluation 
Prior deploying the proposed model in action, it has 

to be rigorously assessed, such that risk and other useful 
guidelines may be drawn. This section includes the 
experimental design and the corresponding results. 

     4.1 Experimental Design 
     The experiment is conducted using the 400 

samples from the AT&T face repository (or ORL 
database, www.cl.cam.ac.uk/research/dtg/attarchive/ 
facedatabase.html) as positive or face instances        
(see Fig. 6  for examples), while the set of non-face 
samples are randomly extracted from a number of 
images available in the Internet (see Fig. 7 for an 
example). A number of test cases specifically designed 
for this research are elaborated below. 

 Case1: The training set is composed of 350 
positive samples from AT&T and 2,000 non-
face instances, while the test set is made up of 
the other 50 AT&T faces and 50 non-face 
images that are not included in the training 
collection. 

 Case2: Both training and test sets are identical 
to the first case, but the training samples are 
modified with 5% of added noise (salt-and-
pepper). This is to lower the quality of training 
data, and observe how robust the classification 
models become. 

 Case3: The training set is composed of 50 
positive samples from AT&T and 500 non-face 
instances, while the test set remains the same as 
the first test case. 

Note that the size of ensemble is set to M = 10 for 
all the test cases. The collection of Haar-like features 
shown in Fig. 8 are used to generate candidates of weak 
classifiers. Different sizes of each feature are included 
in the process. Following several works related to 
Viola-Jones method, the number of stages or weak 
classifiers is set to 20. In addition, the classification 
results are assessed in accordance with the accuracy 
metric. According to Table 1, the accuracy can be 
calculated as the ratio between (a + c) and (a + b + 
c + d). 

 
Fig 6 Examples from AT&T face repository. 

4.2 Experimental Results 
Based on the setting shown in the previous section, 

Tables 2 and 3 illustrate the results obtained for the first 
test case, with the original Viola-Jones cascaded 
classifier (VJ) and the bi-level model (BI). According 
to these, the new approach is able to improve the 
accuracy level from 70% to 76%. In fact, the rate of 
false positive has declined from 16% to 13%, while the 
false negative rate also slightly decreases. 

http://www.cl.cam.ac.uk/research/dtg/attarchive/
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Fig 7 An example of image (available in the 
Internet) from which non-face instances are 
generated. 
 
Table 1 Confusion matrix, where true positive (TP) is 
a, true negative (TN) is d, false positive (FP) is b, and 
false negative (FN) is c, respectively. 

  Predicted Class 
  Face Non-Face 

Actual 
Class 

Face a c 

Non-Face b d 

 

 
Fig 8 Haar-like features used in this research, which 
are obtained from the works of [13], [26] and [3]. 
 

Table 2 The result of test case 1, with VJ method. 
  Predicted Class by VJ 
  Face Non-Face 

Actual 
Class 

Face 36 14 
Non-Face 16 34 

 
 
Table 3 The result of test case 1, with BI model. 

  Predicted Class by BI 
  Face Non-Face 
Actual 
Class 

Face 39 11 
Non-Face 13 37 

 
With respect to test case 2 where noise is added to 

distort the quality of training data, the results in Tables 
4 and 5 lead to a finding that BI is more robust to low-
quality samples than the original VJ counterpart.        
As such, the accuracy obtained by VJ is 55% that is 
10% lower than that of BI (at 65%). In addition to 
these, Tables 6 and 7 show the results with test case 3, 
where the accuracy of VJ and BI methods are 48% and 
56%, respectively. In the event of limited training 
samples, BI is still able to remain the accuracy above 
50%, not the other. 

Table 4  The result of test case 2, with VJ method. 
  Predicted Class by VJ 
  Face Non-Face 
Actual 
Class 

Face 30 20 
Non-Face 25 25 
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Table 5 The result of test case 2, with BI model. 
  Predicted Class by BI 

  Face Non-Face 

Actual 
Class 

Face 34 16 
Non-Face 19 31 

 
Table 6 The result of test case 3, with VJ method. 

  Predicted Class by VJ 
  Face Non-Face 
Actual 
Class 

Face 30 20 
Non-Face 25 25 

 
Table 7 The result of test case 3, with BI model. 

  Predicted Class by BI 
  Face Non-Face 
Actual 
Class 

Face 30 20 
Non-Face 24 26 

 
In particular to the bi-level model, Fig. 9 illustrates 

its accuracy and false positive rates for the three test 
cases. It is clear from this graph that the performance of 
BI will decline if the training data is of low quality 
(case 2) or the number of training samples is small 
(case 3). Likewise, the similar finding is acquired for 
the increase of false positives. BI suffers from these 
conditions just like the VJ method, but appears to be 
more robust. Hence, the ideal context for BI application 
is the use a sufficient amount of training data with high 
quality. As such this model can reach its full potential 
for the task. 
5.  Conclusion 

This paper has presented a novel bi-level 
classification method for the problem of face detection. 
It extends the conventional Viola-Jones model with 
additional classifier, which proves to be vital for the 

improved performance. The new classifier is based on 
the concept of data transformation using ensemble 
clustering information. This combination is robust 
to noise and small training data. As shown by the 
experimental results, the proposed model is consistently 
more accurate than the existing single-level method. 
Despite this, there are a few questions left to answer. 
One regards the effect of the ensemble size to the 
predictive performance. It is to validate the common 
intuition that a large ensemble is better than the smaller 
one. Besides, the other is the use of several other 
classifiers, instead of C4.5, to generate the classifier in 
the second level of BI. It would also be interesting to 
see the coupling of this detection model with a UAV 
platform [25], such that ground objects can be detected 
from aerial images. 
 

 
Fig 9 Accuracy and false positive rates of BI. 
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