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บทคัดย่อ 
 

ความขดัแยง้ของคนบนสังคมออนไลนใ์นประเทศไทยท่ีด าเนินมาอยา่งต่อเน่ืองนั้น หน่ึงในสาเหตุหลกัมี
ผลมาจากการระรานทางไซเบอร์บนเครือข่ายทางสังคมออนไลน์แทบทั้งส้ิน โดยมีวตัถุประสงค์เพ่ือให้ร้ายต่อ
บุคคลอ่ืนให้เกิดความเสียหาย โดยเฉพาะอย่างยิ่งในเร่ืองของการเมือง บทความวิจยัน้ีไดพ้ฒันาแบบจ าลองทาง
ภาษาเพ่ือใช้ในการตรวจจับข้อความท่ีเป็นการระรานทางไซเบอร์บนเครือข่ายสังคมออนไลน์ แบบจ าลองท่ี
พฒันาข้ึนใชพ้ื้นฐานของ “จีอาร์ยู” ซ่ึงก่อนถึงขั้นตอนการด าเนินงานของจีอาร์ยูนั้น จะมีอลักอริทึมส าหรับลดมิติ
ของขอ้มูล โดยตั้งช่ือว่า “ทีจีเอฟ” ซ่ึงรวมกนัเรียกว่า “ทีจีเอฟ-จีอาร์ยู” โดยท่ีแบบจ าลองดงักล่าวน้ีไดถู้กสร้างและ
ค านวณมาจากโพสตห์รือความคิดเห็นขอ้ความภาษาไทยจากเฟซบุ๊กจ านวน 10,900 ขอ้ความ ผลการทดลองแสดง
ให้เห็นว่า ทีจีเอฟสามารถช่วยเพ่ิมความแม่นย  าให้กบัจีอาร์ยูไดถึ้งร้อยละ 8.41 กบัเวลาในการประมวลผลท่ีเพ่ิมมา
อีกเล็กน้อย อย่างไรก็ตาม การใช้ภาษาไทยเพ่ือการส่ือสารนั้ นเป็นท่ีรู้กันในท้องถ่ินว่ามีค าพ้องความหมาย 
ค าพอ้งรูป และการประชด ซ่ึงจะมีผลใหก้ารตรวจจบัขอ้ความภาษาไทยโดยใชค้อมพิวเตอร์มีโอกาสผิดพลาด  โดย
สรุปแบบจ าลองทีจีเอฟ-จีอาร์ยู สามารถใช้เป็นเคร่ืองมือเสริมทางปัญญาประดิษฐ์ของเฟซบุ๊กส าหรับตรวจจบั
ขอ้ความภาษาไทยท่ีไม่เหมาะสม ก่อนท่ีผูใ้ชจ้ะท าการโพสตห์รือแสดงความคิดเห็นได ้ในอนาคตอนัใกลน้ี้ขอ้ความ
ท่ีเป็นการระรานทางไซเบอร์ (เช่น การดูหม่ิน ความคิดเห็นท่ีเก่ียวกบัเพศ ค าพูดท่ีสร้างความเกลียดชงั  ข่าวลือ การ
ใส่ร้ายป้ายสี และการระรานรูปแบบอ่ืน ๆ)  จะถูกตรวจจบัและกรองออกอตัโนมติัทนัที และเม่ือนั้นชนวนท่ีจะท า
ให้เกิดความแตกแยกในสังคมก็จะค่อย ๆ ลดลง โดยให้เคร่ืองมือตรวจจบัขอ้ความท่ีเป็นการระรานทางไซเบอร์
ท างานดว้ยตวัของมนัเอง 
 
ค าส าคัญ: การตรวจจบัขอ้ความท่ีเป็นการระรานทางไซเบอร์, การวิเคราะห์อารมณ์จากความคิดเห็น, การท าความ
เขา้ใจภาษาธรรมชาติ, จีอาร์ย,ู การปรับและคดักรองไวยากรณ์ภาษาไทย, การแบ่งค าภาษาไทย  
 

Abstract 
 

 Continually, one of the most the fragile states in Thailand are originated from cyber-bullying across 
social media networks (OSNs). Cyber-bullying intentionally is plotted to offend other people, particularly in 
politics. This paper develops a novel linguistic model to detect the Thai-bullying label on OSNs. Our model is 
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based on “Gated Recurrent Unit (GRU)” that has a pre-process for dimensional reduction algorithm called 
“Lexical Thai Grammatical Filtering (TGF)”. Our developed TGF-GRU is formulated by the 10,900 Thai texts 
from posts/comments on Facebook. From the results, TGF can improve the accuracy of normal GRU as 8.41% 
with a little time consumption. Notwithstanding, some synonyms, homographs or insinuations of Thai jargons 
can easily confuse the detection. In a nutshell, TGF-GRU model will be able to be used as an additional AI 
feature to autonomously detect the inappropriate Thai text before a user posts or comments on Facebook.  For 
years, some cyber-bullying labels (e.g. pejorative, sexual comment, hate speech, rumor, slandering, etc.) will 
have been autonomously detected and filtered out; the causes of social fragile state will be gradually mitigated by 
Thai-bullying detector. 
 
Keywords: Bullying Detection, Sentiment Analysis, Natural Language Understanding, Gated Recurrent Unit 
(GRU), Thai Grammatical Filtering, Thai Word Segmentation  
 
1. Introduction 
 Thai is a spoken-language in a family of Kra-dai 
that was derived from Pali, Sanskrit, Khmer and Mon 
[1]. From the historical evidence, Thai ancient 
alphabets were originally inscribed on many memorial 
stones by King Ramkhamhaeng of Sukhothai [2]. 
Heretofore, Thai is one of an official language in 
ASEAN that has almost 70 million native speakers [3]. 
Grammatically, Thai is a tonal language that the “same 
pronunciation but different tones” may easily 
communicate in the different meaning. Such a same 
word as “ma”, one tone of ma is a verb, “come (Thai: 
มา)”, a higher tone means “grand-mom (Thai: ม่า)” and 
“horse (Thai: ม้า )” and the highest tone as “dog (Thai: 
ห ม า )”. In statistical machine translation, there is no 
space segmentation between Thai words [4][5] (unlike 
English) that is one of a well-known challenge in 
researches about Thai natural language processing 

(Thai-NLP), particularly in linguistic textual corpus. 
 Until the digital era, all amounts of public textual 
contents on the internet are written in Thai [6] around 
0.3% of other languages on the whole internet. Despite 
this, some of them can be seen as “cyber bullying (aka 
online bullying)” [7][8] that plot to offend other people 
across Online social media networks (OSNs) e.g. 
pejorative, sexual comment, hate speech, rumor, 
slandering or any other negative posting against others, 
particularly in politics. From the statistics, more than 
80% of overall bullying-contents in OSNs are produced 
on Facebook that has the 2.38 billion active users [9].  
 Intrinsically, Thai natural language processing 
[10][11] that can be categorized into Text-to-speech 
conversion [12][13][14]. Thai language understanding 
[15-18]. Thai word segmentation [19-23] and statistical 
machine translation [24-26]. 
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Figure 1 : The framework of Thai-textual cyber-bullying detection using TGF-GRU model 

 
 This paper develops an intelligent linguistic model 
based on Gated Recurrent Unit (GRU) [27] to detect 
the bullying labels from lexical Thai contents 
(comments or posts) on OSNs. For the pre-processing, 
the lexical Thai grammatical Filtering is used to 
segment the sentence/phrase into many words that our 
proposed model is denominated “Lexical Thai 
Grammatical Filtering Lexical Thai Grammatical 
Filtering and Gated Recurrent Unit (TGF-GRU)”. The 
overall TGF-GRU model is shown in Figure 1. 
 For the model formulation, the corpus (or textual 
dataset) keeps the 10,900 Thai texts that are crawled 
from posts and comments from Facebook.  Prior to the 
linguistic model formulation (in section 4), these texts 
are filtered and corrected some grammatical errors and 
noises/outliers (as “lexical Thai grammatical filtering” 
in section 2) and sentence-by-sentence segmented into 
many Thai words (as “Thai word segmentation” in 
section 3).  

 For unknown label detection (in section 5), the 
unknown Thai text are also checked by section 2 and 3. 
Finally, the TGF-GRU analyzes whether the bullying 
label or not. From the experimental results, our TGF-
GRU improves the detection accuracy as 8.41% 
compared to the traditional GRU. 
 This paper is divided into 6 sections. The section 2 
describes “Lexical Thai Grammatical Filtering”. The 
topic “Thai Word Segmentation” is written in section 
3. Section 4 and Section 5 talk about “Linguistic 
Model Formulation” and “Unknown Label Detection”. 
The conclusion is in section 6. 
 
2. Lexical Thai Grammatical Filtering 
 To formulate the bullying label detection, the 
computer model must understand the sentimental 
contents within the textual information across online 
social media networks (OSNs).  
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Figure 2 : The workflow of Thai word segmentation 

 
 

Notwithstanding, some many unofficial words are 
widely used over the internet that easily make the 
model wrongly understands the meaning of text. All 
most often used unofficial words are listed in our 
“volatile linked-list” to check.  

Prior to the word segmentation, all ungrammatical 
words are replaced by the correctly grammatical Thai 
words as shown in Table 1. 

 
Table 1 Some Thai Word Replacement 

Unofficial Words Replaced by 
แร่ว, แร้น, แร้ว, แลน้, ลา้ว แลว้ 

งยั, งาย ไง 
เตง, ตะเอง ตวัเอง 

เมพ เทพ 
จิม, จริม จริง 

 
 For the dimensionality reduction, some repeated 
alphabets (such as a number of “ว (s)” in the text         
“รู้ แ ร้ ว ว ว ว ว ว ว ว ว ว ว ว ว ว ว ว ว ”) are seen as 
“noise/outlier” that is eventually filtered out.   
 
 

3. Thai Word Segmentation 
 The filtered Thai text is segmented into Thai words 
by “vocabulary entity matching”. For the vocabulary 
dataset, all vocabularies are automatically crawled from 
the source of online Thai dictionary (Thai: พจนานุกรม
ออนไลน์) and covers almost all Thai vocabularies. All 
crawled vocabularies are stored in “Thai vocabulary 
database” term of “vocabulary entity”. As shown in 
Figure 2, Thai text is segmented into many words using 
the matching between those entities in the dictionary 
and words within the text. All words are stored in a 
storage called “bag of words”. 
 
4. Linguistic Model Formulation 
 Since the internet users read a post/comment across 
online social media networks (OSNs) as Thai textual 
information, the one is trying to understand each word 
within the text that needs to understand all previous 
words. For this reason, all segmented words (from the 
previous section) are formulated by Recurrent Neural 
Network (RNN).  
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Figure 3 : Linguistic model formulation using gated recurrent unit (GRU) 

 
 RNN is well-known and appropriate for a sequence 
of events with the connection between previous tasks, 
particularly in language understanding. According to the 
speed and performance, Gated Recurrent Unit (GRU) – 
a simple version of RNN, is used for the model 
formulation. Since GRU can be seen a light-weight 
version of Long-Short Term Memory (LSTM). GRU is 
faster and less processing power than LSTM.  In our 
model,  the classification  of  the  answer  is  categorized  

into “Non-bullying” and “Bullying” label. Technically, 
all words of a text (aka a bag of words) with its label 
tagging are input to the GRUs. Each word is analyzed 
by one GRU circuit.  And the previous state affects the 
next GRU, repeatedly as shown in Figure 3.  
 All 10,900 textual information (aka a number of 
10,900 bags) from any posts/comments are collected 
from Facebook.  
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Figure 4 : Architecture of gated recurrent unit (GRU) 



ปีที ่15 มกราคม – ธันวาคม 2562              55 

 

Gated 
Recurrent 

Unit
(GRU)

“      ”
“  ”

“    ”
“    ”

“   ”
“   ”
“    ”

:

Bag of words

Gated 
Recurrent 

Unit
(GRU)

Gated 
Recurrent 

Unit
(GRU)

Gated 
Recurrent 

Unit
(GRU)

)0(x )1(x )2(x )(nx

)0(h )1(h )2(h )(nh

“      ” “        ” “            ”

“                       
                        ”

Negative
looping

 
Figure 5 : The workflow of unknown label detection 

 
 Basically, the architecture of GRU circuit             
(as shown in Figure 4) consists of update gate ( )(tz ), 
reset gate ( )(tr ), new memory ( )(~ th ) and hidden state 
that can be computed by the equation (1)-(4) [27], 
respectively. 

 )1()()()()(  tztzt hUxWz         (1) 
 )1()()()()(  trtrt hUxWr        (2) 

 )()1()()( tanh
~ tttt WxUhrh     (3) 

  )1()()()()( ~
1  ttttt hzhzh   (4) 

 
5. Unknown Label Detection 
 Since an unknown Thai label is input to detect 
whether bullying label or not. The unknown label can 
either pass or bypass the “Lexical Thai Grammatical 
Filtering” in section 2.  
 
Table 2 Comparison between TGF-GRU and GRU 

Method 
Accuracy Time 

Consumption AVG SD 
TGF-GRU 84.21 0.0046 160.1 s 

GRU 77.68 0.0052 151.9 s 
  
 
 
 
 

Table 3 Some Example of Wrong Detection in Thai  

Thai Textual Information Wrong 
Detection 

“ท่านจะยใุนจยัผมไปตลอดกาล ผมจะเก็บทุก
เร่ืองราวสุดยอดเดรัจฉานวิชาของท่านไวเ้ป็น
อยา่งดี” 

Positive 

“ยี่ห้อน้ีเมพขิง ๆ ราคาสูงอย่างกบัต้นตาล แต่
พอเวลาผา่นไป ราคาตกลงเร็วอยา่งกบัน ้าเช่ือม
บูด ขวญัใจรถยกตวัจริงเลยล่ะครับ” 

Positive 

“ไม่เห็นแปลกใจเล้ย… ถึงแม้ว่าจะเป็นโฉม
ใหม่ รถซ้ือแกง ก็คือ รถซ้ือแกง ออพชั่นน้อย 
เคร่ืองเก่า แถมราคาแพง แต่ก็ยงัขายดีอยุ่ คง
เป็นเพราะแบรนด์น้ีข้ึนช่ือว่าซ่อมง่าย และท่ี
ส าคญัคือ ทนอยา่งกะแรด” 

Negative 

 
 Later, the section 3 is to segment those Thai label 
into many words. Finally, the bullying label from the 
summarization of these words is recursively detected 
by the linguistic model formulation. The overall 
workflow of unknown label detection is shown in 
Figure 5. 
 We compared the results using Accuracy that can 
be computed by TP, TN, FP and FN, respectively. 
   

FNFPTNTP

TNTP
Accuracy




  (5) 
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 Our designed TGF-GRU (aka Thai Word 
Segmentation and Gated Recurrent Unit) and general 
GRU are compared in Table 2 (based on 2,200 
unknown Thai labels).  
 Even if TGF-GRU spends more time than GRU, the 
TGF-GRU improves the accuracy of bullying detection. 
Due to the various synonyms (Thai: ค  า พ้ อ ง
ความหมาย), homographs (Thai: ค  าพ้องรูป) and also 
insinuations (Thai: ก ารป ร ะช ด ) of Thai used in the 
internet that produce some understanding errors.  (Note 
that: we cannot show such dirty textual contents in this 
paper) 
 In heritage view, these vague, tonal and sarcastic 
meanings, unique to Thai jargon with its alphabets, can 
be seen as “Thai-ness” that distinctively and 
attractively differs from any other languages.   
 
6. Conclusion 
 Since Thai is an official language in Thailand, 
ASEAN that is spoken by almost 70 million people. 
The specialty of Thai is the different tones of the same 
word and no space between words that can be seen as 
the research challenge in Thai natural language 
processing (Thai-NLP). From the statistics, the 0.3% of 
internet contents is written in Thai. Some of them is 
cyber-bullying that intends to attack other people, 
particularly in online social media network (OSNs) like 
Facebook. This paper develops a linguistic model 
called "Lexical Thai Grammatical Filtering and Gated 
Recurrent Unit (TGF-GRU)" to detect the bullying 
contents. Our developed TGF-GRU is formulated by 
10,900 Thai textual contents that are crawled from any 
posts/comments on Facebook. The average accuracy of 
TGF-GRU is 84.21%, except for some synonyms, 
homographs and insinuations of Thai jargons. For 
future work, many new Thai vocabularies will be used 
on the internet according to the language revolution. 

The Thai linguistic corpus always needs to be updated 
that should be used the domain adaptation algorithms to 
grow the knowledge. Without regarding to a large 
number of new Thai vocabularies, the human’s 
understanding is still based on the understanding of 
previous words until the end of Thai textual sequence. 
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