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บทคัดย่อ 

 เครือข่ายไฮเปอร์คิวบ์แบบชั้น (Hierarchical Hypercube Systems : HHCs) เป็นหน่ึงในเครือข่ายท่ีได้รับ

ความนิยมอยา่งมากในระบบประมวลผลสมรรถนะสูง (High Performance Computing) เน่ืองจากสามารถขยายขนาด

ไดง่้าย อีกทั้งมีราคาในการสร้างท่ีถูกกวา่เครือข่ายไฮเปอร์คิวบ ์(Hypercube Systems : HCs) แบบปกติ อยา่งไรก็ตาม

ส าหรับการส่ือสารเพื่อแลกเปล่ียนขอ้มูลแบบขนานบน HHCs ยงัมีความซับซ้อน และอาจจะมีการชนกนัของขอ้มูล 

(Data Collision) เน่ืองจาก HHCs มีการลดเส้นเช่ือมระหว่างหน่วยประมวลผลลง ดงันั้น หากปัญหาดงักล่าวได้รับ

การแก้ไข จะท าให้ HHCs มีความเหมาะสมอย่างมากในการน าไปสร้างลงบนชิปของระบบมัลติโพรเซสเซอร์  

(Multiprocessors) ท่ีรองรับการประมวลผลแบบขนาน เช่น การแลกเปล่ียนขอ้มูลแบบเพอร์ซันนลัไลซ์ ออล-ทู-ออล 

(All-to-All Personalized Exchange: ATAPE) ดังนั้นงานวิจัยน้ี จึงเสนอการจัดกลุ่มเพื่อการส่ือสาระหว่างหน่วย

ประมวลผลบน HHCs ในสภาวะท่ีเครือข่ายมีหน่วยประมวลผลถูกใช้งานอยู่เป็นจ านวนมาก หรือสถานการณ์ท่ีมี

ขอ้จ ากดั ท าให้มีหน่วยประมวลผลย่อย ๆ ท่ีไม่ถูกใชง้าน โดยเรียกการจดักลุ่มน้ีว่า การจดักลุ่มแบบเอ็กทรา-จีซีเอส 

ส าหรับความถูกตอ้งของการส่ือสารจะถูกทดสอบกบัการส่ือสารแบบ ATAPE ระหวา่ง k ตน้ทาง จนถึง k ปลายทาง 

ตามล าดบั 

 
ค าส าคัญ: การรวมกลุ่มคิวบย์่อยแบบไขว,้ การหาเส้นทางการส่ือสารแบบขนานท่ีสั้นท่ีสุด, กลุ่มของดูอลัคิวบแ์บบไขว,้  

                  การแลกเปล่ียนแบบเพอร์ซนันลัไลซ์ ออล-ทู-ออล, เครือข่ายไฮเปอร์คิวบแ์บบชั้น 

 

Abstract 

 Due to higher scalability and lower cost compared with normal Hypercube systems (HCs), Hierarchical 

Hypercube system (HHCs) is one of the popular models for high performance computing machines. However, edges 

in HHCs are less than those in HCs and communications between processors in HHCs are more complex, which 
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can cause possible data collisions in parallel computing. Thus, if these issues can be solved, the performance of 

HHCs will be enhanced and HHCs can be implemented for a multiprocessor system on a chip of embedded systems 

which supports parallel computing such as All-to-All Personalized Exchange (ATAPE). Nevertheless, in the case 

of a network with many processors being used or in critical fragments, some processors in the network are not 

deployed and can be regrouped to do tasks. To solve critical fragments of systems, this paper proposes an extra-

GCS combination. As for the validation, the proposed grouping method was verified using ATAPE communication 

between k sources and k destinations, respectively. 

Keywords: Grouping of cross sub-cube (GCS), Parallel shortest-path routing, Grouping of cross dual-cubes (GCD),  

                    All-to-all personalized exchange (ATAPE), Hierarchical hypercube networks (HHCs) 
 

1. บทน า 

 ในปัจจุบนังานวิจยัเก่ียวกบัเครือข่ายการเช่ือมต่อระหว่างหน่วยประมวลผล (Interconnection Network) มีบทบาท
อย่างมากในการพฒันาเครือข่ายการประมวลผลแบบขนาน (Parallel Computing System) ซ่ึงเครือข่ายการเช่ือมต่อท่ีมี
ประสิทธิภาพจะท าให้การส่ือสารระหว่างหน่วยประมวลผล (Processors Elements) มีความรวดเร็วในการส่งขอ้มูล และมี
ความทนทานต่อความผิดพลาด (Fault Tolerance) ดงันั้นการออกแบบเครือข่ายเหล่าน้ี ส่ิงท่ีตอ้งให้ความส าคญัเป็นพิเศษ คือ 
โครงสร้างของระบบ (System Topology) เน่ืองจากโครงสร้างของระบบจะมีอิทธิพลต่อราคา (Cost) และประสิทธิภาพ
โดยรวมของระบบ 
 เครือข่ายการเช่ือมต่อมีสองประเภท ประกอบด้วย เครือข่ายการเช่ือมต่อแบบสถิต (Static Interconnection 
Network) และเครือข่ายการเช่ือมต่อแบบพลวตั (Dynamic Interconnection Network) โดยท่ีเครือข่ายการเช่ือมต่อแบบสถิต
จะไม่สามารถปรับเปล่ียนโครงสร้างได ้หรือเรียกอีกอยา่งว่าเป็นระบบฝังตวั (Embedded System) ซ่ึงเหมาะกบัการน าไปใช้
ประมวลผลกบัการประมวลผลเฉพาะทาง เช่น การน าระบบฝังตวัมาประยุกตใ์ชร่้วมกบัระบบติดตามอากาศยาน [1] ท่ีตอ้งมี
การประมวลผลขอ้มูลในปริมาณมาก ๆ และจ าเป็นตอ้งประมวลผลพร้อมกนัในเวลาเดียวกนั จะท าให้ระบบติดตามอากาศ
ยานประมวลผลไดเ้ร็วขึ้น เน่ืองจากระบบฝังตวัเป็นระบบท่ีถูกออกแบบมาเฉพาะทาง เพ่ือใชส้ าหรับงานท่ีเฉพาะเจาะจง ดว้ย
เหตุน้ีเครือข่ายการเช่ือมต่อแบบสถิต จึงเป็นเครือข่ายท่ีมีราคาถูกว่าการเช่ือมต่อแบบพลวตัท่ีจะมีการปรับเปล่ียนโครงสร้าง
ของการติดต่อส่ือสารได ้ในอดีตท่ีผ่านมาเครือข่ายการเช่ือมต่อแบบสถิตไดถู้กเสนอขึ้นพร้อมกบัการคิดคน้ขั้นตอนวิธีการ
ส่ือสารอย่างมากมาย [2,3,4,5,6,7,8] ซ่ึงหน่ึงในเครือข่ายการเช่ือมต่อท่ีมีประสิทธิภาพและได้รับความนิยมมากท่ีสุด คือ 
เครือข่ายไฮเปอร์คิวบ ์(Hypercube Systems : HCs) [9] เน่ืองจากเครือข่ายไฮเปอร์คิวบมี์คุณสมบติัท่ีน่าสนใจ เช่น มีค่าเส้น
ผ่านศูนยก์ลาง (Diameter) ท่ีต  ่า มีประสิทธิภาพในการส่ือสารท่ีสูง และมีความสมมาตร (Symmetry) แต่ในการสร้างระบบท่ี
ตอ้งปรับขยายขนาดเพ่ิมไดต้ามยุคสมยั โดยเฉพาะยุคท่ีมีขอ้มูลมากมหาศาล จะพบว่า ขอ้เสียของเครือข่ายไฮเปอร์คิวบ์ คือ 
ขาดความเหมาะสมในการขยายขนาด เน่ืองจากเม่ือมีการเพ่ิมขนาดของเครือข่ายหรือเพ่ิมจ านวนหน่วยประมวลผลให้มากขึ้น 
เครือข่ายไฮเปอร์คิวบ์จะมีสัดส่วนดา้นราคาท่ีเพ่ิมขึ้นตามไปดว้ย ซ่ึงราคานั้นสามารถวดัไดจ้ากจ านวนเส้นเช่ือมและหน่วย
ประมวลผลท่ีมีมากขึ้น 

ดว้ยเหตุน้ี จึงมีนกัวิจยัเสนอเครือข่ายท่ีมีความยืดหยุน่ในการขยายขนาด เพื่อรองรับการประมวลผลท่ีตอ้งใชห้น่วย
ประมวลผลท่ีเพ่ิมมากขึ้น แต่มีราคาถูกกว่าเน่ืองจากมีจ านวนเส้นเช่ือมระหว่างหน่วยประมวลผลลดลง เครือข่ายนั้น คือ 
เครือข่ายไฮเปอร์คิวบ์แบบชั้น (Hierarchical Hypercube Networks : HHCs) ท่ีมีจ านวนหน่วยประมวลผลจ านวน N = 2n เม่ือ  
n = 2m + m และ m ≥ 2 [10] นอกจากจะมีความยืดหยุน่แลว้เครือข่ายไฮเปอร์คิวบแ์บบชั้นยงัคงคุณสมบติัเด่น ๆ ของเครือข่าย
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ไฮเปอร์คิวบ์ไวอ้ย่างครบถว้น เช่น มีความสมมาตร ขนาดของเส้นผ่านศูนยก์ลาง และ โหนดดีกรีท่ีเหมาะสม ถึงแมจ้ะคง
คุณสมบติัเด่นของเครือข่ายไฮเปอร์คิวบไ์วม้าก แต่เครือข่ายไฮเปอร์คิวบ์แบบชั้นก็ยงัมีขอ้ดอ้ยดา้นการหาเส้นทาง (Routing 
Paths) เพื่อท าการส่ือสารระหว่างหน่วยประมวลผล เน่ืองจากได้มีการลดจ านวนเส้นเช่ือมระหว่างหน่วยประมวลผล 
โดยเฉพาะอย่างย่ิงจะเกิดปัญหาบ่อยในกรณีท่ีมีการส่ือสารพร้อมกนัแบบขนาน ดงันั้นหน่ึงในงานวิจยับนเครือข่ายไฮเปอร์
คิวบ์แบบชั้น ก็คือ การจดักลุ่มและเส้นทางส าหรับการส่ือสารระหว่างหน่วยประมวลผล หรือโหนด โดยเฉพาะอย่างย่ิงเม่ือ
ตอ้งการประมวลผลแบบขนาน 

ในปี พ.ศ. 2550 ไดมี้นกัวิจยัคิดคน้การส่ือสารแบบขนานบนเครือข่ายไฮเปอร์คิวบ์แบบชั้น [11] โดยเร่ิมส่งจาก 1 
ตน้ทาง (Source) ไปยงั k ปลายทาง (Destination) แต่ยงัมีขอ้ดอ้ยตรงท่ีตน้ทางตอ้งเร่ิมท่ีโหนดล าดบัที่ 0 หรือโหนดแรกของ 
HHCs เท่านั้น ต่อมาไดมี้การคิดคน้การส่งขอ้มูลแบบกระจาย (Broadcasting) ในปี พ.ศ. 2554 [12] แต่การส่งขอ้มูลนั้นยงั
ไม่ใช่เส้นทางท่ีส้ันท่ีสุด หลงัจากนั้นในปี พ.ศ. 2564 ไดมี้การเสนอการแบ่งกลุ่มของหน่วยประมวลผลท่ีเรียกว่า ดูอลัคิวบ์
แบบไขว ้(Grouping of Cross Dual-cube : GCD) [13] จ านวน 2m+1 หน่วยประมวลผล เพื่อการส่ือสารแบบ ATAPE โดยจะ
ส่งขอ้ความแตกต่างกนั k ขอ้ความไปยงัหน่วยประมวลผลอ่ืนๆทั้งหมดในระบบ ขั้นตอนวิธีน้ีไดท้  าการส่งขอ้มูลจากตน้ทาง
ไปยงัปลายทางอยา่งถูกตอ้ง และเส้นทางท่ีไดเ้ป็นเส้นทางท่ีส้ันท่ีสุด (Shortest Paths) ล่าสุดในปี 2565 ไดมี้นกัวิจยัคิดคน้การ
รวมกลุ่มของหน่วยประมวลผล ท่ีเรียกว่าการรวมกลุ่มคิวบย์อ่ยแบบไขว ้ (Grouping of Cross Sub-cube : GCS) [14] โดยเป็น
การรวมกลุ่มเพื่อการสารส่ือสารแบบ ATAPE เช่นกนั งานวิจยัน้ีสามารถเพ่ิมจ านวนการรวมกลุ่มของหน่วยประมวลผลได้
มากขึ้น (จ านวน k ≥ 2m+2) แต่อย่างไรก็ตามในกรณีท่ีเครือข่ายมีหน่วยประมวลผลถูกใชง้านอยู่เป็นจ านวนมากหรือภายใตส้
ถาณการณ์ท่ีมีขอ้จ ากดั จะท าให้มีกลุ่มของหน่วยประมวลผลย่อย ๆ กระจดักระจาย ท่ีไม่ไดถู้กใชง้าน ซ่ึงงานวิจยัท่ีผา่นมายงั
ไม่สามารถใชป้ระโยชน์จากหน่วยประมวลผลเหล่าน้ีไดเ้ตม็ท่ี 

ดงันั้นงานวิจยัน้ี จึงมุ่งเนน้ไปท่ีการรวมกลุ่มของหน่วยประมวลผลภายใตส้ถาณการณ์ท่ีมีขอ้จ ากดั ท่ีเรียกว่าการจดั
กลุ่มคิวบ์ย่อยแบบพิเศษ หรือแบบเอ็กทรา-จีซีเอส (Extra-GCS) โดยมีจ านวนของหน่วยประมวลผลขนาด k ≥ 2m+1 และ
สามารถประยกุตใ์ชใ้นส่ือสารเพื่อแลกเปล่ียนขอ้มูลแบบขนาน ATAPE โดยไม่มีการขดัแยง้กนัระหวางส่ือสาร 
 
2. ขอบเขตงานวิจัย 

เพื่อจัดกลุ่มของหน่วยประมวลผลบน HHCs ท่ีรองรับการประมวลผลแบบขนาน ATAPE โดยการจดักลุ่มนั้น
สามารถรองรับความตอ้งการใชห้น่วยประมวลผลภายใตส้ถาณการณ์ท่ีมีขอ้จ ากดั หรือสภาวะท่ีหน่วยประมวลผลในระบบ
ถูกใชง้านอยูเ่ป็นจ านวนมากได ้ 
 
3. ทฤษฎีที่เกี่ยวข้อง 

3.1 เครือข่ายการเช่ือมต่อไฮเปอร์คิวบ์แบบช้ัน (Hierarchical Hypercube Interconnection Network)  
 เครือข่ายการเช่ือมต่อไฮเปอร์คิวบแ์บบชั้น [10] จะมีโครงสร้างเป็น 2 ชั้น โดยชั้นแรกสามารถถูกสร้างโดยการน า
เครือข่ายไฮเปอร์คิวแบบปกติ (2m-Hypercube : Q2

m) มาเป็นโครงสร้างพ้ืนฐาน และถูกเรียกว่าเครือข่ายหลกั (Main-net) แต่
ละโหนด (หรือหน่วยประมวลผล) ในเครือข่ายหลกัจะเรียกว่า โหนดชั้นนอก (External Node : 𝛼) หลงัจากนั้นท าการแทนท่ี
แต่ละโหนด ในเครือข่ายหลกัด้วยไฮเปอร์คิวแบบปกติ (m-Hypercube : Qm) ท่ีมีขนาดเล็กกว่าอีกคร้ังหน่ึง และเรียกว่า
เครือข่ายย่อย หรือคิวบ์ย่อย (Sub-net) และเรียกโหนดในคิวบ์ย่อยว่า โหนดชั้นใน (Internal Node : 𝛽) ดั้งนั้นจ านวนของ
หน่วยประมวลผลบนเครือข่ายไฮเปอร์คิวบ์แบบชั้น (n-HHCs) จะมีทั้งหมด N = 2n เม่ือ n = 2m + m และ m ≥ 2 ซ่ึงแต่ละ
โหนดสามารถถูกแทนดว้ย n-บิต (เลขฐาน 2) ท่ีไม่ซ ้ากนั ประกอบดว้ย 2m บิตแรกเป็นของโหนดชั้นนอก และ m บิตหลงัเป็น
ของโหนดชั้นใน ดงัแสดงในรูปที่ 1  
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ส าหรับตัวอย่างการอ้างถึงโหนด เช่น ถ้าโหนดชั้นนอก หรือ 𝛼 = 0000 และมีโหนดชั้นใน หรือ 𝛽 = 01 นั้น 
หมายถึง โหนดหมายเลข 0000,01 (เลขฐาน 2) = โหนดท่ี 1 (เลขฐาน 10) (ดูรูปท่ี 1 โหนดสีแดง) หรือ โหนดท่ีมี 𝛼 = 0110 
และมี 𝛽 = 11 นั้น หมายถึง โหนดหมายเลข 0110,11 = โหนดท่ี 27 

รูปท่ี 1  6-HHCs  เม่ือ m = 2 ขนาด 64 หน่วยประมวลผล และการระบุอินเด็กซ์ระดบับิต 
 

3.2 การแลกเปลี่ยนข้อมูลแบบเพอร์ซันนัลไลซ์ ออล-ทู-ออล (All-to-All Personalized Exchange: ATAPE) 
                ATAPE คือ หน่ึงในการส่ือสารในระบบคอมพิวเตอร์แบบขนานและแบบกระจาย (Parallel and Distributed 
Computers) ท่ีมีประสิทธิภาพรูปแบบหน่ึง และถูกน ามาใช้เป็นส่วนหน่ึงของการพฒันาขั้นตอนวิธีต่าง ๆ ยกตวัอย่างเช่น  
การกระจายขอ้มูลแบบ ออล-ทู-ออล (All-to-all Broadcasting) การทรานสโพสเมตริกซ์ (Matrix Transposition) [15] และ 
การแปลงฟูเรียร์ หรือ ฟูเรียร์ทรานสฟอร์มของสัญญาณ (Fast Fourier Transformation) ลกัษณะของการส่ือสารแบบ ATAPE 
คือ การท่ีทุกๆโหนด (จ านวน k โหนด) ท าการส่งขอ้ความท่ีแตกต่างกนัไปยงัโหนดอื่น ๆ ในเครือข่ายทั้งหมด เป็นจ านวน  
k รอบ (ท าซ ้ า k รอบ) ซ่ึงจะใช้ฟังก์ชันเอ็กคลูซีฟออร์ (XOR-Operation: ⊕) [16] ในการสร้างตารางลาติน (Latin Square) 
เพื่อจัดการส่งข้อมูลจากต้นทาง  S (Source) ไปยงัปลายทาง D (Destination) ท่ีถูกควบคุมด้วยควบคุม C (Control Units)  
ดงัสมการท่ี 1 และตวัอยา่งตารางลาตินท่ีประกอบดว้ยหน่วยประมวลผลล าดบัที่ 0 - 7 แสดงในรูปที่ 2 ส าหรับการอ่านตาราง 
เช่น ในรอบท่ี Ci = 4 เม่ือ 0 ≤ i ≤ k - 1 จะมีการส่งขอ้มูลจากตน้ทาง S = 3 ไปยงัปลายทาง D = 7 เป็นตน้ 
 
 D  =  S ⊕ C (1) 
 
 เม่ือ D  = หน่วยประมวลผลปลายทาง 
  S  = หน่วยประมวลผลตน้ทาง 
 และ C  = ตวัควบคุม   
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รูปท่ี 2  ตารางลาติน ท่ีเก็บค่าของตน้ทาง S และปลายทาง D ในแตล่ะรอบตวัควบคุม C 
 

3.3 การจัดกลุ่มของหน่วยประมวลผล และหาเส้นทางท่ีส้ันท่ีสุดบน HHCs  
 เน่ืองจากจุดเด่นของ HHCs คือ เป็นเครือข่ายท่ีเหมาะสมส าหรับการขยายขนาดและราคาถูก แต่ก็ยงัมีจุดดอ้ย คือ 
ความซับซ้อนดา้นการส่ือสารเพื่อแลกเปล่ียนขอ้มูลระหว่างหน่วยประมวลผล เน่ืองจากมีจ านวนเส้นเช่ือมท่ีลดลงเม่ือเทียบ
กบัเครือข่ายไฮเปอร์คิวบ์ ในปัจจุบนัจึงมีนักวิจยัเสนอวิธีการส่ือสารบน HHCs เป็นจ านวนมาก ซ่ึงแต่ละขั้นตอนวิธีก็จะ
แตกต่างกนัไปตามแต่ละจุดประสงคข์องแต่ละงานวิจยั ตวัอย่างเช่น ในปี พ.ศ. 2550 Wu และคณะ [11] สร้างขั้นตอนวิธีหา
เส้นทาง k ≤ m + 1 เส้นทางจากหน่ึงตน้ทาง ไปยงัหน่ึงปลายทาง  ซ่ึงไดเ้สนอวิธีการหาเส้นทางดา้นนอก (External Edge 
Sequence) บน Main-net ซ่ึงมีประโยชน์เป็นอยา่งย่ิงในการน ามาประยกุตใ์ชใ้นงานวิจยัอ่ืนๆต่อไป  
 ในปีพ.ศ. 2554 Bossard และคณะ [12] ไดเ้สนอวิธีท่ีเรียกว่าการกระจายไปสู่โหนดย่อย (Subset Broadcasting)  
ซ่ึงก็คือ การหาเส้นทางจ านวน k ≤ m+1 เส้นทางจากตน้ทาง S ไปยงัหลายปลายทาง Di โดยท่ี 1 ≤ i ≤ k และ และในปีเดียวกนัน้ี 
Bossard และคณะ [17] ไดเ้สนอการหาเส้นทางจากตน้ทาง Si ไปยงัปลายทาง Di โดยแต่ละเส้นทางถูกค านวณภายในเวลา 
O(25m) แต่ขอ้ดอ้ย คือ เส้นทางท่ีไดย้งัไม่ใช่เส้นทางท่ีส้ันท่ีสุด 

 ในปีพ.ศ. 2564 [13] ได้มีการคิดค้นทางจัดกลุ่มของดูอลัคิวบ์แบบไขว ้(Grouping of Cross Dual-cube : GCD)  
ซ่ึงรองรับการจดักลุ่มของหน่วยประมวลผล k = 2m + 1 โดยการจดักลุ่มนั้นใชเ้พ่ือการส่ือสารแบบขนาน ATAPE และเส้นทาง
ท่ีไดจ้ากการส่ือสารเป็นเส้นท่ีส้ันท่ีสุด ลกัษณะของการจดักลุ่มแบบ GCD แสดงดงัรูปที่ 3 ข)  
 

 
 
 
 
 
 
 
 
 

ก)                                                                   ข) 
รูปท่ี 3  ตวัอยา่งการแบ่งกลุ่ม ก) การชนกนัระหว่างส่ือสารส าหรับการจดักลุ่มแบบคิวบติ์ดกนั  

ข) การแกไ้ขการชนกนัโดยการใชก้ารแบ่งกลุ่มแบบ GCD 
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 รูปท่ี 3 ก) แสดงการจดักลุ่มแบบคิวบ์ติดกนั (Adjacent Cubes) และ ข) การแบ่งกลุ่มแบบ GCD สังเกตว่า การจดั
กลุ่มแบบ Adjacent Cubes จะไม่สามารถส่ือสารแบบ ATAPE ได ้เน่ืองจากมีการชนกนัในระหว่างการส่งขอ้มูลของสองงาน 
(Task) งานหน่ึงจากตน้ทาง S1 ไปยงัปลายทาง D1 และงานท่ีสอง จากตน้ทาง S2 ไปยงัปลายทาง D2 ในต าแหน่งเส้นเช่ือม 
(Edge) e = (u, v) เม่ือ u = 0000,00 และ v = 0001,00 ดงัรูป 2.3 ก) ดงันั้นงานวิจยั [13] จึงเสนอการจดักลุ่มแบบ GCD มาเพื่อ
แกปั้ญหาการชนกนั โดยจะไปใชเ้ส้นทางท่ีสมมาตรกนั (Symmetric Path) และยงัไดเ้สนอการหาเส้นทางท่ีสมมาตรระดบั
บิต โดยใชเ้ทคนิคท่ีเรียกว่า “การจดัเรียงบิตไปขา้งหนา้แบบวนรอบ” (Forward Reordering Bits) และ “การจดัเรียงบิตไปขา้ง
หลงัแบบวนรอบ” (Backward Reordering Bits) เพื่อให้สามารถใช้ประโยชน์จากหน่วยประมวลผลในเครือข่ายไดอ้ย่างมี
ประสิทธิภาพท่ีสุด โดยขั้นตอนวิธีท่ีใชใ้นการหาเส้นทางท่ีส้ันท่ีสุดแสดงในขั้นตอนวิธีท่ี 1  
 ล่าสุดในปีพ .ศ . 2565 [14] ได้มีการเสนอวิธีการจัดกลุ่มของหน่วยประมวลผลท่ีได้จ านวนมากกว่า คือ 
2m +2 

≤ k ≤ 2M เม่ือ M = 2m– 2m – 1+ m – 1 เช่น ถา้ m = 2 โดยขั้นตอนการจดักลุ่มจากงานวิจยัน้ีจะไดห้น่วยประมวลผลมาก
ท่ีสุดทั้งหมดถึง 32 หน่วยประมวลผล หรือคร่ึงหน่ึงของจ านวนหน่วยประมวลผลทั้งหมดบน 6-HHCs โดยเรียกวิธีการน้ีว่า 
“การรวมกลุ่มคิวบ์ย่อยแบบไขว้” (Grouping of Cross Sub-cube : GCS) โดยจะท าการหาบิตของเครือข่ายหลักก่อนเป็น
อนัดบัแรก และท าการหาดูอลัคิวบโ์หนด (Cross) เป็นล าดบัต่อไป การใชวิ้ธีการแบ่งกลุ่มแบบ GCS พร้อมกบัการหาเส้นทาง
ท่ีส้ันท่ีสุดดว้ยขั้นตอนวิธีท่ี 1 จะท าให้สามารถใชง้านหน่วยประมวลผลทั้งหมดในเครือข่ายไดเ้ตม็ประสิทธิภาพ 100%  
 รูปท่ี 4 แสดงตวัอย่างส าหรับการแบ่งกลุ่มแบบ GCS บน 6-HHCs (N = 64, m = 2) จ านวน 32 หน่วยประมวลผล 
ประกอบดว้ย Main-net = {(0001,0010), (0100,0111), (1000,1011), (0001,0010)} หรือประกอบดว้ยหน่วยประมวลผลใน
รูปตวัเลขฐาน 10 ดงัต่อไปน้ี {4, 5, 6, 7, 8, 9 ,10, 11, 16, 17, 18, 19, 28, 29, 30, 31, 32, 33, 34, 35, 44, 45, 46, 47, 52, 53, 54, 
55, 56, 57, 58, 59 } 

 
ขั้นตอนวิธีที่ 1: การหาเส้นทางแบบขนานเพื่อส่ือสารระหว่างหน่วยประมวลผล [13] 

   GetParallelSPathHHC 

1. P = Ø; µ = External edge sequence 
2. if (αS = αD) then 
3.           set Pin (HC internal-path routing); 
4. else (αS ≠ αD) 
5.  if (βS ∈ µ) then P = P ∪ { βS , dSPordering (µ - { βS })}; 
6.  else P = P ∪ { dSPordering (µ)}; 
7. return P;   

 

 

 

 

 

 

  

  dSPordering(µ) // F: Forward 

1. temp = βS; r′ = r; 
2. d = (next index of βS in µ) % r; 
3. while (|p|) < r do 
4.  for ( i = 0; i< r′; i++) do 
5.   id = (i + d) % r′; 
6.    { find µ[ id ]  
7.    that is closest to temp;} 
8.  end for 
9.   end while 
10.   return p 

 

dSPordering(µ) // B: Backward 

1. temp = βS; r′ = r; 
2. d = (back index of βS in µ+r) % r; 
3. while (|p|) < r do 
4.  for ( i = 0; i< r′; i++) do 
5.   id = (d – i + r′) % r′; 
6.    { find µ[ id ]  
7.    that is closest to temp; } 
8.  end for 
9. end while 
10.  return p 
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รูปท่ี 4  ตวัอยา่งการแบ่งกลุ่มของหน่วยประมวลผลแบบ GCS บน 6-HHCs (N = 64, m = 2)  
จ านวน 32 หน่วยประมวลผล 

 

4. การด าเนินงานวิจัย 
สถานการณ์ท่ีมีขอ้จ ากดั คือ สถานการณ์ท่ีมีกลุ่มของหน่วยประมวลผลก าลงัถูกใชง้านอยูเ่ป็นจ านวนมากในระบบ โดย

สามารถตรวจสอบจากสถานะการจดัสรร (Allocated Status) ถ้าเก็บค่า 0 = โหนดว่าง ถ้าเก็บค่า 1 = โหนดไม่ว่าง ซ่ึงใน
สถานการณ์ดงักล่าวอาจจะไม่สามารถจดัสรรหน่วยประมวลผลให้กบังาน (Task) ใหม่ท่ีมีขนาดใหญ่ได ้ตวัอยา่งเช่น รูปที่ 5 
แสดง 6-HHCs (N = 64, m = 2) ท่ีมีงาน 7 งาน ท่ีก าลงัใชห้น่วยประมวลผลจ านวน 40 หน่วยประมวลผลอยู ่ประกอบดว้ยงาน 
T1, T2, T4, T5, T6 และ T7 จ านวนงานละ 4 หน่วยประมวลผล อยู่บนโหนดชั้นนอก 0000, 0001 ,0101, 1000, 1001 และ 1100 
ตามล าดบั และมีงาน T3 จ านวน 16 หน่วยประมวลผล อยูบ่นโหนดชั้นนอกแบบ Cross-node (0100, 0111, 1101, 1110)  

รูปท่ี 5  การจดัสรรงานลง 6-HHCs จ านวน 7 งาน 
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 สังเกตว่า งานท่ีมีอยูบ่นเครือข่ายจะไม่สามารถใชข้ั้นตอนวิธีการจดักลุ่มแบบ GCD หรือ GCS ในการรองรับงานใหมท่ี่
มีขนาดใหญ่ได้ (k ≥ 2m+1)  เช่น ในกรณีท่ีมีงานใหม่ (Incoming Tasks) ท่ีต้องการหน่วยประมวลผล ATAPE จ านวน 16 
หน่วยประมวลผลจะไม่สามารถจดัสรรลงในเครือข่าย ณ เวลาปัจจุบนัได ้ดงันั้น การรวมกลุ่มแบบเอ็กทรา-จีซีเอส จึงถูก
เสนอขึ้นมาเพ่ือรองรับสถานการณ์น้ี  

 งานวิจัยน้ีจะท าการเลือกหน่ึงโหนดชั้นนอก (External Node) บนแต่ละกลุ่มของโหนดชั้นนอก (External Node 
Grouping : Group) มารวมกนัเป็นเอ็กทรา-จีซีเอส ท่ีสามารถรวมกลุ่มของหน่วยประมวลผลจ านวน k = 2m+1 ถึง 2M โหนด 
เม่ือ M = 2m– 2m – 1+ m – 1 โดยท่ี Groupg จะหาไดจ้าก 2 บิตแรกของโหนดชั้นนอกนับจากซ้ายมือ เม่ือ 0 ≤ g ≤ 2w-1 เม่ือ 
w = 2m-1 เช่น โหนด 0110 บน 6-HHCs มี 2 บิตแรก คือ 01 นั้นแสดงให้เห็นว่าโหนด 0110 จะอยูใ่น Group1 เป็นตน้ 

 ขั้นตอนวิธีส าหรับการรวมกลุ่มแบบเอ็กทรา-จีซีเอส เร่ิมโดยการเลือกโหนดแรกท่ีว่าง (Available) เรียกว่า โหนด
อินพุต (Input Node) โดยก าหนดให้ โหนดอินพุตของโหนดชั้นนอก แทนดว้ย A =  𝛼1A𝛼2A และ โหนดผลลพัธ์ (Output) ของ
โหนดชั้นนอก แทนดว้ย D =  𝛼1D𝛼2D โดยท่ี โหนดชั้นนอก D จะตอ้งเป็นโหนดท่ีอยูใ่น Group ท่ีอยูติ่ดกนักบัโหนดชั้นนอก 
A (Adjacent Group) และขั้นตอนต่อมาจะท าการหาดูอลัคิวบ ์(Cross) ของโหนดชั้นนอก A ดั้งนั้น กลุ่มท่ีติดกนักลุ่มท่ี i (ของ
กลุ่ม 𝛼1A) = 𝛼1A⊕ 2a เม่ือ 0 ≤ a ≤ w –1 และ D จะสามารถหาไดโ้ดยใชส้มการท่ี 2 

 

 Group 𝛼1D (ของ D)  = i  

 Cross  𝛼2D (ของ D)  =  𝛼2A ⊕ i̅̅ ̅̅ ̅̅   (2) 

 

 ตารางท่ี 1 แสดงตวัอยา่งของการรวมกลุ่มแบบเอก็ทรา-จีซีเอส  ส าหรับหน่วยประมวลผลขนาด k = 2m+1 = 8 โหนด บน 
6-HHCs โดยก าหนดให้ โหนดอินพุต A ประกอบดว้ยส่ีโหนดดงัน้ี 0000, 0001, 0010 และ 0011 สังเกตว่าผลลพัธ์ของโหนด
ชั้นนอก D ของแต่ละโหนดอินพุต A จะประกอบดว้ยสองโหนด คือ  D1 และ D2 เน่ืองจากกลุ่มท่ีอยูติ่ดกนักบักลุ่มของโหนด 
A ประกอบดว้ยสองกลุ่ม เช่น ถา้โหนดขอ้มูลเขา้ A = 𝛼1A𝛼2A = 0000 จะไดว่้ามี i = 1  และ 2 เม่ือ i = 1 (หรือ 𝛼1D = 01) จะได ้
𝛼2D =  𝛼2A ⊕ i̅̅ ̅̅ ̅̅   =  00 ⊕ 01̅̅ ̅̅ ̅̅ ̅ = 10 ดังนั้นจะได้ D1 = 𝛼1D𝛼2D = 0110 ซ่ึงจะได้การรวมกลุ่มของเอ็กทรา-จีซีเอส จ านวน 8 
โหนด คือ (0000, xx) และ (0110, xx) โดยมีจ านวนหน่วยประมวลผลทั้งหมดคือ (0, 1, 2, 3, 24, 25, 26, 27) และในท านอง
เดียวกนั ถา้ i = 2 (หรือ 10) จะได ้D2 = 1001 และมีการรวมกลุ่มของเอก็ทรา-จีซีเอส จ านวน 8 โหนด คือ 0000, xx และ 1001, 
xx และตวัอยา่งน้ีแสดงในรูปท่ี 6 ก) และรูปที่ 6 ข) แสดงตวัอยา่งเม่ือ A = 0011 

 อย่างไรก็ตามภายใตส้ถานการณ์ท่ีมีขอ้จ ากดั และกรณีท่ีตอ้งการหน่วยประมวลผลจ านวน k > 2m+1 ถึง 2M โหนด เม่ือ 
M = 2m– 2m – 1+ m – 1 สามารถใชส้มการท่ี 2 ร่วมกนักบัสมการท่ี 3 เพื่อรวมกลุ่ม 4 กลุ่ม (หรือสูงสุด 2w กลุ่ม) โดยจะใชเ้พียง
หน่ึงโหนดชั้นนอกต่อหน่ึงกลุ่มเท่านั้น เช่น A, D1, D2 และ D3 เม่ือ k = 2m+2 = 16 บน 6-HHCs และสามารถหาโหนดชั้นนอก
โหนดสุดทา้ย (เช่น D3) ไดจ้ากสมการท่ี 3 ดงัน้ี 

 

 Group 𝛼1D (ของ D) =  11…1  

 Cross  𝛼2D (ของ D)  =  α2A ̅̅ ̅  (3) 
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 ตวัอย่างเช่น กรณีท่ีตอ้งการหน่วยประมวลผลจ านวน 16 หน่วยประมวลผล โดยมีโหนด A = 0000 จะไดว่้า มี i = 1 
(หรือ 01) และ 2 (หรือ 10) ซ่ึงขึ้นตอนการหาโหนด D1 และ D2 สามารถอธิบายไดด้ว้ยตวัอย่างก่อนหน้า ซ่ึงจะไดว่้า D1 = 
0110 และ D2 = 1001 ส าหรับการหา D3 จะใชส้มการท่ี 3 จะไดว่้า 𝛼1D = 11 และ 𝛼2D = 00 ̅ = 11 ดงันั้นจะได ้D3 = 𝛼1D 𝛼2D = 
1111 ดงัท่ีแสดงตวัอยา่งในรูปที่ 7 ก) และ A = 0011 ในรูปที่ 7 ข) หรือตารางท่ี 2 

 

ตารางที ่1  เอก็ทรา-จีซีเอส ส าหรับ k = 2m+1  บน 6-HHCs  (m = 2 และ A = 0 - 3) 

A 𝜶𝟏𝑫 𝜶𝟐𝑫
 D = 𝜶𝟏𝑫𝜶𝟐𝑫  2m+1 = 8 Ps (4 x 2) 

0000 01 10 D1 = 0110 00 - 11 0,1,2,3, 24,25,26,27 
0000 10 01 D2 = 1001 00 - 11 0,1,2,3, 36,37,38,39 
0001 01 11 D1 = 0111 00 - 11 4,5,6,7, 28,29,30,31 
0001 10 00 D2 = 1000 00 - 11 4,5,6,7, 32,33,34,35 
0010 01 00 D1 = 0100 00 - 11 8,9,10,11, 16,17,18,19 
0010 10 11 D2 = 1011 00 - 11 8,9,10,11, 44,45,46,47 
0011 01 01 D1 = 0101 00 - 11 12,13,14,15,20,21,22,23 
0011 10 10 D2 = 1010 00 - 11 12,13,14,15,40,41,42,43 

 

ตารางที ่2  เอก็ทรา-จีซีเอส ส าหรับ k = 2m+2  บน 6-HHCs  (m = 2 และ A = 0 - 3) 

A 𝜶𝟏𝑫 𝜶𝟐𝑫
 D = 𝜶𝟏𝑫𝜶𝟐𝑫  2m+1 = 8 Ps (4 x 2) 

0000 00 00 A  = 0000 00 - 11 0, 1, 2, 3 
 01 10 D1 = 0110 00 - 11 24, 25, 26, 27 
 10 01 D2 = 1001 00 - 11 36, 37, 38, 39 
 11 11 D3 = 1111 00 - 11 60, 61, 62, 63 

0001 00 01 A  = 0001 00 - 11 4, 5, 6, 7 
 01 11 D1 = 0111 00 - 11 28, 29, 30, 31 
 10 00 D2 = 1000 00 - 11 32, 33, 34, 35 
 11 10 D3 = 1110 00 - 11 56, 57, 58, 59 

0010 00 10 A  = 0010 00 - 11 8, 9, 10, 11 
 01 00 D1 = 0100 00 - 11 16, 17, 18, 19 
 10 11 D2 = 1011 00 - 11 44, 45, 46, 47 
 11 01 D3 = 1101 00 - 11 52, 53, 54, 55 

0011 00 11 A  = 0011 00 - 11 12, 13, 14, 15 
 01 01 D1 = 0101 00 - 11 20, 21, 22, 23 
 10 10 D2 = 1010 00 - 11 40, 41, 42, 43 
 11 00 D3 = 1100 00 - 11 48, 49, 50, 51 



ปีที่ 18 กรกฎาคม - ธันวาคม 2565          35 
 

                 ก)                                                                       ข) 

รูปท่ี 6  ตวัอยา่งการรวมกลุ่มแบบเอก็ทรา-จีซีเอส เม่ือ A = 0000 ก) และ 0011  
ข) เครือข่าย 6-HHCs (N = 64, m = 2) ท่ีมีหน่วยประมวลผลขนาด k = 2m+1 

             ก) ข) 

รูปท่ี 7  ตวัอยา่งการรวมกลุ่มแบบเอก็ทรา-จีซีเอส เม่ือ A = 0000 ก) และ 0011  
ข) เครือข่าย 6-HHCs (N = 64, m = 2) ท่ีมีหน่วยประมวลผลขนาด k = 2m+2 

 
             ก)                                                                      ข) 
 รูปท่ี 8  ตวัอยา่งการรวมกลุ่มแบบเอก็ทรา-จีซีเอส ขนาด k = 2m+1, A = 0010 ก)  
          และ k = 2m+2, A = 0000 ข) บน 6-HHCs (N = 64, m = 2) 
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 รูปท่ี 8 แสดงตัวอย่างส าหรับการรวมกลุ่มภายใต้สถานการณ์ท่ีมีข้อจ ากัดด้วย เอ็กทรา-จีซีเอส สมมติให้ มีโหนด
ชั้นนอก (External Node) บน 6-HHCs มีหน่วยประมวลผลว่างอยู ่6 โหนด หรือ 24 หน่วยประมวลผลจากทั้งหมด 16 โหนด
ชั้นนอก (ดูรูปท่ี 8 ก)) ถา้ระบบตอ้งการหน่วยประมวลผลขนาด k = 2m+1= 8 หน่วยประมวลผลส าหรับการ ATAPE แต่ไม่สามารถ
รวมกลุ่มของหน่วยประมวลผลแบบ GCD ส าหรับงานท่ีตอ้งการได ้ดงันั้นการจดัสรรกลุ่มของ 8 หน่วยประมวลผลน้ีจะตอ้ง
ใชก้ารรวมกลุ่มแบบเอก็ทรา-จีซีเอส โดยโหนดขอ้มูลเขา้โหนดแรก คือ A = 0010 และใชส้มการท่ี 2 เพื่อหาคู่ดูอลัคิวบข์อง A 
จะไดว่้าคู่ของ A คือ D2 = 1011 (เน่ืองจาก D1 = 0100 ไม่ว่าง)  
 ต่อมาสมมติว่า มีการยกเลิกการจดัสรร (Deallocation) ของบางหน่วยประมวลผลท่ีเสร็จจากงานท่ีไดรั้บมอบหมาย คือ 
โหนดท่ี 0000, 1001 ดงันั้น จะมี 8 โหนดชั้นนอกท่ีว่าง (รูปท่ี 8 ข)) และระบบตอ้งการหน่วยประมวลผลจ านวน  k = 2m+2 = 16  หน่วย
ประมวลผล เพื่อรองรับงานท่ีจะเขา้สู่ระบบมาใหม่ แต่ไม่สามารถรวมหน่วยประมวลผลแบบ GCD [13] หรือ GCS [14]  ได ้
ดังนั้น เพื่อรองรับงานท่ีเขา้มาใหม่ จึงต้องใช้วิธีการรวมกลุ่มแบบเอ็กทรา-จีซีเอส ซ่ึงส าหรับ 16 หน่วยประมวลผลท่ีมี            
A = 0000 จะได ้D1 = 0110, D2 = 1001 และ D3 = 1111 ตามล าดบั ดงัรูปที่ 8 ข)  

 
5. ผลการวิจัย 
 ในงานวิจัยน้ีมีการทดลองเพื่อประเมินประสิทธิภาพของการส่ือสารแลกเปล่ียนข้อมูล โดยน าวิธีการส่ือสารเพื่อ
แลกเปล่ียนข้อมูลแบบ ATAPE มาทดสอบความถูกต้องส าหรับการส่งข้อมูลจากหน่วยประมวลผลต้นทาง S สู่หน่วย
ประมวลผลปลายทาง D โดยการทดสอบจะใชก้ารเขียนโปรแกรมดว้ยภาษาจาวา (JAVA Programming Language) และใน
การจ าลอง HHCs จะมีขอ้ก าหนดดงัต่อไปน้ี 1) การส่ือสารระหว่าง S และ D จะใชเ้วลา 1 สัญญาณนาฬิกา (Clock) และ 2) 
การใชเ้ส้นเช่ือมบน HHCs ถา้เป็นทิศทางตรงกนัขา้มจะสามารถใชเ้ส้นเช่ือมเดียวกนัได ้
 ตวัอย่างการทดลอง จะจ าลองทิศทางการส่ือสารของโหนดตน้ทาง S ไปยงัโหนดปลายทาง D ซ่ึงหน่วยประมวผล
ทั้งหมดไดจ้ากสมการท่ี 2 ประกอบดว้ย A = 0000 และ D1 = 0110 ดงันั้นจะมีหน่วยประมวลผลทั้งหมด 8 หน่วยประมวลผล 
(โหนดละ 4 หน่วยประมวลผล) ประกอบดว้ย 0000,00 (หรือ 0 ในเลขฐาน 10), 0000,01 (หรือ 1), 0000,10 (หรือ 2) , 0000,11 
(หรือ 3) , 0110,00 (หรือ 24) , 0110,01 (หรือ 25) , 0110,10 (หรือ 26) และ 0110,11 (หรือ 27)  ดงัแสดงดงัรูปที่ 9 ส าหรับรอบ
การส่งขอ้มูล หรือตวัควบคุมรอบจะถูกแทนดว้ย Ci โดยจะมีทั้งหมด 8 รอบ (0 - 7) และการรับส่งขอ้มูลจะเร่ิมจากโหนดตน้ทาง
ท่ีจะถูกแทนดว้ย S = 0, 1, 2, 3, 24, 25, 26, 27 และโหนดปลายทางจะถูกก าหนดไวใ้นตารางลาติน (Latin Square Table) 

  

 
รูปท่ี 9  ตวัอยา่งตารางลาตินขนาด 8 × 8 เพื่อการส่ือสารแบบ ATAPE ของการแบ่งกลุ่มแบบเอก็ทรา-จีซีเอส          

 บน 6-HHCs (N=64, m = 2) เม่ือ A = 0000, และ D = 0110 
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ส าหรับการหาเส้นทางการส่ือสาร (Routing Paths) จะใช้ขั้นตอนวิธีท่ี 1 ซ่ึงถูกเสนอในงานวิจัย [13] และผลของ
เส้นทางการส่ือสารของตวัอยา่งน้ี A = 0000 และ D1 = 0110 ถูกแสดงในตารางท่ี 3 โดยจะแสดงเฉพาะตวัควบคุมท่ี 7 (C = 7) 
เพื่อการง่ายในการอธิบายและแสดงผล 
 

ตารางท่ี 3  แสดงเส้นทางการส่ือสารระหว่าง S และ D1 ผา่น 6 สัญญาณนาฬิกา (Clock) และ C = 7 

Clock 1  2  3  4  5  6  

C=7 

S = 0:0000,00 → 0000,01 → 0010,01 → 0010,00 → 0010,10 → 0110,10 → 27:0110,11 = D 

S = 1:0000,01 → 0010,01 → 0010,00 → 0010,10 → 26:0110,10 = D     

S = 2:0000,10 → 0100,10 → 0100,11 → 0100,01 → 25:0110,01 = D     

S = 3:0000,11 → 0000,10 → 0100,10 → 0100,11 → 0100,01 → 0110,01 → 24:0110,00 = D 

S = 24:0110,00 → 0110,01 → 0100,01 → 0100,00 → 0100,10 → 0000,10 → 3:0000,11 = D 

S = 25:0110,01 → 0100,01 → 0100,00 → 0100,10 → 2:0000,10 = D     

S = 26:0110,10 → 0010,10 → 0010,11 → 0010,01 → 1:0000,01 = D     

S = 27:0110,11 → 0110,10 → 0010,10 → 0010,11 → 0010,01 → 0000,01 → 0:0000,00 = D 

 
 ตารางท่ี 3 แสดงให้เห็นว่าการรวมกลุ่มแบบเอ็กทรา-จีซีเอส สามารถจดักลุ่มการส่ือสารแบบ ATAPE ระหว่างหน่วย
ประมวลผลไดโ้ดยไม่มีการชนกนัของขอ้มูล สามารถสังเกตไดจ้ากการไม่มีโหนดตน้ทาง และปลายทางซ ้ ากนัในช่วงของแต่ละ
สัญญาณนาฬิกา (Clock) นอกจากนั้นเส้นทางท่ีไดย้งัคงเป็นเส้นทางท่ีส้ันท่ีสุด ซ่ึงจะมีประโยชน์อยา่งมากในการส่ือสารแบบขนาน  
 ส าหรับการเปรียบเทียบประสิทธิภาพของขั้นตอนวิธีการแบ่งกลุ่ม จะท าการเปรียบเทียบดังตารางท่ี 4 โดยจะ
เปรียบเทียบกับการแบ่งกลุ่มแบบ GCD การแบ่งกลุ่มแบบ GCS และการแบ่งกลุ่มแบบเอ็กทรา-จีซีเอส ซ่ึงถูกเสนอใน
งานวิจยัน้ี ตารางท่ี 4 แสดงให้เห็นว่างานวิจยัน้ีมีประสิทธิภาพท่ีเพ่ิมขึ้น โดยสามารถรองรับคุณสมบติัทั้งหมด โดยเฉพาะ
ความสามารถในการใชห้น่วยประมวลผลภายใตส้ถานการณ์ท่ีมีขอ้จ ากดั หรือสภาวะท่ีหน่วยประมวลผลในระบบถูกใชง้าน
อยูเ่ป็นจ านวนมากได ้ 
 

ตารางท่ี 4  การเปรียบเทียบประสิทธิภาพของขั้นตอนวิธี 

Features GCD [13] GCS [14] Extra-GCS 

Routing (Arbitrary S)    
Routing-conflict Solution    
Group Partitioning    
Maximum Task Sizes k ≤ 2m + 1 2m + 2

≤ k ≤ 2M 
เม่ือ  M = 2m– 2m – 1+ m – 1 

2m + 1
≤ k ≤ 2M 

เม่ือ M = 2m– 2m – 1+ m – 1 
Parallel Applications ATAPE ATAPE ATAPE 
Critical Situations - -  

 
หมายเหตุ เคร่ืองหมาย  หมายถึง สามารถรองรับคุณสมบติันั้น ๆได ้
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6. สรุป 
 งานวิจยัฉบบัน้ีเสนอการรวมกลุ่มของหน่วยประมวลผลเพื่อการส่ือสารแบบขนาน บน n-HHCs ท่ีเรียกว่าการรวมกลุ่ม
แบบเอ็กทรา-จีซีเอส โดยการรวมกลุ่มนั้นถูกเสนอมาเพื่อรองรับในกรณีท่ีเครือข่ายมีหน่วยประมวลผลถูกใช้งานอยู่เป็น
จ านวนมาก หรือภายใตส้ถานการณ์ท่ีมีขอ้จ ากดั ท่ีไม่สามารถจดัสรรหน่วยประมวลผลส าหรับงานใหม่ท่ีจะเขา้มาสู่เครือข่ายได ้
ส าหรับความถูกต้องของการส่ือสารจะถูกตรวจสอบโดยใช้การส่ือสารแบบ ATAPE ซ่ึงเป็นการส่ือสารแบบขนานท่ีมี
ประสิทธิภาพชนิดหน่ึง ผลการทดลองพบว่า การรวมกลุ่มแบบเอก็ทรา-จีซีเอส สามารถรวมกลุ่มของหน่วยประมวลผลขนาด 
2m + 1

≤ k ≤ 2M เม่ือ M = 2m– 2m – 1+ m – 1 ไดอ้ยา่งมีประสิทธิภาพ และเม่ือมาทดสอบกบัการส่ือสารแบบ ATAPE ก็สามารถ
ส่งข้อมูลจากต้นทาง ถึงปลายทางได้อย่างถูกต้อง และยงัคงมีคุณสมบัติของการเป็นเส้นทางที่ ส้ันที่สุดอยู่ ดังนั้น 
เม่ือเปรียบเทียบกบัการจดักลุ่มท่ีถูกเสนอมาก่อนหน้าน้ี คือ แบ่งกลุ่มของดูอลัคิวบ์แบบไขว ้(GCD) และการรวมกลุ่มคิวบ์ย่อย
แบบไขว ้(GCS) พบว่า การรวมกลุ ่มแบบ GCD และ GCS ยงัไม่สามารถรองรับการใช้หน่วยประมวลผลภายใต้
สถานการณ์ท่ีมีขอ้จ ากดัได ้
 
7. ข้อเสนอแนะ 
 การเพ่ิมประสิทธิภาพในการจัดสรรหน่วยประมวลบน HHCs จ าเป็นท่ีจะต้องมีขั้นตอนวิธีในการจัดสรรหน่วย
ประมวลผลท่ีท าการรวมหน่วยประมวลผลขนาดเล็กท่ีสุด เช่น 1 หรือน้อยกว่า 2m + 1 หน่วยประมวลผล ซ่ึงอาจอยู่คนละ 
Group กนั น ามารวมกลุ่มกนัให้สามารถประมวลผลงานท่ีตอ้งการได ้ซ่ึงจะท าให้เกิดการใชป้ระโยชน์จากหน่วยประมวลผลได้
อยา่งคุม้ค่าท่ีสุด 
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