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A Grouping of Processors with Extra-GCS Combination for Parallel ATAPE

on Hierarchical Hypercube Systems
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Abstract
Due to higher scalability and lower cost compared with normal Hypercube systems (HCs), Hierarchical
Hypercube system (HHCs) is one of the popular models for high performance computing machines. However, edges

in HHCs are less than those in HCs and communications between processors in HHCs are more complex, which
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can cause possible data collisions in parallel computing. Thus, if these issues can be solved, the performance of
HHCs will be enhanced and HHCs can be implemented for a multiprocessor system on a chip of embedded systems
which supports parallel computing such as All-to-All Personalized Exchange (ATAPE). Nevertheless, in the case
of a network with many processors being used or in critical fragments, some processors in the network are not
deployed and can be regrouped to do tasks. To solve critical fragments of systems, this paper proposes an extra-
GCS combination. As for the validation, the proposed grouping method was verified using ATAPE communication

between k sources and k destinations, respectively.

Keywords: Grouping of cross sub-cube (GCS), Parallel shortest-path routing, Grouping of cross dual-cubes (GCD),

All-to-all personalized exchange (ATAPE), Hierarchical hypercube networks (HHCs)
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GetParallelSPathHHC

1. P=0; u = External edge sequence

2. if(as= ) then

3. set P, (HC internal-path routing);

4. else (ay 73 ap)

5 if (Bs € w) then P=P U { 3, dSPordering (1 - { Bs })};

6. else P=P U { dSPordering (1)},

7. return P;

dSPordering(u) // F: Forward dSPordering(u) // B: Backward

L. temp =B r'=r; 1. temp =fgr =r;
2. d=(next index of B in u) % r; 2. d=(back index of S in u+r) % r;
3. while (Jp|) <rdo 3. while (|p|) <t do
4 for (i=0;i<r';i++) do 4 for (i=0;i<r';i++) do
5. id=G+d) %' 5. id=(d—i+r) %
6 { find pl[ id ] 6 { find p[ id ]
7 that is closest to temp;} 7 that is closest to temp; }
8 end for 8 end for
9. end while 9. end while
10. returnp 10. returnp
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