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บทคัดย่อ 

 ในปัจจุบนั การประยุกต์ใช้งานการยืนยนัตวับุคคลด้วยเทคโนโลยีชีวมิติได้รับความนิยมเพิ่มมากขึ้น

ส าหรับการยืนยนัตวับุคคลแบบหลายปัจจัย ถึงกระนั้นกองทพัอากาศยงัขาดการประยุกต์ใช้เทคโนโลยีชีวมิติ 

เพื่อการยืนยนัตวับุคคล ดงันั้น คณะผูวิ้จยัจึงไดวิ้จยัและพฒันาองคค์วามรู้ในการประยุกต์ใชง้านเทคโนโลยีชีวมิติ

ดว้ยการใช้เสียงของมนุษยเ์พื่อใช้ยืนยนัตวับุคคล เน่ืองจากชีวมิติดงักล่าวมีความแม่นย  า ปลอดภยั  และใช้ตน้ทุน

ในการพฒันาระบบท่ีต ่ากว่าชีวมิติประเภทอ่ืน ๆ  โดยคณะผูว้ิจยัไดพ้ฒันาโมเดลโดยใชชุ้ดขอ้มูล LibriSpeech และท าการ

ทดสอบโดยใช้เสียงภาษาไทย ภายใตข้อ้จ ากดัดา้นสภาพแวดลอ้มและความเส่ียงจากเสียงปลอมแปลงจากเทคโนโลยี 

Deep Voice ผลการทดลองพบว่า โมเดลมีระดบัความถูกตอ้งในการยืนยนัตวับุคคลท่ีดีท่ีสุดอยูท่ี่ 75%  ณ ค่าขีดแบ่งท่ี 0.9 

และพบว่า ปัจจยัเก่ียวกบัสภาพแวดลอ้มท่ีมีผลกระทบอยา่งมีนยัยะส าคญัต่อประสิทธิภาพของโมเดลไดแ้ก่ รูปแบบ

ประโยคในการยืนยนัตวับุคคลท่ีแตกต่างกัน ประเภทของอุปกรณ์บนัทึกเสียงท่ีแตกต่างกัน ในทางตรงกันขา้ม 

การใส่หน้ากากอนามยัและเสียงรบกวนต่าง ๆ ท่ีไม่ดงัเกินไป กลบัไม่มีผลกระทบอย่างมีนยัยะส าคญักบัประสิทธิภาพ 

มากไปกว่านั้น ผลการวิจยัยงัระบุว่า โมเดลดงักล่าวมีความเปราะบางต่อเสียงปลอมแปลงจากเทคโนโลยี Deep Voice 

ซ่ึงเป็นการเน้นย  ้าถึงความส าคญัของการพฒันาโมเดลท่ีทนทานต่อการโจมตีทางไซเบอร์ดงักล่าวก่อนท่ีจะน าเอา

โมเดลไปประยกุตใ์ชง้านจริงในอนาคต 

 

ค าส าคัญ: การรู้จ าตวัผูพู้ด, การเรียนรู้เชิงลึก, ความมัน่คงปลอดภยัทางไซเบอร์ 

 

Abstract 
 Applications for multi-factor authentication using biometrics are becoming increasingly popular today. 

However, the Royal Thai Air Force has not implemented biometric technologies for identity verification.  

For this reason, the research team conducted a study and created a body of knowledge on the use of biometric 
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technologies to identify individuals by their voice. The researchers created a model based on the LibriSpeech dataset 

and tested it using the Thai voice, as such biometric methods are more accurate, secure, and cost -effective 

than other biometric methods. The results reveal that environmental elements such as different sentence forms 

for verification and different types of recording devices are found to significantly affect the performance of the model.  

In contrast, wearing a mask and other quiet noises do not significantly decrease the performance of the model . 

Finally, the results also show the model's vulnerability to deep voice spoofing, highlighting the need to develop 

a model that is resistant to such cyberattacks before it is used in the future. 
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1. บทน า 
 ในปัจจุบัน วิวฒันาการด้านการประมวลผลส่งผลให้ความก้าวหน้าของเทคโนโลยีปัญญาประดิษฐ์ (Artificial 

Intelligence) ถูกพฒันายกระดบัไปอย่างรวดเร็วโดยเฉพาะอย่างย่ิงการเรียนรู้เชิงลึก (Deep Learning) โดยความกา้วหน้า

ดงักล่าวไดถู้กน ามาประยุกต์ใชเ้พื่อให้เกิดประโยชน์ต่อมนุษย ์เสริมสร้างความสะดวกสบาย ความมัน่คงปลอดภยัในชีวิต

และความมัน่คงของชาติ (National Security) ในทางกลบักนั เทคโนโลยีปัญญาประดิษฐ์ อาจถูกน ามาใชง้านอยา่งไม่ถูกตอ้ง 

และอาจส่งผลกระทบในแง่ลบต่อการใชชี้วิตของมนุษย ์เช่น การปลอมแปลงอตัลกัษณ์ส่วนบุคคล (Fake Personal Identity) 

และท่ีส าคญัคือ การใชเ้ทคโนโลยีดงักล่าวอาจส่งผลกระทบโดยตรงต่อความมัน่คงของชาติ 

 การปลอมแปลงอตัลกัษณ์ส่วนบุคคล ถือเป็นหน่ึงในภยัคุกคามท่ีมีศกัยภาพ (Potential Threat) โดยเม่ือผูเ้สียหาย 

(Victim) ถูกปลอมแปลงอตัลกัษณ์ส่วนบุคคล ก็จะส่งผลเสียโดยตรงต่อช่ือเสียง และหากผูเ้สียหาย เป็นบุคคลท่ีมีอ านาจใน

การส่ังการ หรือด าเนินการในงานดา้นความมัน่คง อาจส่งผลกระทบต่อความมัน่คงอยา่งมีนยัยะส าคญั เช่น การปลอมแปลง

ตวัตนของผูบ้งัคบับญัชา ท่ีอาจส่งผลต่อภาพลกัษณ์องคก์ร รวมถือการออกค าส่ังทางยทุธการท่ีมิไดม้าจากผูท่ี้มีอ านาจตวัจริง 

ดงันั้น เทคโนโลยีการยืนยนัตวับุคคลท่ีมีความแม่นย  าเช่ือถือไดจึ้งมีส่วนส าคญัในการป้องกนัปัญหาดงักล่าว โดยในปัจจุบนั 

เทคโนโลยีการยืนยนัตัวบุคคลสามารถด าเนินการได้ในหลายรูปแบบ เช่น การใช้รหัสผ่านท่ีมีความแข็งแรง ( Strong 

Password) การยืนยนัตัวตนแบบ 2 ชั้น (Two-Factor Authentication) รวมถึงการใช้การยืนยนัตัวตนดว้ยขอ้มูลทางชีวมิติ 

(Biometric Authentication) ผ่านการยืนยนัตวับุคคลดว้ยการรู้จ าใบหน้า (Face Recognition) การรู้จ าดว้ยการสแกนม่านตา 

(Irish Recognition) การยืนยนับุคคลด้วยการใช้เสียงบุคคล (Speaker Recognition) โดยในปัจจุบันกองทัพอากาศ มีการ

ประยุกต์ใชง้านการยืนยนัตวัตน 2  แบบ  ผ่านการใชร้หสัผ่านคู่กบัรหสัลบัท่ีถูกส่งไปยงัโทรศพัทเ์คล่ือนท่ีของผูใ้ชง้าน และถูกใช้

งานเฉพาะการเขา้ถึงระบบอีเมลกองทพัอากาศของผูบ้งัคบับญัชา รวมถึงผูท่ี้มีความประสงคจ์ะใชง้านเท่านั้น [1] ท่ีส าคญัคือ

การใช้งานการยืนยนัตวัตนดว้ยขอ้มูลทางชีวมิติท่ีมีความแม่นย  าและมีความมัน่คงปลอดภยัสูงยงัคงมีการประยุกต์ใชง้าน

ในวงท่ีจ ากดั จึงเป็นปัญหาและความทา้ทายต่อการรองรับต่อความเปล่ียนแปลงดา้นเทคโนโลยีและภยัคุกคามทางไซเบอร์

ท่ีเกิดขึ้นในอนาคต    
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2. ขอบเขตงานวิจัย 
 2.1  คณะผูว้ิจ ัยปฏิบัติงานบนทรัพยากรพื้นฐานที่มีอยู่ของห้องปฏิบัติการทางไซเบอร์ ภาควิชาคอมพิวเตอร์ 

กองการศึกษา โรงเรียนนายเรืออากาศนวมินทกษตัริยาธิราช และท่ีไดรั้บการจดัสรรจากโครงการวิจยัน้ี และผลงานวิจยั

มีขีดความสามารถการประมวลผลอยา่งจ ากดัตามทรัพยากรวิจยัท่ีมีอยู ่

 2.2  การวิจยัมุ่งเน้นศึกษาแนวทางการพฒันาและประยุกต์ใช้โมเดลท่ีมีประสิทธิภาพสูงสุด ณ ห้วงเวลาการท าวิจยั  

และสอดคลอ้งกบัทรัพยากรท่ีมีอยูจ่  านวน 1 โมเดล บนพ้ืนฐานของบริบทของกองทพัอากาศไทย 

 
3. ทฤษฎีที่เกี่ยวข้อง 
 3.1  การพสูิจน์และยืนยันตัวบุคคล 
  การพิสูจน์และยืนยนัตวับุคคล (Authentication) เป็นกระบวนการท่ีใช้ในการตรวจสอบบุคคลก่อนเขา้ใช้งาน
ระบบคอมพิวเตอร์เพ่ือพิสูจน์ทราบว่าเป็นบุคคลนั้นจริง ซ่ึงถือเป็นระบบท่ีมีความส าคญัต่อความมัน่คงปลอดภยัทางไซเบอร์ 
เพราะเป็นกระบวนการท่ีจะรับรองว่าจะไม่มีการปลอมแปลงอตัลกัษณ์ของบุคคล หรืออาจกล่าวอีกนยัหน่ึงคือ สิทธ์ิในการ
ใชง้านตอ้งถูกจ ากดัไวส้ าหรับผูท่ี้มีสิทธ์ิเท่านั้น โดยในปัจจุบนั กระบวนการพิสูจน์และยืนยนัตวับุคคลไดถู้กใชง้านทัว่ไป
และแพร่หลายในการบริการต่าง ๆ เช่น การใชบ้ริการผา่นระบบอินเทอร์เน็ต การเขา้ใชง้านอุปกรณ์อิเลก็ทรอนิกส์ การเขา้ถึง
บญัชีผูใ้ชง้านในระบบออนไลน์ต่าง ๆ  เป็นตน้ ส าหรับวิธีการพิสูจน์และยืนยนัตวัตนแบ่งออกเป็น 3 ประเภท [2] ดงัน้ี 1)  ส่ิงท่ีคุณรู้ 
เช่น ช่ือบญัชี รหสัผา่น รหสั PIN หมายเลขบตัรประจ าตวัประชาชน หรือค าถามค าตอบที่เป็นความลบั เป็นตน้ 2) ส่ิงท่ีคุณมี 
เ ช่น โทรศัพท์มือถือท่ีใช้คู่กับ One-Time Password (OTP) หรือแอปพลิเคชันเพื่อยืนย ันตัวบุคคล (Authentication 
Application) รวมถึง Token และบตัรต่าง ๆ เป็นตน้ และ 3) ส่ิงท่ีคุณเป็นหรือชีวมิติ (Biometric) เช่น ลายน้ิวมือ ฝ่ามือ ม่านตา 
ใบหน้า เสียง รวมถึงพฤติกรรมท่ีท าเป็นประจ า เป็นต้น โดยส่วนใหญ่ การยืนยนัตัวบุคคลจะใช้รูปแบบช่ือบัญชีผูใ้ช้ 
(Username) และรหัสผ่าน (Password) ถึงกระนั้น รหัสผ่านท่ีตั้งขึ้นในบางคร้ัง อาจมีความไม่ปลอดภยั เช่น การตั้งรหัสผา่น
ท่ีมีความปลอดภยัต ่าง่ายต่อการคาดเดาง่าย และหากมีการถูกโจมตี ผูโ้จมตีจะสามารถเขา้ถึงทรัพยากรของระบบโดยไม่ได้
รับอนุญาตได้ทันที ดังนั้น การพิสูจน์และยืนยนัตวับุคคลด้วยหลายปัจจัยจึงถูกน ามาใช้เพื่อเพิ่มความมัน่คงปลอดภยั 
เช่น การใชร้หัสผ่านควบคู่กบั OTP การใชร้หัสผ่านคู่กบัลายน้ิวมือ เป็นตน้ ซ่ึงอาจมีขอ้เสียคือ ตอ้งมีการเพ่ิมขั้นตอนของ
การด าเนินการในการยืนยนัตวับุคคล รวมถึงการจดัหาอุปกรณ์เพิ่มเติม เช่น ที่อ่านลายน้ิวมือ ที่อ่านม่านตา ไมโครโฟน 
ในการรับค่าชีวมิติในการยืนยนัตวับุคคล ดงันั้น คณะผูวิ้จยัจึงเลือกการยืนยนัตวับุคคลดว้ยเสียง เป็นกรณีศึกษา เน่ืองจาก
อุปกรณ์ท่ีใช้ในการรับค่าชีวมิติ (ไมโครโฟน) เป็นอุปกรณ์พ้ืนฐานท่ีสามารถหาไดง้่ายส าหรับอุปกรณ์คอมพิวเตอร์และ
อุปกรณ์พกพาทัว่ไป 
 3.2 การรู้จ าตัวบุคคลด้วยเสียง 
  การรู้จ าตัวบุคคลดว้ยเสียง (Speaker Recognition) เป็นเทคโนโลยีการพิสูจน์และยืนยนัตวัตนด้วยชีวมิติผ่าน

เสียงพูดของมนุษยโ์ดยสามารถแบ่งออกไดเ้ป็น 2 ประเภทไดแ้ก่ การระบุผูพู้ด (Speaker Identification) และการยืนยนัตวัผูพู้ด 

(Speaker Verification) [3] โดยการระบุผูพู้ด เป็นกระบวนการเพื่อระบุว่าเสียงดงักล่าวใกลเ้คียงกบัเสียงของบุคคลใดมากท่ีสุด [4] 

ในขณะท่ีการยืนยนัตวัผูพู้ด เป็นกระบวนการเพื่อตรวจสอบว่าเสียงดงักล่าวนั้นเป็นเสียงของบุคคลผูน้ั้นจริงหรือไม่ ดงัแสดง

ในรูปที่ 1 ถึงอย่างไรก็ตาม ขั้นตอนการระบุผูพู้ดและการยืนยนัตวัผูพู้ดมีความสัมพนัธ์กนั กล่าวคือ การระบุผูพู้ด คือ 

การยืนยนัตวัผูพู้ดกบัคลงัขอ้มูลเสียงของผูพู้ดหลายคน และวดัค่าความคลา้ย (Similarity Score) เพื่อหาว่าเสียงดงักล่าว

มีความคลา้ยกบัเสียงของผูพู้ดคนใดมากท่ีสุด  
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รูปท่ี 1  รูปแบบการรู้จ าตวับคุคลดว้ยเสียง 
 

 3.3 การรู้จ าตัวบุคคลด้วยเสียงผ่านการเรียนรู้เชิงลึก 
  การเรียนรู้เชิงลึก (Deep Learning) ไดเ้ขา้มามีบทบาทต่อการพฒันาโมเดลเพื่อท าการระบุหรือยืนยนัตวับุคคล
ผ่านเสียงพูดของมนุษย ์โดยขั้นตอนการของการฝึกฝนโมเดล (Training Phase) และการน าไปใชง้านผ่านการทดสอบ (Testing Phase) 
ใช้หลกัการพ้ืนฐานเดียวกนักบัการเรียนรู้เชิงลึกในงานดา้นอ่ืน ๆ เช่น การรู้จ าวตัถุ การรู้จ าภาพบุคคล เป็นตน้ [5] ในรูปที่ 2 
แสดงถึงขั้นตอนการฝึกฝนและทดสอบโมเดล [4] โดยมีรายละเอียด ดงัน้ี 
  3.3.1   การฝึกฝนโมเดล  
   ในขั้นตอนแรกคือการระบุบุคคลเป้าหมาย (Target Speakers) ที่ต้องการให้โมเดลท าการเรียนรู้ เช่น 
หากต้องการสร้างโมเดลเพื่อระบุว่าเสียงดังกล่าวเป็นก าลังพลกองทัพอากาศ ในกรณีน้ี สมมติมีก าลังพลอยู่ 10 คน 
หมายความว่า ทั้ง 10 คนเหล่าน้ีจะเป็นบุคคลเป้าหมายส าหรับการฝึกฝนโมเดลน้ี หลงัจากนั้น ก็ท าการบนัทึกเสียง n เสียง
ของก าลงัพลทั้ง 10 คน จากนั้นก็ท าการสกดัคุณลกัษณะ (Feature Extraction) [6] ซ่ึงเป็นกระบวนการในการแปลงขอ้มูล
คล่ืนเสียง (Wave Form) ให้อยูใ่นรูปแบบที่สามารถน าไปฝึกฝนโมเดลได ้ซ่ึงในกรณีน้ีจะอยูใ่นรูปแบบของเมทริกซ์ (Matrix) 
ที่ประกอบด้วยค่าคุณลกัษณะต่าง ๆ ของเสียง เช่น ค่า Pitch, Mel-Frequency Cepstral Coefficients (MFCCs) เป็นต้น [4] 
จากนั้น ก็ท าการส่งค่าคุณลกัษณะดงักล่าวเพ่ือท าการฝึกฝนโมเดลโดยใชเ้ทคนิคการเรียนรู้ของเคร่ืองเชิงลึกต่าง ๆ เช่น Deep 
Neural Networks (DNN), Convolutional Neural Networks (CNN) เป็นตน้ เม่ือท าการฝึกฝนโมเดลเสร็จแลว้ก็จะไดโ้มเดล
ท่ีพร้อมส าหรับการจ าแนกว่าเสียงดงักล่าวเป็นเสียงของใคร (Trained Classifier)      
 

 

รูปท่ี 2  ขั้นตอนการฝึกฝนและทดสอบโมเดล [4]  
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  3.3.2   การทดสอบโมเดล 
   เม่ือมีเสียงของบุคคลท่ีตอ้งการระบุหรือยืนยนัตวับุคคล ขั้นตอนแรก คือการการสกดัคุณลกัษณะของเสียง 
เช่นเดียวกบัการฝึกฝนโมเดล จากนั้นก็ท าการส่งค่าคุณลกัษณะที่สกดัออกมาไดไ้ปยงัโมเดลที่ถูกฝึกฝนมาในขั้นแรก 
โดยโมเดลจะท าการวิเคราะห์เพื่อวดัค่าความคลา้ย จากนั้นท าการตดัสินใจว่าเสียงดงักล่าว เป็นเสียงของบุคคลใด หรือเป็นเสียง
ของบุคคลเป้าหมายหรือไม่ 
 3.4 ผลกระทบด้านความมั่นคงปลอดภัยไซเบอร์จากการใช้งาน Deep Voice 
  ในห้วงท่ีผ่านมา มีการศึกษาผลกระทบจากการใชง้านการโคลนเสียงดว้ยเครือข่ายประสาทเทียมว่ามีผลกระทบ

ในเชิงลบอยา่งไร โดยในปี พ.ศ.2564 นกัวิจยัของโรงเรียนนายเรืออากาศนวมินทกษตัริยาธิราช ไดท้  าการวิจยัโดยการน าเอา

เรียนรู้เชิงลึกมาประยุกต์ใช้ในการสร้างเทคโนโลยีที่เก่ียวขอ้งกบัการเลียน เสียงของบุคคลหน่ึงผ่านโมเดล เช่นโมเดล

การสังเคราะห์เสียงของมนุษยจ์ากประโยคขอ้ความต่าง ๆ  ท่ีเป็นภาษาไทย [7] โดยงานวิจยัน้ี คณะผูวิ้จยัไดศึ้กษาและน าเสนอ

แนวทางการพฒันาและประยุกต์ใชโ้มเดลการเลียนเสียงเชิงลึกส าหรับงานดา้นสงครามไซเบอร์ ผ่านการใชโ้มเดล GAN [8] 

โดยผลการศึกษาพบว่า โมเดล StarGAN-VC และ CycleGAN-VC สามารถน ามาใช้ในการแปลงเสียงของบุคคลทัว่ไป

ให้กลายเป็นบุคคลเป้าหมาย เช่น นกัการเมือง ผูบ้ริหารประเทศ เพื่อสร้างข่าวปลอมในสงครามไซเบอร์ได ้และมีศกัยภาพ

ในการหลอกลวงผูใ้ช้งานอินเทอร์เน็ตให้หลงเช่ือว่าเสียงท่ีถูกปลอมแปลงเป็นเสียงของบุคคลเป้าหมายจริง โดยในกรณี

ท่ีร้ายแรงท่ีสุด กลุ่มตวัอยา่งกว่า 40 % ถูกหลอกลวง ดว้ยเสียงปลอมแปลง ซ่ึงผลการคน้พบดงักล่าวไดเ้นน้ย  ้าและสร้างความตระหนกั

ต่อภยัคุกคามรูปแบบใหม่ รวมถึงการแสวงหาแนวทางการตรวจจบัและป้องกนั 

 
4. การด าเนินการวิจัย 
 4.1 การศึกษาทฤษฎีและงานวิจัยที่เกี่ยวข้องเพ่ือทดสอบหาโมเดลท่ีเหมาะสม 
  คณะผูวิ้จยัไดท้  าการศึกษาและทบทวนวรรณกรรมท่ีเก่ียวขอ้งกบัเทคโนโลยีการรู้จ าตวับุคคลดว้ยเสียงท่ีไดรั้บการ
ตีพิมพใ์นท่ีประชุมทางวิชาการท่ีมีช่ือเสียงและเป็นท่ียอมรับว่าเป็นโมเดลท่ีมีศกัยภาพสูง (State-of-the-Art Models) รวมถึง
แนวทางการประยกุตใ์ชง้านภายใตข้อ้จ ากดัต่าง ๆ โดยผลของการศึกษาพบว่า แนวทางการสร้างโมเดล เพื่อรู้จ าตวับุคคลจาก
เสียงของบุคคล โดยทัว่ไปจะใช้โมเดลจ าแนกประเภท (Classification Model) และใช้การเรียนรู้เชิงลึก (Deep Learning) 
ผ่านโมเดลประเภทโครงข่ายประสาทแบบคอนโวลูชนั (Convolutional Neural Network: CNN)  
  4.1.1 ขอ้จ ากดัของโมเดลปัจจุบนัและคุณลกัษณะโมเดลท่ีมีความเหมาะสม 
   โมเดลโครงข่ายประสาทแบบคอนโวลูชนัมีขอ้จ ากดัท่ีส าคญัของการน าไปประยุกตใ์ชง้านจริง โดยเฉพาะ
ในระบบราชการท่ีมีการโยกยา้ยทุก ๆ 6 เดือน โมเดลในลกัษณะน้ีไม่สามารถรองรับการเปล่ียนจ านวนก าลงัพล โดยหากมี
การเพ่ิมจ านวนก าลงัพล โมเดลจะตอ้งถูกสร้างและฝึกฝนขึ้นมาใหม่ เพื่อรองรับการเปล่ียนแปลงดงักล่าว รวมถึงการเรียนรู้
ของโมเดลยงัตอ้งการตน้แบบเสียงของแต่ละคนจ านวนมาก ซ่ึงในการประยกุตใ์ชง้านจริง ผูดู้แลระบบมีความจ าเป็นตอ้งให้
ก าลงัพลใหม่บนัทึกเสียงของตนเองเป็นจ านวนมาก เพื่อใชใ้นการฝึกฝนโมเดล ซ่ึงอาจสร้างความยุ่งยากในการประยุกต์ใช้ได้ 
ดงันั้นโมเดลท่ีมีความเหมาะสม จึงตอ้งเป็นโมเดลท่ีมีคุณสมบติัท่ีสามารถรองรับการเปล่ียนแปลงจ านวนก าลงัพลได ้เช่น 
โมเดลท่ีไม่จ าเป็นตอ้งฝึกฝนโมเดลใหม่ รวมถึงการฝึกฝนโมเดลไม่จ าเป็นตอ้งใชเ้สียงของบุคคลท่ีมากเกินไป โดยในปัจจุบนั
มีองค์ความรู้ท่ีสามารถสร้างโมเดลเพ่ือรองรับความตอ้งการดงักล่าว โดยองค์ความรู้น้ีเรียกว่า One-Shot Learning (OSL)   
ซ่ึง OSL เป็นกระบวนการเรียนรู้เพื่อสร้างโมเดล โดยใช้ขอ้มูลจ านวนน้อย หรือใช้เพียงแค่ 1 ตวัอย่างเสียงต่อการเรียนรู้ 
เพื่อสร้างโมเดลในการแยกแยะว่าเป็นคนเดียวกนัหรือคนละคนกนั 
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   ในปัจจุบนัมีโมเดลท่ีมีคุณลกัษณะดงักล่าวและถูกน าไปประยุกต์ใช้งานในงานดา้น การยืนยนัตวับุคคล
ดว้ยเทคโนโลยีชีวมิติ (Biometric Authentication) เช่น การรู้จ าใบหน้าของบุคคล  นั่นคือ โมเดล Siamese Networks             
ซ่ึงไดรั้บแรงบนัดาลในจากแฝดสยามหรือ ฝาแฝดอินจนัทร์ เพราะว่าโมเดลน้ีเป็นการสร้างโมเดลคู่ขนาน หรือ 2 โมเดล
ท่ีเหมือนกนัทุกประการ เพ่ือเรียนรู้ในการจ าแนกว่าวตัถุทั้งสองว่าเป็นส่ิงเดียวกนัหรือแตกต่างกนั ดงัแสดงในรูปที่ 3 
 

 
 

รูปท่ี 3  โครงสร้างของโมเดล Siamese Networks 
 
    โมเดลดงักล่าวเป็นโมเดลการเรียนรู้เชิงลึก  เช่น โมเดล CNN สองโมเดล ดงัแสดงในรูปท่ี 3 กล่าว คือ 
โมเดล CNN1 และ CNN2 ซ่ึงเป็นโมเดลคู่ขนานจะมีโครงสร้างเหมือนกนัทุกประการ โดยในการฝึกฝนโมเดลจะท าการส่งคู่เสียง
หรือเสียงพูด 2 เสียง ท่ีประกอบดว้ยคู่เสียงท่ีเป็นเสียงพูดคนเดียวกนั และคู่เสียงท่ีเป็นเสียงพูดคนละคนกนั เพื่อให้โมเดล
เรียนรู้การเปรียบเทียบผ่าน Distance Metric ซ่ึงใช้วดัค่าความคล้ายของข้อมูล 2 ชุด โดยผลลพัธ์คือคะแนนความคล้าย 
(Similarity Score) ซ่ึงคะแนนย่ิงมากแสดงว่าขอ้มูลดงักล่าวย่ิงมีความคลา้ยกนัมาก ในทางตรงกนัขา้มหากขอ้มูลท่ีเป็นขอ้มูล
ชนิดต่างกนัหรือเสียง 2 เสียงน้ีเป็นคนละคนกนัก็จะมีคะแนนความคลา้ยน้อย ในขั้นตอนของการฝึกฝนโมเดล โมเดลจะท าการ
เรียนรู้จากคู่เสียงซ ้ า ๆ กนั ทั้งคู่เสียงจากคนเดียวกนัและคู่เสียงจากคนละคนกนั ก็จะสามารถน าโมเดลดงักล่าวไปใชแ้ยกแยะไดว่้า 
เสียงท่ีตอ้งการเปรียบเทียบ เช่น เสียงตน้แบบหรือเสียงของบุคคลท่ีตอ้งการยืนยนั กบัเสียงของบุคคลปริศนาเป็นคน ๆ เดียวกนั
หรือไม่ 
  4.1.2 ชุดขอ้มูลท่ีมีความเหมาะสม 
   คณะผูวิ้จัยไดท้  าการคดัเลือกข้อมูลไฟล์เสียงซ่ึงรวบรวมมาจากชุดขอ้มูลเสียงท่ีใช้ในงานวิจัยในระดบั
นานาชาติ ไดแ้ก่ ชุดขอ้มูล LibriSpeech [9] ซ่ึงประกอบไปดว้ยไฟล์เสียงพูดประโยคภาษาองักฤษหลาย ๆ  ประโยคท่ีมีความยาว
รวมกนัประมาณ 1,000 ชัว่โมง โดยแต่ละไฟลเ์สียงมีความยาวตั้งแต่ 5 ถึง 30 วินาทีต่อไฟลเ์สียง ชุดขอ้มูลดงักล่าวไดท้  าการ
บนัทึกเสียงจากผูพู้ด 2,514 คนจากทั้งชายและหญิง โดยในการประยุกต์ใชง้านในงานวิจยัน้ี คณะผูวิ้จยัใชเ้พียงบางส่วนของเสียง
ในชุดขอ้มูลน้ี เน่ืองดว้ยขอ้จ ากดัดา้นพลงัการประมวลผล ส าหรับขั้นตอนการฝึกฝน (Training) ใชชุ้ดขอ้มูล Train-Clean-100 
ซ่ึงมีความยาว 100 ชั่วโมง จากเสียงผูพู้ดจ านวน 251 คน ส าหรับการทดสอบ (Testing) ใช้ชุดข้อมูล Test-Clean 
ซ่ึงมีความยาว 5.4 ชัว่โมงจากเสียงผูพู้ดจ านวน 40 คน 
  4.1.3 การทดสอบโมเดลในเบ้ืองตน้ 
   คณะผูวิ้จยัประสบความส าเร็จในการฝึกฝนโมเดลในขั้นตน้โดยใชโ้มเดล Siamese Networks กบัชุดขอ้มูล 
LibriSpeech หลงัจากไดโ้มเดลท่ีฝึกฝนในขั้นตน้แลว้ ขั้นตอนต่อไป คณะผูวิ้จยัได้ท าการทดสอบโมเดลดว้ยการทดสอบ
ประสิทธิภาพของการแยกแยะผา่นการทดลองคู่ไฟลเ์สียง ทั้งคู่เสียงของบุคคลคนเดียวกนั รวมถึงคู่เสียงของบุคคลคนละคน
โดยการส่งคู่เสียงผ่านโมเดลคู่ขนาน และวดัค่าความคลา้ยของเสียงทั้งสองเสียงดงักล่าว โดยในกรณีแรก เป็นการทดสอบ
กรณีท่ีไฟลเ์สียงทั้ง 2 เป็นเสียงจากบุคคลเดียวกนั ดงัแสดงในรูปท่ี 4 ซ่ึงเป็นการทดลองของคู่เสียงท่ีเป็นเสียงของบุคคลเดียวกนั 
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โดยก่อนท าการส่งไฟล์เสียงเขา้สู่โมเดล ไฟล์เสียงจะถูกแปลงเป็น Spectrogram ซ่ึงเป็นการแปลงค่าเสียงเป็นแผนภาพ 
ที่แสดงความถ่ีและความเข้มขอ้งเสียงก่อน และท าการส่งแผนภาพน้ีต่อเขา้ไปยงัโมเดลเพ่ือวดัค่าความคลา้ย จะเห็นว่า
คะแนนค่าความคลา้ยอยูท่ี่ 0.752 ซ่ึงถือว่าสูง (คะแนน 1.0 แสดงว่าเหมือนกนัทุกประการ) ซ่ึงผลคะแนนดงักล่าวสอดคลอ้ง
กบัขอ้เทจ็จริงท่ีว่า คู่เสียงดงักล่าวเป็นเสียงจากบุคคลเดียวกนั ดงันั้น โมเดลจึงประสบความส าเร็จในการแยกแยะเพ่ือยืนยนั
ว่าเป็นบุคคลคนเดียวกนั 
 

 
 

รูปท่ี 4  การทดสอบโมเดลขั้นตน้ (กรณีเป็นเสียงจากบุคคลเดียวกนั) 
 
   โดยในกรณีถดัไป เป็นการทดสอบกรณีท่ีไฟลเ์สียงทั้ง 2 เป็นเสียงจากบุคคลคนละคนกนัดงัแสดงในรูปท่ี 5
จากนั้นท าการส่งแผนภาพ Spectrograms ของแต่ละเสียงต่อเขา้ไปยงัโมเดล เพื่อวดัค่าความคลา้ย จะเห็นว่าคะแนนค่าความคลา้ย
อยู่ท่ี 0.209 ซ่ึงถือว่าต ่า ซ่ึงผลคะแนนดงักล่าวสอดคลอ้งกบัขอ้เท็จจริงท่ีว่า คู่เสียงน้ีเป็นเสียงจากบุคคลคนละกนั ดงันั้น 
โมเดลจึงประสบความส าเร็จในการแยกแยะเพื่อยืนยนัว่าเป็นบุคคลคนละคนกนั     
 

 
 

รูปท่ี 5  การทดสอบโมเดลขั้นตน้ (กรณีเป็นเสียงจากบุคคลคนละคนกนั) 
 
   จากผลในขั้นตน้ท่ีบ่งช้ีว่า โมเดลมีศกัยภาพในการแยกแยะเสียงของบุคคลดงันั้น คณะผูวิ้จยัจึงไดท้  าการ
ฝึกฝนโมเดลเดิม ให้มีจ านวนรอบการฝึกฝนท่ีมากขึ้น โดยในขั้นตน้ท าการฝึกฝนไปเพียง 50 รอบของการฝึกฝน แต่ในคร้ังน้ี
ไดด้ าเนินการฝึกฝนโมเดลจ านวน 125 รอบของการฝึกฝนและใชไ้ฟลค์ู่เสียงจ านวน 150,000 คู่เสียง โดยสาเหตุท่ีหยดุการฝึกฝน
ไวท่ี้ 125 รอบ เน่ืองจากกลไก Early Stopping หรือกลไกท่ีตรวจสอบว่า โมเดลยงัสามารถพฒันาประสิทธิภาพไดอ้ีกหรือไม่ 
โดยกลไกไดบ้่งช้ีว่าโมเดลถึงจุดท่ีประสิทธิภาพโมเดลท าไดดี้ท่ีสุดแลว้ ดงัจะเห็นไดจ้าก ณ หลงัจากรอบการฝึกฝนท่ี 90 
อตัราการลดลงของค่า Loss Value เร่ิมคงท่ี จนกระทัง่ท่ีรอบท่ี 125 กลไกท่ีค่าคงท่ีไม่มีการลดลงแล้วดงัแสดงในรูปท่ี 6 
ดงันั้น โมเดลจึงหยดุการฝึกฝน โดยใชเ้วลาในการฝึกฝนโมเดลทั้งส้ินประมาณ 18 ชัว่โมง และใชโ้มเดลดงักล่าวเป็นโมเดลหลกั
ในการท าการทดลองตลอดงานวิจยัน้ี 
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รูปท่ี 6  กราฟ Loss Value ระหว่างการฝึกฝนโมเดลในขั้นสุดทา้ย 
 
 4.2 การเก็บข้อมูลเสียงเพ่ือท าการทดสอบ 
  ในการศึกษาปัจจยัท่ีมีผลกระทบต่อประสิทธิภาพของโมเดลเม่ือน าไปใชง้านจริง  คณะผูวิ้จยัไดท้  าเก็บรวบรวม
ไฟลเ์สียงภาษาไทยจากบุคคล 10 คน โดยใชเ้สียงจากกลุ่มตวัอย่างจากนกัเรียนนายเรืออากาศ ตามสถานการณ์และรูปแบบ
การทดสอบในแต่ละประเภท คนละ 50 เสียง รวมทั้งส้ิน 500 เสียง  
 4.3 การทดสอบประสิทธิภาพของโมเดลกับภาษาไทย 
  การเก็บรวบรวมไฟลเ์สียงกว่า 500 ไฟล์เสียง ก็เพ่ือน ามาใช้ในการทดสอบประสิทธิภาพของโมเดลบนพ้ืนฐาน
สถานการณ์ท่ีแตกต่างกนัไป โดยคณะผูวิ้จยัไดก้ าหนดสถานการณ์ไวท้ั้งหมดจ านวน 6 การทดลอง โดยมีรายละเอียดดงัน้ี 
  4.3.1 การทดสอบในภาพรวม (ไม่มีส่ิงรบกวน) 
   ในการทดสอบแรกเป็นการทดสอบประสิทธิภาพของโมเดลในภาพรวม โดยค่าท่ีใช้ในการวัด
ประสิทธิภาพโมเดลคือ ค่าความถูกตอ้ง (Accuracy) ซ่ึงเป็นการวดัความสามารถของโมเดลในการจ าแนกเสียงว่าสามารถ
จ าแนกคู่เสียงท่ีเป็นตน้แบบ และเสียงของบุคคลท่ีเขา้ท าการยืนยนัตวับุคคลได้ถูกต้องมากน้อยเพียงใด โดยในการวดั
ประสิทธิภาพดงักล่าว จะใชก้ารวดัค่าร้อยละหรือเปอร์เซ็นตค์วามถูกตอ้งของจ านวนเสียงท่ีแยกแยะไดถู้กตอ้ง จากจ านวนคู่เสียง
ท่ีใชใ้นการทดลองทั้งหมด  
   โดยในการทดสอบ คณะผูวิ้จยัไดท้  าการสุ่มคู่เสียงทั้งคู่เสียงท่ีเป็นคนคนเดียวกนั และคู่เสียงของคนละคนกนั 
เพ่ือวดัว่าโมเดลสามารถท านายไดถู้กตอ้งจ านวนก่ีคร้ัง โดยเสียงท่ีใชใ้นการบนัทึกนั้นไม่มีสัญญาณรบกวน และคู่เสียงใช้
ประโยคเดียวกนัในกรณีที่เป็นคนคนเดียวกนั ยกตวัอย่าง เช่น หาก นักเรียนนายเรืออากาศ นภสัรพี อู่วิเชียร ท าการ
บนัทึกเสียง เพื่อลงทะเบียนในระบบยืนยนัตวับุคคลว่า “กระผม นักเรียนนายเรืออากาศ นภัสรพี อู่ วิเชียร ครับ” เพื่อเป็น
เสียงตน้แบบในการยืนยนัตนเอง เม่ือ นกัเรียนนายเรืออากาศ นภสัรพ ี ฯ ตอ้งการยืนยนัตวัเองก็ตอ้งพูดว่า  “กระผม นักเรียน
นายเรืออากาศ นภัสรพี อู่ วิเชียร ครับ” เหมือนกนั ดงันั้นในกรณีน้ี ผูใ้ช้งานตอ้งจ าประโยคท่ีเป็นเหมือนรหัสผ่านให้ได ้
ดงัแสดงในรูปที่ 7 
 

 
 

รูปท่ี 7  โครงสร้างโมเดลส าหรับการทดสอบในภาพรวม (ไม่มีส่ิงรบกวน) 
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  4.3.2 การทดสอบเม่ือคู่เสียงมีประโยคไม่เหมือนกนั    
   การทดสอบมีรูปแบบการทดลองท่ีคลา้ยกบัการทดลองแรก แต่มีขอ้แตกต่างท่ีส าคญัก็คือ ท าการทดสอบ
โดยมีการเพ่ิมเง่ือนไข ขอ้จ ากดัและความยากให้กบัโมเดล โดยในการทดสอบน้ี ก าหนดให้คู่เสียงจะใช้ประโยคตน้แบบ
และประโยคท่ีใชใ้นการยืนยนัตวัตนไม่เหมือนกนั ดงันั้นในกรณีน้ี ผูใ้ชง้านไม่จ าเป็นตอ้งจ าประโยคท่ีเป็นเหมือนรหสัผา่น
ซ่ึงจะมีความง่ายมากขึ้นส าหรับผูใ้ชง้าน ดงัแสดงในรูปที่ 10 
 

   
 

รูปท่ี 8  โครงสร้างโมเดลส าหรับการทดสอบเม่ือคู่เสียงมีประโยคไม่เหมือนกนั 
 
  4.3.3 การทดสอบเม่ือมีส่ิงรบกวน (ไมโครโฟน)    
   ในการทดสอบน้ีเป็นการศึกษาปัจจยัท่ีเก่ียวขอ้งกบัการประยุกต์ใชง้านจริง ในแง่ของอุปกรณ์ท่ีใชใ้นการ
บันทึกเสียง โดยในการทดสอบในข้อ 4.3.1 และ 4.3.2 เสียงทั้งหมด ทั้งเสียงที่ใช้ในการบันทึกเสียงไฟล์ตน้แบบ 
และบนัทึกเสียงส าหรับการยืนยนัตวับุคคลถูกบนัทึกจากไมโครโฟนรุ่นเดียวกนั จึงเกิดค าถามทางการวิจยัขึ้นว่า ในการ
ประยกุตใ์ชง้านระบบการยืนยนัตวับุคคลดว้ยเสียงในสถานการณ์จริง หากผูใ้ชง้านบนัทึกเสียงโดยใชไ้มโครโฟนคนละชนิดกนั
จะส่งผลต่อประสิทธิภาพของโมเดลอย่างไร โดยในการทดลองน้ี ไฟล์คู่เสียงจะถูกบนัทึกจากไมโครโฟนคนละชนิดกนั
ดงัแสดงในรูปท่ี 9 
 

 
 

รูปท่ี 9  การทดสอบเม่ือมีส่ิงรบกวน (ไมโครโฟน) 
 
  4.3.4 การทดสอบเม่ือมีส่ิงรบกวน (เสียงจากส่ิงแวดลอ้ม)    
   ในการทดสอบน้ี เป็นการทดสอบเพ่ือศึกษาปัจจยัท่ีเก่ียวขอ้งกบัเสียงรบกวนท่ีมาจากสภาพแวดลอ้ม เช่น 
เสียงจากการก่อสร้างท่ีอาจเขา้มารบกวนในระหว่างท่ีมีการยืนยนัตวับุคคลดว้ยเสียง โดยในการทดลองน้ี ไฟล์คู่เสียงนั้น 
เสียงหน่ึงซ่ึงเป็นเสียงท่ีผูใ้ช้งานไดล้งทะเบียนไว ้ส าหรับใช้เป็นไฟล์เสียงต้นแบบ จะถูกบันทึกในสภาพแวดล้อมท่ีถูก
ควบคุม คือ ไม่มีเสียงรบกวน และอีกเสียงหน่ึงท่ีใชใ้นการเปรียบเทียบ จะเป็นการบนัทึกเสียงพร้อมกบัเปิดไฟลเ์สียงท่ีไดรั้บ
การรบกวนจากส่ิงแวดลอ้ม โดยในกรณีน้ี เป็นเสียงจากการก่อสร้างท่ีคณะผูวิ้จยัได้จ าลองสถานการณ์โดยเปิดไฟล์เสียง
ก่อสร้างจากแอปพลิเคชนั YouTube [10] คลอไปดว้ยระหว่างบนัทึกเสียงซ่ึงถือเป็นการจ าลองสถานการณ์ว่า ในขณะท่ีท าการ
ยืนยนัตวัมีเสียงรบกวนจากการก่อสร้าง 



10 วารสารวิทยาศาสตร์และเทคโนโลยีนายเรืออากาศ 

  4.3.5 การทดสอบเม่ือมีส่ิงรบกวน (การใส่หนา้กากอนามยั)   
   ในการทดสอบน้ี เป็นการทดสอบเพื่อศึกษาปัจจัยท่ีเก่ียวข้องกับเสียงรบกวนท่ีมาจากสภาพแวดล้อม
เช่นเดียวกนั โดยจ าลองสถานการณ์ในการยืนยนัตวับุคคลในห้วงการแพร่ระบาดของโรค COVID - 19 ท่ีผูย้ืนยนัตวับุคคล
ตอ้งใส่หนา้กากอนามยั โดยในการทดลองน้ี ก าหนดให้ไฟลค์ู่เสียง ประกอบไปดว้ยเสียงท่ีผูใ้ชง้านไดล้งทะเบียนไวก่้อนแลว้ 
ซ่ึงยงัไม่มีการแพร่ระบาดของโรค COVID - 19  เพื่อเก็บเอาไวเ้ป็นไฟลเ์สียงตน้แบบ โดยถูกบนัทึกในสภาพแวดลอ้มท่ีมีการ
ควบคุม คือ ไม่มีการใส่หนา้กากอนามยั และอีกเสียงหน่ึงท่ีใชใ้นการเปรียบเทียบ ซ่ึงจะเป็นเสียงท่ีผูใ้ชต้อ้งบนัทึกเพื่อยืนยนั
ตวับุคคล โดยเสียงน้ีจะเป็นการบนัทึกเสียงจากผูท่ี้ใส่หนา้กากอนามยั 
  4.3.6 การทดสอบต่อเสียงปลอมแปลง  
   ในการทดสอบน้ี เป็นการทดสอบ เพื่อจ าลองสถานการณ์ว่า หากมีคนใช้เสียงปลอมแปลง เพื่อพยายาม
หลอกโมเดล โดยใชก้ารปลอมแปลงเสียงพูดของบุคคลดว้ยเทคโนโลยี Deep Voice ผลการทดลองบ่งช้ีว่า มนุษยเ์ม่ือฟังเสียง
แปลงแลว้ มีผูถู้กหลอก 3 ใน 10 คน เขา้ใจผิดว่าเสียงปลอมแปลงดงักล่าวนั้น คือเสียงจริง จึงเกิดค าถามงานวิจยัว่า เสียงของ
มนุษยท่ี์ถูกปลอมแปลงดว้ยเทคโนโลยี Deep Voice จะมีศกัยภาพในการหลอกโมเดลคอมพิวเตอร์ส าหรับการยืนยนั
ตวับุคคลไดม้ากน้อยเพียงใด โดยในการทดลองน้ี คณะผูว้ิจยัไดใ้ชไ้ฟลเ์สียงที่ถูกปลอมแปลงและไฟลจ์ริงของบคุคลจริง
จากชุดขอ้มูลของงานวิจยั Deep Voice ในปีท่ีผา่นมา โดยไฟลค์ู่เสียงนั้นประกอบไปดว้ย เสียงหน่ึงซ่ึงเป็นเสียงจริงท่ีผูใ้ชง้าน 
(ในกรณีน้ีคือ บุคคลส าคญั) ไดล้งทะเบียนไวล้่วงหน้า และอีกเสียงหน่ึงท่ีใชใ้นการเปรียบเทียบซ่ึงจะเป็นเสียงท่ีถูกปลอมแปลงขึ้น
เป็นเสียงของบุคคลส าคญั ดงัแสดงในรูปที่ 10 
 

 
 

รูปท่ี 10  การทดสอบต่อเสียงปลอมแปลง 
 
 4.4 การน าเสนอแนวทางการพฒันาระบบส าหรับกองทัพอากาศไทย 
  หลงัจากด าเนินการทดลองเสร็จส้ินทั้ง 6 การทดลองขา้งตน้ คณะผูวิ้จยัไดด้ าเนินการสรุปผลการศึกษา เพื่อจดัท า 
General Implementation Framework ซ่ึงเป็นการระบุขั้นตอน ข้อเสนอแนะ ข้อจ ากัด รวมถึงข้อพิจารณาในการพฒันา
แพลตฟอร์มการยืนยนัตวับุคคลดว้ยเทคโนโลยีชีวมิติท่ีมีความมัน่คงปลอดภยัส าหรับกองทพัอากาศไทยต่อไป 
 
5. ผลการวิจัย 
 5.1 การทดสอบในภาพรวม (กรณีไม่มีส่ิงรบกวน) 
  ผลการทดสอบจากคู่เสียงท่ีท าการสุ่มตัวอย่างจ านวนกว่า 1,000 ตัวอย่างคู่เสียง ในค่าขีดแบ่ง (Threshold )              
ท่ีแตกต่างกนั โดยค่าดงักล่าวเป็นตวัเลขท่ีก าหนดว่า หากค่า Similarity Score ท่ีไดจ้ากการค านวนความคลา้ยของคู่เสียงตวัอยา่ง
มีค่ามากกว่าหรือเท่ากับค่าขีดแบ่ง ตัวโมเดลจะท านายว่า คู่เสียงดังกล่าวเป็นคนเดียวกัน แต่หากต ่ากว่าค่าขีดแบ่ง 
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โมเดลจะท านายว่าคู่เสียงดงักล่าวเป็นคนละคนกนั เช่น สมมติว่า ใชค้่าขีดแบ่งท่ี 0.9 นัน่ หมายความว่า โมเดลดงักล่าวจะท านาย
คู่เสียงดงักล่าวจะเป็นบุคคลคนเดียวกนัก็ต่อเม่ือค่าความคลา้ยมีค่ามากกว่าหรือเท่ากบั 0.9 เท่านั้น จากนั้นจะใชผ้ลการท านาย
ตวัอย่างท่ีง 1,000 คู่เสียงมาเทียบกบัขอ้เท็จจริง เพื่อค านวณหาค่าความถูกตอ้ง โดยจากผลการทดลองพบว่า ประสิทธิภาพ
ของโมเดลในภาพรวม มีค่าความถูกตอ้งหรือ Accuracy อยูท่ี่ 75.88 % ณ ค่าขีดแบ่งท่ี 0.9 ดงัแสดงในตารางท่ี 1 
 

ตารางท่ี 1  ค่าความถูกตอ้งของโมเดลในการทดสอบในภาพรวม (ไม่มีส่ิงรบกวน) 

ค่าขีดแบ่ง (Threshold) 0.7 0.8 0.9 0.95 

ค่าความถูกต้อง (Accuracy) 56.11 64.22 75.88 62.00 
   
  จากผลการทดสอบในแง่ของประสิทธิภาพพบว่า โมเดลมีค่าความแม่นย  าอยู่ในระดับค่อนข้างดี โดยมีค่า 
Accuracy อยู่ท่ีประมาณ 75% โดยค่า Threshold ท่ีมีความเหมาะสมในกรณีน้ีคือ 0.9 และส่ิงหน่ึงท่ีน่าสนใจคือ การท่ีโมเดล
ฝึกฝนโดยใช้ภาษาองักฤษ แต่ทดสอบกับเสียงท่ีเป็นภาษาไทย ซ่ึงจากค่าความถูกต้องดังกล่าวพบว่า ภาษาไทยมีผลต่อ
ประสิทธิภาพการจ าแนก ดงันั้น ในการประยกุตใ์ชใ้นอนาคต ควรมีการใชไ้ฟลเ์สียงภาษาไทยในการฝึกฝนโมเดล นอกจากน้ี
ระดบัค่า Accuracy ท่ีโมเดลน้ีท าไดท่ี้ประมาณ 75% ยงัอยู่ในระดบัท่ีไม่สามารถใชง้านเพื่อการยืนยนัตวับุคคลดว้ยเสียงได้
อยา่งสมบูรณ์ ซ่ึงควรตอ้งมีการพฒันาต่อไป  
 5.2 การทดสอบเม่ือคู่เสียงมีประโยคไม่เหมือนกัน 
  ผลการทดสอบพบค่าความถูกต้องของโมเดลลดลงอย่างมีนัยยะส าคัญเม่ือเทียบกับการทดสอบในข้อ 5.1 
โดยเฉพาะกบัโมเดลท่ีใช้ค่า Threshold ท่ี 0.9 โดยเม่ือเปรียบเทียบผลของการหาค่าความถูกตอ้งจะพบว่าค่าความถูกตอ้ง
ลดลงจาก 75.88 % เหลือเพียง 59.67 %  นอกจากน้ี ค่าความถูกตอ้งของค่าขีดแบ่งอื่น ๆ ก็ลดลงเช่นเดียวกนั ดงัผลในตารางท่ี 2 
 

ตารางท่ี 2  ค่าความถูกตอ้งของโมเดลในการทดสอบเม่ือคู่เสียงมีประโยคไมเ่หมือนกนั 

ค่าขีดแบ่ง (Threshold) 0.7 0.8 0.9 0.95 

ค่าความถูกต้อง (Accuracy) 56.00 61.44 59.67 51.56 
   
  จากผลการทดสอบแสดงให้เห็นว่า การใช้รูปประโยคท่ีแตกต่างกันในการยืนยนัตัวบุคคลมีผลโดยตรงต่อ
ประสิทธิภาพโมเดล ดงันั้น คณะผูวิ้จยัจึงเสนอแนะว่า หากตอ้งประยุกต์ใช้งานจริงในระบบการยืนยนัตวับุคคลดว้ยเสียง 
ควรใชไ้ฟลค์ู่เสียงท่ีเป็นรูปประโยคเดียวกนั ทั้งน้ี ผูใ้ชจ้  าเป็นตอ้งจ าว่าตนประโยคยืนยนัตวับุคคลของตนเองเป็นอะไร ซ่ึงถือเป็น 
Trade Off  หรือการแลกเปล่ียนท่ีผูพ้ฒันาระบบตอ้งเลือกระหว่างประสิทธิภาพของโมเดล หรือความง่ายต่อการใชง้าน 
 5.3 การทดสอบเม่ือมีส่ิงรบกวน (ไมโครโฟน) 
  ผลการทดสอบพบว่า ค่าความถูกต้องของโมเดลนั้น ลดลงอย่างมีนัยยะส าคญั โดยเฉพาะกับโมเดลท่ีใช้ค่า 
Threshold ท่ี 0.9 โดยเม่ือเปรียบเทียบผลของการหาค่าความถูกตอ้งในการทดสอบแรกในขอ้ 5.1 จะพบว่า ค่าความถูกตอ้งท่ี
ลดลงจาก 75.88 % เหลือเพียง 69.67 % นอกจากน้ี ค่าความถูกตอ้งของค่าขีดแบ่งอื่น ๆ ก็ลดลงเช่นเดียวกนั ในอตัรา 1-5 % 
อย่างไรก็ตาม อตัราการลดลงของประสิทธิภาพโมเดลยงันอ้ยกว่าการทดลองในขอ้ 5.2  ซ่ึงใชรู้ปประโยคขอ้ความท่ีแตกต่างกนั 
ดงัแสดงในตารางท่ี 3   
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ตารางท่ี 3  การทดสอบเม่ือมีส่ิงรบกวน (ไมโครโฟน) 

ค่าขีดแบ่ง (Threshold) 0.7 0.8 0.9 0.95 

ค่าความถูกต้อง (Accuracy) 50.77 60.62 69.23 61.54 
   
  จากผลการทดสอบแสดงให้เห็นว่า การใชป้ระเภทของไมโครโฟนในการบนัทึกเสียงส่งผลโดยตรงต่อประสิทธิภาพ 
ดงันั้น ในการประยกุตใ์ชง้านจริงของระบบการยืนยนัตวับุคคลดว้ยเสียง ควรใชไ้ฟลค์ู่เสียงท่ีถูกบนัทึกจากไมโครโฟนชนิดเดียวกนั 
 5.4 การทดสอบเม่ือมีส่ิงรบกวน (เสียงจากส่ิงแวดล้อม) 
  ผลการทดสอบพบค่าความถูกต้องของโมเดลลดลงอย่างมีนัยยะส าคัญเช่นเดียวกับการทดลองก่อนหน้าน้ี 
โดยเฉพาะกบัโมเดลท่ีใชค้่า Threshold ท่ี 0.7 โดยเม่ือเปรียบเทียบผลของการหาค่าความถูกตอ้งในการทดสอบแรก จะพบว่า
ค่าความถูกตอ้งท่ีลดลงจาก 56.11 % เหลือเพียง 49.85 % อยูใ่นระดบัที่โมเดลใชง้านไม่ได ้แต่หากพิจารณา ค่า Threshold 0.9 
ซ่ึงเป็นค่า Threshold ที่มีความเหมาะสมจากการทดสอบแรกพบว่า ลดลงเพียงเล็กน้อยในระดบัประมาณ 2% เท่านั้น 
ดังตารางท่ี 4 
 

ตารางท่ี 4  การทดสอบเม่ือมีส่ิงรบกวน (เสียงจากส่ิงแวดลอ้ม) 

ค่าขีดแบ่ง (Threshold) 0.7 0.8 0.9 0.95 

ค่าความถูกต้อง (Accuracy) 49.85 61.54 72.62 58.15 
   
  จากผลการทดสอบในแง่ของประสิทธิภาพจะเห็นว่า ค่าความถูกตอ้งส่วนใหญ่ลดลงไม่มาก เม่ือเทียบกบัการ
ทดสอบแรก ดงันั้น จึงสรุปไดว่้า เสียงรบกวนจากสภาพแวดลอ้ม เช่น เสียงจากการก่อสร้างท่ีไม่ดงัจนเกินไป ไม่ไดมี้ผลกระทบ
ต่อประสิทธิภาพของโมเดล หากเลือกค่า Threshold ท่ีมีความเหมาะสม ดงันั้น ในการประยกุตใ์ชง้านจริงในระบบการยืนยนั
ตวับุคคลดว้ยเสียง จึงอาจไม่จ าเป็นตอ้งติดตั้งอุปกรณ์บนัทึกเสียงในพ้ืนท่ีปิดเงียบสงดั แต่อย่างไรก็ตาม ยงัจ าเป็นตอ้งศึกษา
เสียงรบกวนประเภทอื่น ๆ ประกอบกนัในอนาคตต่อไป 
 5.5 การทดสอบเม่ือมีส่ิงรบกวน (การใส่หน้ากากอนามัย) 
  ผลการทดสอบพบว่า ค่าความถูกตอ้งของโมเดลลดลงอยา่งมีนยัยะส าคญัเฉพาะกบัโมเดลท่ีใชค้่า Threshold ท่ี 0.7 
และ 0.8 แต่ในค่า Threshold ท่ี 0.9 ซ่ึงเป็นค่ามาตรฐานท่ีไดจ้ากการทดลองคร้ังท่ี 1 และค่า Threshold ท่ี 0.95 ค่าความถูกตอ้ง
ไม่เปล่ียนแปลงมากนกั แสดงดงัตารางท่ี 5 
 

ตารางท่ี 5  การทดสอบเม่ือมีส่ิงรบกวน (การใส่หนา้กากอนามยั) 

ค่าขีดแบ่ง (Threshold) 0.7 0.8 0.9 0.95 

ค่าความถูกต้อง (Accuracy) 42.46 56.61 75.69 61.85 
   
  จากผลการทดสอบในแง่ของประสิทธิภาพจะเห็นว่า ค่าความถูกตอ้งท่ีเป็นค่ามาตรฐานท่ีค่า Threshold ท่ี 0.9 
ลดลงไม่มาก เม่ือเทียบกบัการทดสอบแรก ดงันั้น จึงสรุปไดว้่าการใส่หน้ากากอนามยั (Mask) ไม่มีผลกระทบโดยตรง
ต่อประสิทธิภาพของโมเดล 
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 5.6 การทดสอบต่อเสียงปลอมแปลง (Deep Voice) 
  ผลการทดสอบพบว่า ค่าความถูกตอ้งของโมเดลนั้น ลดลงอยา่งมีนยัยะส าคญั ดงัจะเห็นไดจ้ากค่า Threshold ท่ี 0.7
และ 0.8 ค่าความถูกตอ้งอยู่ท่ี 0 นั่นหมายความว่า โมเดลถูกหลอกลวงอย่างสมบูรณ์ และส าหรับค่า Threshold ระดบั 0.9 
ซ่ึงเป็นค่ามาตรฐาน ค่าความถูกตอ้งอยูท่ี่ 30 % ซ่ึงแปลความไดว่้า โมเดลจ าแนกประเภทไดถู้กตอ้ง 3 ใน 10 เสียง และโมเดล
ถูกหลอกลวง 7 ใน 10 เสียง กล่าวคือ โมเดลเขา้ใจว่า เสียงท่ีปลอมแปลงของบุคคลส าคญั คือ เสียงท่ีแทจ้ริงของบุคคลส าคญั
นั้น แต่เป็นท่ีน่าสังเกตว่า ณ ค่า Threshold ท่ี 0.95 ค่าความถูกตอ้งอยูท่ี่ 80 % ซ่ึงหมายความว่าโมเดลท านายถูก 8 ใน 10 เสียง 
ซ่ึงถือว่าอยู่ในระดบัท่ีสูง แต่หากเลือกระดบัค่า Threshold ดงักล่าวในการประยุกต์ใชง้านจริง เพื่อป้องกนัเสียงปลอมแปลง 
ตอ้งแลกมาดว้ยค่าความถูกตอ้งท่ีลดลง เม่ือโมเดลตอ้งท านายกบัเสียงปกติ แสดงผลดงัตารางท่ี 6 
 

ตารางท่ี 6  การทดสอบต่อเสียงปลอมแปลง (Deep Voice) 

ค่าขีดแบ่ง (Threshold) 0.7 0.8 0.9 0.95 

ค่าความถูกต้อง (Accuracy) 42.46 56.61 75.69 61.85 
   
  จากผลการทดสอบจะเห็นว่า โมเดลการยืนยนับุคคลดว้ยเสียงยงัมีความเปราะบางอย่างมากกบัเสียงแปลงดว้ย
เทคโนโลยี Deep Voice ดงันั้น การศึกษาแนวทางในการป้องกนัการหลอกลวงโมเดล เป็นส่ิงท่ีมีความจ าเป็น ก่อนท่ีจะน า
โมเดลดงักล่าวไปใชง้านจริง โดยเฉพาะการใชง้านในหน่วยงานดา้นความมัน่คง 
  
6. สรุป 
 คณะผูวิ้จยัไดท้  าการวิเคราะห์ผลการวิจยั และสรุปผลการวิจยั เพ่ือจดัท าแนวทางการประยุกต์ใชง้านทัว่ไป (General 
Implementation Framework) ของเทคโนโลยีการรู้จ าตวับุคคลดว้ยเสียงเพื่อใชใ้นการยืนยนัตวับุคคลดว้ยเทคโนโลยีชีวมิติท่ีมี
ความมัน่คงปลอดภยัส าหรับกองทพัอากาศไทย และมีรายละเอียดของการประยกุตใ์ชง้านดงัน้ี 
 6.1  รูปแบบโมเดลท่ีมีความเหมาะสม  
  จากผลการวิจัย สรุปได้ว่า โมเดลที่มีความเหมาะสมต่อการใช้งานเพื่อยืนยนัตัวบุคคลที่มีประสิทธิภาพสูง 
และรองรับต่อการเปล่ียนแปลงก าลงัพล ซ่ึงตอ้งมีการเพ่ิมหรือลดอยูบ่่อยคร้ัง โดยไม่จ าเป็นตอ้งท าการฝึกฝนโมเดลใหม่ คือ
โมเดลประเภทการเรียนรู้เชิงลึกท่ีใชรู้ปแบบการเรียนรู้โมเดลแบบ One-Shot-Learning (OSL) ประเภท Siamese Model  
 6.2  ชุดข้อมลูเพ่ือฝึกฝนโมเดล 
  ในการฝึกฝนโมเดลให้มีประสิทธิภาพมีความจ าเป็นตอ้งใชชุ้ดขอ้มูลท่ีมีมาตรฐานในการฝึกฝนโมเดลส าหรับการเร่ิมตน้ 
ชุดข้อมูลท่ีมีความเหมาะสมได้แก่ชุดข้อมูล LibriSpeech  อย่างไรก็ตาม จากผลการวิจัยพบว่า เสียงภาษาไทยส่งผลต่อ
ประสิทธิภาพของการยืนยนัตวับุคคลของโมเดล โดยเฉพาะอย่างย่ิงโมเดลท่ีท าการฝึกฝน และทดสอบโดยใช้ภาษาคนละภาษากนั 
ดังนั้น การประยุกต์ใช้งานในอนาคตการฝึกฝนโมเดลให้มีประสิทธิภาพ ควรมีชุดข้อมูลภาษาไทยเพื่อการฝึกฝน 
โดยชุดขอ้มูลดงักล่าวตอ้งมีขนาดท่ีใหญ่เพียงพอในการฝึกฝนโมเดล 
 6.3  รูปแบบไฟล์เสียงเพ่ือยืนยันตัวบุคคล 
  การใช้รูปแบบของไฟล์เสียงเพื่อยืนยนัตวับุคคลส่งผลกระทบต่อประสิทธิภาพของโมเดลอย่างมีนยัยะส าคญั 
โดยพบว่า การใชรู้ปประโยคท่ีแตกต่างกนัระหว่างประโยคท่ีใชใ้นการลงทะเบียน และประโยคท่ีใชใ้นการยืนยนัตวับุคคล 
ส่งผลโดยตรงท าให้ประสิทธิภาพของโมเดลในแง่ค่าความถูกตอ้ง (Accuracy) ลดลงอย่างมีนยัยะส าคญั ดงันั้น ในการประยุกต์ใช้
ในสถานการณ์จริง หากตอ้งการเพ่ิมประสิทธิภาพของโมเดล จึงควรใชป้ระโยคท่ีในการยืนยนัตวับุคคลท่ีเป็นประโยคเดียวกนั 
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โดยผูใ้ชง้านมีความจ าเป็นตอ้งจดจ าประโยคท่ีตนเองลงทะเบียน เพ่ือใชใ้นการยืนยนัตวัเองให้ถูกตอ้ง จึงอาจสร้างความภาระเพ่ิมเติม
ให้แก่ผูใ้ชง้าน แต่ก็เป็นส่ิงท่ีตอ้งแลกเปล่ียน (Trade Off) ระหว่างประสิทธิภาพและความง่ายของการใชง้าน 
 6.4  ปัจจัยสภาพแวดล้อม 
   จากผลการวิจยัสรุปไดว่้า ประสิทธิภาพของโมเดลไดรั้บผลกระทบในระดบัท่ีแตกต่างกนัออกไป ขึ้นอยูก่บัสภาวะ
แวดลอ้มต่าง ๆ โดยพบว่า เพื่อให้เกิดประสิทธิภาพสูงสุด และลดปัจจยัท่ีอาจกระทบเชิงลบต่อประสิทธิภาพของโมเดล 
ควรใชอุ้ปกรณ์บนัทึกเสียงประเภทเดียวกนัส าหรับการบนัทึกเสียงท่ีใชใ้นการลงทะเบียนและการยืนยนัตวับุคคล รวมถึงการ
บนัทึกเสียงอาจมีเสียงรบกวนไดบ้า้ง แต่ตอ้งไม่อยู่ในระดบัท่ีดงัจนเกินไป และผูใ้ช้งานสามารถสวมใส่หน้ากากอนามยั
ในการยืนยนัตวับุคคลได ้
 6.5  ปัจจัยภัยคุกคามด้านไซเบอร์ 
  ผลการวิจยัพบว่า โมเดลมีความเปราะบางต่อเสียงท่ีปลอมแปลงจากเทคโนโลยี Deep Voice โดยประสิทธิภาพของ
โมเดลลดลงอย่างมีนัยยะส าคญั ทั้งน้ี ค่าความถูกตอ้งลดลงเหลือเพียง 30 % ดงันั้น แนวทางการแกไ้ขจึงเป็นการตั้งค่าขีดแบ่ง   
ให้มีความเขม้งวดมากขึ้น เช่น ค่า Threshold ท่ี 0.95 แต่ก็ตอ้งแลกมาดว้ยอตัราค่า False Negative ท่ีสูงมาก จึงจ าเป็นอยา่งย่ิง
ท่ีจะตอ้งมีการวิจยัและพฒันาในการพฒันาโมเดลท่ีมีความทนทานต่อเสียงปลอมแปลงดงักล่าว  
   
7. ข้อเสนอแนะ 
 ถึงแมว่้าโมเดลจะมีค่าความแม่นย  าอยูใ่นระดบัคอ่นขา้งดี โดยมีค่า Accuracy อยูท่ี่ประมาณ 75 % โดยค่า Threshold ท่ีมี
ความเหมาะสมในกรณีน้ีคือ 0.9 ซ่ึงจากค่าความถูกตอ้งในระดบัดงักล่าวยงัอยู่ในระดบัท่ีไม่สามารถใชง้านเพื่อการยืนยนั
ตวับุคคลดว้ยเสียงไดอ้ย่างสมบูรณ์ จึงยงัตอ้งมีการพฒันาต่อไป อย่างไรก็ตามสามารถใชก้ารยืนยนัตวับุคคลดว้ยเสียงควบคู่
กบัการยืนยนัตวับุคคลแบบหลายปัจจยัอื่น ๆ เช่น การยืนยนัตวับุคคลดว้ยรหัสผ่าน เพ่ือเป็นการเพ่ิมความเช่ือมัน่ในการ
ยืนยนัตวับุคคล ดงันั้น การวิจยัและพฒันาในเร่ืองดงักล่าวจึงมีความจ าเป็นต่อไปในอนาคต 
 นอกจากน้ี ควรมีการศึกษาวิจยัต่อไปเก่ียวกบัการเปรียบเทียบยืนยนัตวัตนระหว่างการยืนยนัตวัตนดว้ยลายน้ิวมือ 
และการยืนยนัตวัตนดว้ยเสียง เน่ืองจากปัจจุบนัลายน้ิวมือถูกใชอ้ยา่งแพร่หลายจนเป็นท่ียอมรับ หากมีการพฒันาเชิงเปรียบเทียบ
กับลายน้ิวมือ และหากผลลพัธ์การยืนยนัตัวตนด้วยเสียงใกล้เคียงกับลายน้ิวมือ จะท าให้การยืนยนัด้วยเสียงได้รับ
ความน่าเช่ือถือมากขึ้น 
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