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บทคัดย่อ 

 ในปัจจุบนัมีการเพิ่มขึ้นของจ านวนกลอ้งวงจรปิดในทุกสถานท่ี แต่อย่างไรก็ตามยงัมีอยู่หลายเหตุการณ์

ท่ีกลอ้งวงจรปิดไม่สามารถบนัทึกเหตุอาชญากรรมได ้ท าให้เจา้หน้าท่ีตอ้งสืบสวนสอบสวนจากผูเ้ห็นเหตุการณ์  

ค าบอกเล่าจากผูเ้ห็นเหตุการณ์เหล่าน้ีจะถูกใช้ในการเป็นหลกัฐานและสร้างภาพสเก็ตช์ใบหน้าส าหรับติดตาม

ผูก้ระท าความผิด แต่อยา่งไรก็ตามความถูกตอ้งของภาพสเก็ตหน้าผูก้ระท าความผิดนั้นปกติจะมีความถูกตอ้งท่ีน้อยอยู่ 

ขึ้นอยู่กบัความจ าและความสามารถในการอธิบายลกัษณะหน้าตาผูก้ระท าความผิดของผูเ้ห็นเหตุการณ์ ท าให้การ

บ่งช้ีตวับุคคลจากภาพสเก็ตช์ถือเป็นเร่ืองทา้ทาย อีกทั้งการจะหาภาพถ่ายบุคคลนั้น ในฐานขอ้มูลขนาดใหญ่โดยใช้

ภาพสเก็ตช์เป็นภาพเร่ิมตน้นั้นแทบจะเป็นไปไม่ได ้

 ดงันั้นงานวิจยัช้ินน้ี จึงไดด้ าเนินการตรวจสอบการใชอ้ลักอริทึมในการจบัคู่ภาพสเก็ตช์กบัภาพถ่ายผูต้อ้งสงสัย

ในฐานขอ้มูลขนาดใหญ่ได ้โดยน าเสนอโครงข่ายประสาทเทียมแบบสยามท่ีมีโครงข่ายฝาแฝดเป็นโครงข่ายคอนโวลูชนั 

และทดสอบประสิทธิภาพของโครงข่ายท่ีน าเสนอดว้ย ชุดขอ้มูลจาก The Chinese University of Hong Kong (CUHK) 

จากการทดสอบพบว่าอัลกอริทึมที่น าเสนอมีความสามารถในการจับคู่ภาพสเก็ตช์กับภาพถ่ายผูต้ ้องสงสัย 

ได้ความแม่นย  ามากกวา่ 98 เปอร์เซ็นต ์
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Abstract 

 Nowadays, there is an increase in the number of CCTV everywhere. However, there are still many cases 

when CCTV cannot capture criminal activities and officers have to rely heavily on the eyewitness report. 

The eyewitness report is used as a piece of evidence and creates forensic face sketches of the criminals.  

The accuracy of a forensic face sketch is normally low depending on the memory of the eyewitness and the ability of  

the eyewitness to explain. Therefore, identifying persons from forensic face sketches is very challenging. Moreover, 

manually searching for the suspected photo from a large database by using a forensic face sketch as input is rather 

impossible.  

 As a result, in this research, we investigate an algorithm to match a forensic face sketch to a suspected photo 

in a database. The model used here is the Siamese network with a twin convolution neural network. The model's performance 

is investigated using the dataset from the Chinese University of Hong Kong (CUHK). It was found that the proposed 

algorithm is able to match the forensic face sketch to the mugshot photo with an accuracy greater than 98 per cent. 

  
Keywords: Face sketch recognition, Siamese network, Convolution network, Forensic face sketch 
 
1. บทน า 

ปัจจุบนัเทคโนโลยีการรู้จ าใบหน้า (Face Recognition) โดยอาศยัภาพถ่ายหรือวิดีโอ ถือว่าเป็นเทคโนโลยีท่ีมีอตัรา
ความส าเร็จสูง และถูกน าไปใชอ้ย่างแพร่หลายในหลากหลายดา้น เช่น การตรวจจบัคนร้ายโดยอาศยัภาพจากกลอ้งวงจรปิด 
การเขา้ถึงขอ้มูลการเงินโดยอาศยัการรู้จ าใบหน้า รวมทั้งการรู้จ าใบหน้าเพื่อปลดล็อคโทรศพัท์สมาร์ทโฟน อย่างไรก็ตาม 
การรู้จ าใบหน้าโดยอาศยัขอ้มูลจากโดเมนท่ีแตกต่างกนั (Heterogeneous Face Recognition) เช่น การรู้จ าใบหน้าคนร้ายจาก
ภาพสเก็ตช์ก็ยงัเป็นปัญหาท่ีมีความทา้ทายเป็นอย่างมาก เน่ืองจากปัจจยัต่าง  ๆ เช่น ภาพสเก็ตช์ท่ีความคลาดเคล่ือนจาก
กระบวนการวาดเอง หรือความคลาดเคล่ือนในการการส่ือสารระหว่างพยานและผูส้เก็ตช์ภาพ [1, 2, 3] ซ่ึงความคลาดเคล่ือนต่าง  ๆ
เหล่าน้ี ท าให้อลักอริทึมส าหรับการรู้จ าใบหนา้จากภาพถ่ายสเก็ตชน์ั้นไม่ประสบความส าเร็จเท่าท่ีควร 

งานวิจยัท่ีเก่ียวกบัระบบรู้จ าใบหน้าจากภาพสเก็ตช์จะมีปัญหาหลกั คือ การท่ีตอ้งด าเนินการวิเคราะห์ภาพท่ีอยู่ในรูปแบบ
หรือโดเมนท่ีแตกต่างกนั [4] ตวัอย่างเช่น ภาพชนิดหน่ึงเป็นภาพถ่ายสี อีกชนิดเป็นภาพลายเส้น หรือเป็นภาพสเก็ตช์ท่ีสร้างขึ้นมา
จากโปรแกรมช้ินส่วนร่างประกอบ (Composite Face Sketch) การจะฝึกโครงข่ายประสาทเทียมเพื่อให้สามารถจบัคู่ภาพสเก็ตช์
กบัภาพถ่ายไดน้ั้น จึงมีความซับซ้อนและมีความยุ่งยากกว่าปรกติ อีกทั้งในกระบวนการใช้ภาพสเก็ตช์เพื่อคน้หาภาพถ่าย
ประวติัอาชญากรในกระบวนการนิติวิทยาศาสตร์เพื่อติดตามผูก้ระท าความผิดมาลงโทษก็จะมีอุปสรรคในกระบวนการสร้างภาพ
เพ่ิมเขา้มาอีก เพราะภาพสเก็ตช์ท่ีสร้างจากค าบอกเล่าของผูเ้ห็นเหตุการณ์จะมีความผิดพลาดจากความเป็นจริงอยู่มาก [5]  
ท าให้ความซบัซอ้นในกระบวนการฝึกของโครงข่ายประสาทเทียมมีความยากและความถูกตอ้งลดนอ้ยลงไปมาก  

กระบวนการพฒันาระบบรู้จ าใบหน้าจากภาพสเก็ตช์สามารถแบ่งออกเป็น 2 วิธี [6, 7] โดยวิธีท่ีหน่ึง คือการแปลงภาพ
ทั้งสองให้เป็นรูปแบบหรือโดเมนเดียวกนั โดยสามารถแปลงภาพสสเก็ตช์เป็นภาพถ่าย หรือแปลงภาพถ่ายเป็นภาพสเก็ตช์ 
จากนั้นน าภาพทั้งคู่ไปด าเนินการฝึกโครงข่ายประสาทเทียมเพ่ือให้มีขีดความสามารถในการจบัคู่ภาพสเก็ตช์และภาพถ่ายจริงได ้
ในขั้นตอนกระบวนการแปลงรูปแบบภาพนั้นสามารถกระท าไดห้ลากหลายวิธี [4, 8, 9] ในกรณีวิธีท่ีสองคือ การน าภาพสเก็ตช์
และภาพถ่ายดังเดิมมาใช้การฝึกแบบโครงข่ายประสาทเทียมโดยตรงเลย ให้สามารถพยากรณ์หรือจบัคู่ภาพไดถู้กตอ้ง 



ที่ 19 กรกฎาคม - ธนัวาคม 2566          25 
 

 

กระบวนการวิธีน้ีแม้ว่าจะมีความยากในการฝึกโครงข่ายประสาทเทียมในเร่ืองความแตกต่างของชุดข้อมูลทั้งสองชุด  
แต่มีขอ้ดีคือจะไม่มีเพ่ิมตวัแปรความคลาดเคล่ือน ในขั้นตอนของการแปลงภาพอยา่งในวิธีแรก [10, 11, 12]  

ในงานวิจยัช้ินน้ีจะเป็นน าเสนอการประยุกตใ์ชง้านโครงสร้างโครงข่ายประสาทเทียมแบบสยาม จากนั้นจะด าเนินการ
วิเคราะห์ศกัยภาพของโครงข่ายในการจบัคู่ภาพเหมือนระหว่างภาพถ่ายกบัภาพสเก็ตช์ลายเส้น ว่าความสามารถมีศกัยภาพ
และมีความเป็นไปไดใ้นการไปประยกุตใ์ชท้างนิติวิทยาศาสตร์เพื่อสามารถกลัน่กรองชุดภาพจากฐานขอ้มูลขนาดใหญ่ให้มี
จ านวนนอ้ยลงเพื่อให้เจา้หนา้ท่ีสามารถด าเนินการตรวจสอบต่อไปไดห้รือไม่  

 
2. วิธีด าเนินการวิจัย 
 

 
รูปท่ี 1  ขั้นตอนการใชโ้ครงข่ายประสาทเทียมแบบสยามในการพฒันาระบบรู้จ าใบหนา้จากภาพถ่ายและภาพสเก็ตช์ 

จากรูปท่ี 1 แสดงขั้นตอนการฝึกและประยุกต์ใช้แบบจ าลองโครงข่ายประสาทเทียมแบบสยามส าหรับระบบรู้จ า
ใบหน้าภาพถ่ายและภาพสเก็ตช์ โดยในงานวิจยัช้ินน้ีเป็นกระบวนการออกแบบและทดสอบประสิทธิภาพพ้ืนฐานของ
โครงข่ายประสาทเทียบแบบสยามก่อน ดงันั้นขั้นตอนแรกจะเร่ิมตน้ดว้ยชุดขอ้มูลภาพท่ีศิลปินวาดให้มีความใกลเ้คียงกบั
ตน้ฉบบัก่อน โดยใชชุ้ดขอ้มูลภาพ CUHK Face Sketch Database (CUFS) ซ่ึงเป็นชุดขอ้มูลภาพคู่ระหว่างภาพถ่ายหน้าตรง
และภาพสเก็ตช์ลายเส้นของ Chinese University of Hong Kong (CUHK) [13, 14] (แสดงตัวอย่างภาพถ่ายหน้าตรง
และภาพสเก็ตช์ โดยใช้ศิลปินวาดลายเส้นในชุดขอ้มูล  ดงัรูปท่ี 2) ซ่ึงจุดประสงค์ของชุดขอ้มูลน้ีคือ การสร้างฐานขอ้มูล
เพื่อฝึกแบบจ าลองโครงข่ายประสาทเทียมให้มีขีดความสามารถในการสังเคราะห์สร้างภาพสเก็ต ช์ให้เหมือนที่สุด
จากภาพถ่ายจริง โดยงานวิจยัน้ีเป็นการประยกุตใ์ชใ้นระบบรู้จ าใบหนา้จากภาพสเก็ตช์แทน 
 

 
รูปท่ี 2  ภาพแสดงตวัอยา่งภาพถ่ายหนา้ตรงและภาพสเก็ตช ์โดยใชศิ้ลปินวาดลายเส้นในชุดขอ้มูล CUFS [13]  

ขั้นตอนท่ีสองเป็นกระบวนการเตรียมภาพเพ่ือให้เหมาะแก่การน าไปใช้กบัโครงข่ายประสาทเทียมต่อไป โดยชุด
ขอ้มูลภาพ CUFS นั้นจะถูกแบ่งออกเป็น 100 คู่ส าหรับการฝึกโครงข่ายประสาทเทียมและอีก 88 คู่ จะใชใ้นการตรวจสอบ
ความถูกตอ้งและวิเคราะห์ประสิทธิภาพ ซ่ึงแต่ละคู่นั้นประกอบไปดว้ยภาพสเก็ตช์ลายเส้นหน่ึงภาพและภาพถ่ายหนา้ตรงอีกหน่ึงภาพ 
โดยภาพทั้งคู่นั้นจะถูกก าหนดดว้ยหมายเลขเดียวนั และจะถูกน ามาเขา้กระบวนการเตรียมภาพดงัน้ี 1) ด าเนินการตดัพ้ืนหลงั
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ของภาพออกทั้ งหมด  2) เลือกตัดเก็บไว้เฉพาะส่วนหน้า และ 3) แปลงภาพเป็นภาพสีโทนเทา (Greyscale Image)  
ขนาด 200x250 พิกเซล ดงัแสดงตวัอยา่งในรูปที่ 3 

 

 

 
รูปท่ี 3  ภาพแสดงตวัอยา่งการเตรียมชุดขอ้มูลภาพถ่ายและภาพสเก็ตช์เพื่อจะใชใ้นการฝึกโครงข่ายประสาทเทียมแบบสยาม 

ขั้นตอนท่ีสามคือ การด าเนินการฝึกโครงข่ายประสาทเทียมแบบสยาม ซ่ึงโครงข่ายชนิดน้ีเป็นโครงข่ายแบบแฝด 
ที่สามารถรับชุดขอ้มูลไดส้องชุดพร้อมกนัได ้ซ่ึงโครงข่ายทั้งสองจะใชน้ ้าหนกัเท่ากนั ในขณะท่ีท างานควบคู่ไปกบัเวกเตอร์อินพตุ
ท่ีแตกต่างกนัสองแบบเพื่อค านวณเวกเตอร์เอาต์พุตท่ีเปรียบเทียบกนัได้ โดยจากพฤติกรรมการท างานแบบแฝดน้ี ท าให้
สามารถแกปั้ญหาเร่ืองความแตกต่างของชุดขอ้มูลทั้งสองชุดท่ีตอ้งการจะเปรียบเทียบกนัได ้อีกทั้งโครงข่ายชนิดน้ียงัไดมี้
การน าไปใชใ้นงานวิจยัและทดสอบในกบัคู่ภาพมาแลว้หลายงาน เช่น การจบัคู่ภาพส่ิงของกบัภาพสเก็ตซ์แบบหยาบ [10] 
การจบัคู่ภาพหน้ากบัภาพสเก็ตซ์โดยใชข้อ้มูลจากกราฟฮิสโตแกรมของภาพ [11] การจบัคู่ภาพหน้ากบัภาพสเก็ตซ์โดยใช้
ขอ้มูลจากกราฟของส่วนประกอบของหนา้ [12] 

 ในงานวิจยัน้ี เลือกทดสอบการใช้โครงข่ายประสาทเทียมแบบสยาม ที่ประกอบไปดว้ยโครงข่ายประสาทเทียม
แบบคอนโวลูชัน (Convolutional Neural Network) สองข้าง โดยโครงข่ายฝาแฝดน้ีสามารถรับภาพน าเขา้ (Input Image) 
ส าหรับการฝึกไดพ้ร้อมกนัสองภาพและน าผลท่ีไดม้าเปรียบเทียบกนัเพื่อหาค่าความเหมือน (Similarity Index) ดงัตวัอย่าง
ในรูปที่ 4 และแผนภาพแสดงโครงสร้างของประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Network) 
ท่ีน าเสนอในงานวิจยัน้ี แสดงในรูปท่ี 5 
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รูปท่ี 4  ภาพแสดงโครงสร้างของโครงข่ายประสาทเทียมแบบสยาม (Siamese Neural Network) ของงานวิจยัน้ี 

 
 

 
 

รูปท่ี 5  ภาพแสดงโครงสร้างของโครงข่ายประสาทเทียมแบบคอนโวลูชนั (Convolutional Neural Network)  
ท่ีใชเ้ป็นโครงข่ายฝาแฝดในโครงข่ายประสาทเทียมแบบสยาม 

เน่ืองจากงานวิจยัน้ีตอ้งการทดสอบความเป็นไปได ้และประสิทธิภาพในการใชโ้ครงข่ายประสาทเทียมแบบสยามท่ีมี
โครงข่ายคอนโวลูชนัอยู่ภายในสองชุด ดงันั้นงานวิจยัน้ีจึงเลือกรูปแบบมาตรฐานของโครงข่ายคอนโวลูชนัจ านวน 5 ชั้น  
ซ่ึงแสดงด้วยแผ่นสีน ้ าเงิน และระหว่างนั้นจะมีชั้นของ Rectifier Layer (ReLu Layer) และชั้นของ Max Pooling Layer  
ซ่ึงแสดงดว้ยแผ่นสีเหลืองและสีเทาตามล าดบั กนัอยู่ระหว่างกลางของแต่ละชั้นของชั้นคอนโวลูชนั โดยในชั้นสุดทา้ยจะเป็นชั้น
ของ Fully Connected Layer ซ่ึงแสดงดว้ยแผน่สีส้ม  

ในขั้นตอนการฝึกนั้น ในแต่ละรอบของการฝึกนั้นจะมีการก าหนดเลือกภาพมาจ านวน 40 ภาพ จากนั้นอลักอลิทึม
จะด าเนินการสุ่มตวัเลขระหว่าง 0 และ 1 มา หากไดค้่ามากกว่า 0.5 จะเลือกภาพถ่ายหน้าตรงและภาพสเก็ตช์ของบุคคลคนกนัเดียวมา 
ในทางตรงกนัขา้มหากไดค้่าน้อยกว่า 0.5 จะด าเนินการสุ่มภาพถ่ายหน้าตรงและภาพสเก็ตช์ของบุคคลคนละคนกนั จากนั้น
จะด าเนินการส่งผา่นภาพแต่ละคู่เขา้สู่โครงข่ายประสาทเทียมแบบสยาม เม่ือเสร็จหน่ึงคู่จะด าเนินการท าซ ้ าจนครบทั้งหมดทุกภาพ 

Euclidean
distance

Similarity 
index

Shared 
weights

Image 
Encodings

Image 
inputs

Convolution 
Layer

10x10x64

ReLu 
layer

Max 
pooling 

layer

Convolution 
Layer

7x7x128

ReLu 
layer

Max 
pooling 

layer

Convolution 
Layer

4x4x128

ReLu 
layer

Max 
pooling 

layer

Convolution 
Layer

3x3x128

ReLu 
layer

Max 
pooling 

layer

Convolution 
Layer

5x5x256

ReLu 
layer

Fully connected layer
8192



28 วารสารวิทยาศาสตร์และเทคโนโลยีนายเรืออากาศ 
 

  

ถือว่าครบหน่ึงรอบของการฝึก จากนั้นจะด าเนินการค านวณค่าฟังกช์นัเป้าหมาย (Loss Function) เฉล่ียรวมท่ีไดจ้ากทุกคู่ภาพ 
จากนั้นจะด าเนินการปรับปรุงค่าของตวัแปรต่าง ๆ ให้ค่าฟังกช์นัเป้าหมายมีค่าความคลาดเคล่ือนลดนอ้ยลง 

ในขั้นตอนสุดทา้ยนั้นคือ การทดสอบ โดยการน าชุดภาพท่ีเหลืออีก 88 ภาพมาใชใ้นการทดสอบ โดยจะสุ่มภาพมารอบละ 
50 คู่ ซ่ึงใน 50 คู่น้ี จะมีทั้งคู่ท่ีเป็นภาพของบุคคลเดียวกนัและคู่ท่ีเป็นภาพของบุคคลคนละคนกนั จากนั้นจะน าภาพแต่ละคู่
เข้าสู่โครงข่ายประสาทเทียมแบบสยาม  และตรวจสอบว่าโครงข่ายประสาทเทียมสามารถพยากรณ์ภาพคู่ เหมือน  
และคู่ท่ีต่างกนัไดเ้ท่าใด และด าเนินการท าซ ้ าจนครบ 10 รอบ เพื่อท าการค านวณอตัราความถูกตอ้งของการพยากรณ์ว่ามี
ความถูกตอ้งทั้งหมดเป็นกี่เปอร์เซ็นต์จากการท านายทุกคู่ภาพ ซ่ึงผลที่ไดน้ั้นจะเป็นการช้ีวดัประสิทธิภาพของ
โครงข่ายการเรียนรู้เชิงลึกท่ีออกแบบและพฒันาในงานวิจยัน้ี  
 
3. ผลการวิจัย 

ขั้นตอนการด าเนินฝึกโครงข่ายประสาทเทียมนั้นไดด้ าเนินการตามท่ีอธิบายไวด้งักล่าวขา้งตน้ โดยผลลพัธ์ของกราฟ
แสดงค่าฟังก์ชันเป้าหมาย (Loss Function) ท่ีไดใ้นแต่ละรอบของการฝึกแบบจ าลองแสดงในรูปท่ี 6 โดยในกราฟน้ีเป็นการฝึก
โครงข่ายประสาทเทียมจ านวน 1500 รอบ ซ่ึงค่าของฟังกช์นัเป้าหมาย (Loss Function) ไดมี้การลดต ่าลงอยา่งรวดเร็วจาก 0.7 
จนต ่ากว่า 0.1 ภายใน 200 รอบของการฝึก จนมีค่าใกลก้บั 0 ท่ีการฝึก 1500 รอบ แสดงให้เห็นว่าโครงข่ายประสาทเทียมแบบสยาม
ตอบสนองไดดี้ต่อชุดขอ้มูลภาพ CUFS  

 

 
 

รูปท่ี 6  กราฟแสดงค่าฟังกช์นัเป้าหมาย (Loss Function) ท่ีไดใ้นแต่ละรอบของการฝึกโครงข่ายประสาทสยาม (Siamese Neural Network) 
 

เม่ือโครงข่ายประสาทเทียมแบบสยามได้ถูกฝึกเป็นท่ีเรียบร้อยแล้ว  โครงข่ายประสาทเทียมน้ีจะถูกทดสอบ
ประสิทธิภาพในการพยากรณ์ และค านวณหาค่าดชันีความคลา้ยของคู่ภาพสเก็ตช์กบัภาพถ่ายหน้าตรง ซ่ึงจากกระบวนการ
ทดสอบโครงข่าย (Model Validation) พบว่า โครงข่ายประสาทเทียมแบบสยามท่ีถูกพฒันาขึ้นในงานวิจยัน้ี มีค่าความถูกตอ้ง 
(Accuracy) ในการพยากรณ์หรือท านายว่าภาพสเก็ตช์กับภาพถ่ายหน้าตรงเป็นบุคคลเดียวกนัหรือไม่ มีความถูกตอ้ง
ถึง 98.6 เปอร์เซ็นต์ แสดงให้เห็นขีดความสามารถของโครงข่ายประสาทเทียมแบบสยามน้ีว่าเหมาะสมกบัชุดภาพสเก็ตช์
ลายเส้นชนิดน้ี แตอ่ยา่งไรก็ตามยงัมีความเป็นไปไดใ้นการต่อยอดกบัภาพสเก็ตช์ชนิดอื่น ๆ อีก 

รูปท่ี 7 แสดงตวัอย่างการค านวณหาดชันีความคลา้ยของภาพจ านวน 10 คู่ท่ีสุ่มขึ้นมา เพ่ือทดสอบโครงข่ายประสาทเทียม
แบบสยามท่ีผา่นการฝึกมาแลว้ ตวัอยา่งในภาพน้ีจะเห็นว่าภาพคู่ใดท่ีเป็นคู่ภาพของบุคคลเดียวกนัทั้งภาพสเก็ตช์และภาพถ่ายหน้าตรง 
ค่าคะแนนดชันีความคลา้ยจะมีค่าสูงและใกลเ้คียงกบัหน่ึงมาก ซ่ึงโครงข่ายประสาทเทียมแบบสยามก็จะสามารถพยากรณ์ได้
ว่าเป็นภาพบุคคลเดียวกันได้อย่างแม่นย  า ในทางตรงกันข้ามหากคู่ภาพของภาพสเก็ต ช์และภาพถ่ายหน้าตรงมาจาก
บุคคลคนละคนกนัแลว้ ค่าดชันีความคลา้ยจะมีค่าต ่าและใกลเ้คียงศูนย ์ท าให้โครงข่ายประสาทเทียมแบบสยามก็จะท านาย
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ออกมาว่าเป็นภาพของบุคคลคนละคนกนัไดอ้ย่างถูกตอ้ง โดยขอบเขตค่าดชันีความคลา้ยท่ีก าหนดไวใ้นกระบวนการฝึก 
และการพยากรณ์ว่าเป็นบุคคลเดียวกนัคือ ค่าดชันีความคลา้ยท่ีมากกว่า 0.5 

 

 
 

รูปท่ี 7  ตวัอยา่งการค านวณค่าดชันีความคลา้ยของภาพท่ีสุ่มมาเพื่อใชใ้นการพยากรณ์คู่ภาพเหมือนระหว่างภาพจริงและภาพสเก็ตช์ 

นอกจากน้ีแลว้ จากการปรับแต่งไฮเปอร์พารามิเตอร์พ้ืนฐาน พบว่า   
1) การเพ่ิมจ านวนชั้นของโครงข่ายคอนโวลูชันมากกว่า 5 ชั้น ท าให้มีประสิทธิภาพเพ่ิมขึ้นเพียงเล็กน้อย แต่การฝึก

และการพยากรณ์ตอ้งใช้เวลานานมากขึ้นอย่างสูง อีกทั้งโครงข่ายปัจจุบนัสามารถพยากรณ์ไดถู้กตอ้งถึง 98.6 เปอร์เซ็นต์  
แต่ในทางตรงกนัขา้ม หากลดจ านวนชั้นของโครงข่ายคอนโวลูชนันอ้ยลงกว่า 5 ชั้น พบว่า ประสิทธิภาพลดลงมาก 

2) ขนาดของรูปอินพุตท่ีใหญ่ขึ้น ท าให้ตอ้งลดจ านวนภาพในแต่ละรอบการฝึกลง ท าให้ไดป้ระสิทธิภาพลดลงไปดว้ย  
3) โครงสร้างโครงข่ายปัจจุบนัสามารถให้ค่าความถูกตอ้งท่ีมากกว่า 90 เปอร์เซ็นต ์จากการฝึกเพียง 500 รอบ 
 

4. แนวทางการน าผลงานวิจัยไปใช้ประโยชน์ 

งานวิจยัน้ีไดแ้สดงให้เห็นว่าโครงข่ายประสาทเทียมแบบสยามท่ีประกอบไปดว้ยโครงข่ายประสาทเทียมแบบคอนโวลูชนั
ฝาแฝดหน่ึงคู่ มีขีดความสามารถในการพยากรณ์คู่เหมือนระหว่างภาพถ่ายจริงและภาพสเก็ตช์ ซ่ึงจากขีดความสามารถน้ี 
สามารถน าไปประยุกตใ์นกระบวนการนิติวิทยาศาสตร์ เพื่อสืบคน้หาภาพถ่ายประวติัอาชญากรจากฐานขอ้มูลขนาดใหญ่ได ้
จากการใชภ้าพสเก็ตช์จากค าบอกเล่าเป็นภาพเร่ิมตน้ในกระบวนการสืบคน้  

โดยในหัวขอ้น้ีจะแสดงตวัอย่างแนวทางในการน าไปใชข้องโครงข่ายประสาทเทียมแบบสยามในกระบวนการสืบคน้หา
ภาพถ่ายผูต้อ้งสงสัยในฐานขอ้มูล โดยจะใชภ้าพสเก็ตช์ลายเส้นเป็นขอ้มูลตั้งตน้ในการคน้หา ซ่ึงในตวัอย่างน้ีไดเ้ลือกภาพสเก็ตช์
หมายเลขท่ี 8 ดงัแสดงในรูปที่ 8 (ก) จากนั้นภาพน้ีจะถูกสมมุติเป็นภาพสเก็ตช์ของคนบุคคลผูต้อ้งสงสัยท่ีไดจ้ากค าบอกเล่า
ของผูเ้ห็นเหตุการณ์ ขั้นตอนต่อไปภาพน้ีจะถูกส่งเขา้ไปในโครงข่ายประสาทเทียมแบบสยามเพ่ือเปรียบเทียบกบัภาพถ่าย
หน้าตรงภาพอื่น ๆ ในฐานขอ้มูล โดยผลลพัธ์ท่ีไดใ้นแต่ละการเปรียบเทียบ เป็นค่าดชันีความคลา้ยซ่ึงแสดงอยู่ในรูปท่ี 9 
จากนั้นเม่ือไดด้ชันีความคลา้ยจากการเปรียบเทียบภาพสเก็ตช์กบัภาพถ่ายหน้าตรงในฐานขอ้มูลมาครบแลว้ จะด าเนินการ
เรียงล าดบัค่าดชันีน้ีจากนอ้ยไปหามาก เพ่ือหาภาพถ่ายหน้าตรงท่ีมีความคลา้ยหรือมีคุณลกัษณะเหมือนกบัภาพสเก็ตช์ท่ีเป็น
ภาพตั้งตน้มากท่ีสุด 
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(ก)                                                   (ข) 

รูปท่ี 8  ตวัอยา่งภาพสเก็ตช ์(ก) และภาพถ่ายหนา้ตรงบุคคล (ข) หมายเลข 8 ในชุดขอ้มูล CUFS [13] 

 
รูปท่ี 9  ค่าดชันีความคลา้ยของภาพสเก็ตชใ์นรูปที่ 8 (ก) เทียบกบัภาพถ่ายหนา้ตรงในฐานขอ้มูลภาพท่ีใชท้ดสอบ 

 

 
รูปท่ี 10  แสดงภาพหนา้ตรงท่ีมีดชันีความคลา้ยกบัภาพสเก็ตชใ์นภาพท่ี 8 (ก) จ านวน 10 อนัดบัแรก 

ในรูปท่ี 10 แสดงภาพถ่ายหน้าตรง 10 อนัดบัแรกท่ีมีดชันีความคลา้ยมากท่ีสุด เม่ือเปรียบเทียบกบัภาพสเก็ตช์หมายเลข 8 
ในภาพท่ี 8 (ก) จากผลท่ีไดใ้นภาพน้ีจะเห็นไดว่้า โครงข่ายประสาทเทียมแบบสยามมีประสิทธิภาพในการคน้หาภาพถ่าย
หนา้ตรงจากภาพสเก็ตช์อย่างสูง ดงัเห็นไดจ้ากภาพของบุคคลคนเดียวกนั จะมีค่าดชันีความคลา้ยอยู่ในระดบัท่ีสูงมาก อยูท่ี่ 0.992 
ซ่ึงเป็นภาพของบุคคลคนเดียวกนัและแสดงอยู่ในรูปท่ี 8(ข) ในขณะท่ีอนัดบัสองมีดชันีความคลา้ยอยู่เพียง 0.068 และอนัดบัท่ี 10 
จะมีค่าดัชนีความคล้ายน้อยลงไปอีกมาก อยู่ที่  0.005 ซ่ึงค่าดัชนีความคล้ายของภาพคู่เหมือนและภาพคู่ต่างนั้น  
มีความแตกต่างกนัอย่างชัดเจน ซ่ึงแสดงให้เห็นว่าโครงข่ายประสาทเทียมแบบสยามน้ี สามารถแบ่งแยกภาพถ่ายบุคคล 
และภาพสเก็ตช์ไดอ้ยา่งมีประสิทธิภาพ 
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5. สรุปผลการวิจัย 

งานวิจ ัยชิ้นน้ีได้แสดงให้เห็นว่าโครงข่ายประสาทเทียมแบบสยามที่ประกอบไปดว้ยโครงข่ายประสาทเทียม
แบบคอนโวลูชนัฝาแฝดนั้น มีศกัยภาพเพียงพอในการพยากรณ์ความเหมือนระหว่างภาพจริงและภาพสเก็ตช์ โดยในงานวิจยัน้ี
ไดแ้สดงให้เห็นถึงความเป็นไปไดใ้นการน าไปใชใ้นกระบวนการนิติวิทยาศาสตร์เพื่อสืบคน้หาภาพถ่ายประวติัอาชญากร
จากฐานขอ้มูลขนาดใหญ่ โดยใชภ้าพสเก็ตช์จากค าบอกเล่าของผูเ้ห็นเหตุการณ์เป็นภาพเร่ิมตน้ในกระบวนการสืบคน้  

โดยแนวทางในการพฒันาต่อยอดงานวิจยัช้ินน้ี คือการประยกุต์ใชโ้ครงข่ายประสาทเทียมแบบสยามน้ีกบัภาพสเก็ตช์
ในรูปแบบอ่ืน อย่างเช่นชุดขอ้มูลภาพสเก็ตช์ท่ีสร้างขึ้นจากซอฟต์แวร์ ท่ีมีวตัถุประสงคเ์พื่อลดเวลาท างานของศิลปินและไดภ้าพ
จ านวนมาก โดยจะเลือกช้ินส่วนต่าง ๆ ของหน้ามาประกอบขึ้นเป็นหน้าบุคคล โดย Galea & Farrugia [15] ไดอ้ธิบายและ
รวบรวมชุดขอ้มูลภาพสเก็ตช์ชนิดน้ีไวใ้นงานวิจยัของเขา และในกรณีสุดทา้ย คือการต่อยอดไปใชก้บัภาพสเก็ตช์บุคคลตอ้งสงสัย
ท่ีสร้างจากกระบวนการเฉพาะทางของส านกังานต ารวจแห่งชาติ เพ่ือให้อลักอลิทึมและโครงข่ายประสาทเทียมน้ีมีศกัยภาพ
ท่ีสูงขึ้นและสามารถน าไปใชไ้ดจ้ริงในทางนิติวิทยาศาสตร์ 
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