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บทคัดย่อ 

 เทคโนโลยีการขับขี่อ ัตโนมัติของเรือผิวน ้า กล้องเป็นส่ิงจ าเป็นส าหรับการก าหนดเส้นทางและ

การตรวจจบัวตัถุ เพื่อหลีกเล่ียงส่ิงกีดขวางหรือหลีกเล่ียงการชนกนัของเรือ ส่ิงท่ีส าคญัคือการติดตามการเคล่ือนไหว

ของเรือท่ีรู้จัก ในบทความน้ีไดใ้ช้ชุดขอ้มูลการเดินเรือของไทย และการรวบรวมภาพขอ้มูลส าหรับแบบจ าลอง

ฝึกอบรม จากนั้นจะน าเสนอการจดจ าว ัตถุด้วยวิธี AlexNet ด้วยการจ าลองและประเมินผลการปฏิบัติงาน

ในสภาพแวดลอ้มการเดินเรือท่ีแตกต่างกนั จากนั้นจะเสนออลักอริทึมการติดตามเพื่อติดตามวตัถุท่ีระบุโดยเฉพาะอยา่งยิง่

ในการประเมินผลดว้ยวิดีโอท่ีมีการเคล่ือนไหวสูง ในงานวิจยัน้ีใช้ภาพรวม 300 ภาพ แบ่งเป็นตวัอย่างการฝึก 200 ภาพ 

และตวัอยา่งทดสอบ 100 ภาพ มีการวดัประสิทธิภาพของอลักอริทึมดว้ยค่า (Confusion Matrix) ผลการทดลองมีประสิทธิภาพ

ของทั้ง precision, recall และ f1-score โดยมีค่า Precision เท่ากบั 71.3%, Recall เท่ากบั 95.4% และ F1-score เท่ากบั 81.6%   

ค าส าคัญ: การขบัขี่อตัโนมติัของเรือผิวน ้า, การจดจ าวตัถุ, อลักอริทึมการติดตาม, วิธี AlexNet,   

Abstract 
 Automatic Watercraft Driving Technology: Cameras are essential for path determination and object detection 
to avoid obstacles and prevent ship collisions. The key focus lies in tracking the recognizable ship movements. 
In this article, the authors used Thai ship movement data and collected image data to develop a training model. 
They then presented an object recognition method using AlexNet, simulated different maritime environments, and 
evaluated the model's performance. Subsequently, they proposed a tracking algorithm for precise object tracking, 
especially in high-motion video evaluations. The study utilized a total of 300 images, divided into 200 training 
samples and 100 testing samples. Performance was assessed using a confusion matrix, and the experimental results 
revealed high efficiency, with precision, recall, and F1-score values of 71 .3%, 95.4%, and 81.6%, respectively. 
These results demonstrate that the tracking algorithm outperforms real-time online tracking in terms of object 
tracking accuracy. 
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10 วารสารวิทยาศาสตร์และเทคโนโลยีนายเรืออากาศ 

1. บทน า 
เทคโนโลยีการขบัขี่อตัโนมติันั้นไดรั้บความสนใจอย่างมากในช่วงไม่ก่ีปีท่ีผ่านมา โดยเทคโนโลยีเหล่าน้ีจะใช้การ

ประมวลผลขอ้มูลจากเซ็นเซอร์เพ่ือช่วยให้สามารถขบัเคล่ือนไดโ้ดยไม่ตอ้งมีผูข้บัขี่ โดยระบบน้ีสามารถท างานไดโ้ดยอิง
ตามสภาพแวดล้อมและข้อมูลท่ีได้รับจากเซ็นเซอร์ต่าง ๆ ซ่ึงการออกแบบระบบส่ือสารส่งผ่านข้อมูล และการพฒันา
ซอฟต์แวร์ไดพ้ฒันาไปอย่างรวดเร็ว ยานพาหนะต่าง ๆ เช่น รถยนต์ เรือ และโดรน ในอนาคตควรท่ีจะสามารถจดจ าและ
ตอบสนองถึงส่ิงกีดขวางท่ีอยู่เบ้ืองหน้าได้อย่างรวดเร็วเพื่อขับเคล่ือนตัวเองโดยปราศจากการแทรกแซงของมนุษย์  
การพฒันาความสามารถในการขบัขี่อตัโนมัตินั้นอาจอาศยัเทคโนโลยีต่าง ๆ ประกอบดว้ย เพ่ือให้การท างานดีขึ้น เช่น 
กล้องไลดาร์ LIDAR (Light Detection and Ranging) เป็นเลเซอร์การถ่ายภาพ การตรวจจับ และการวดัระยะทาง GPS 
(Global Positioning System) ระบบระบุต าแหน่งบนพ้ืนโลก และ SONAR (Sound Navigation and Ranging)  ระบบการหา
ต าแหน่งวตัถุใตน้ ้าโดยการส่งคล่ืนเสียงและรับเสียงสะทอ้น นอกจากน้ีในส่วนของการเดินเรือเรือผิวน ้าอตัโนมติัสามารถใช้
ระบบระบุตวัตนอตัโนมติั AIS (Automatic Identification System) ซ่ึงเป็นระบบฐานขอ้มูลต าแหน่งอตัโนมติัทัว่โลก โดยจะ
อิงจากการติดตั้งตวัรับสัญญาณขนาดเลก็เขา้กบัเรือ ท่ีส่งสัญญาณอยา่งต่อเน่ือง แจง้เตือนเรือล าอ่ืนและสถานีฝ่ังท่ีมีเคร่ืองรับ
สัญญาณ AIS อยู่ และ GPS (Global Positioning System) ระบบการน าทางดว้ยดาวเทียมซ่ึงประกอบดว้ยดาวเทียมอยา่งนอ้ย 
24 ดวง โดย GPS (Global Positioning System) สามารถปฏิบติัการไดใ้นทุกสภาพอากาศ ทุกท่ีในโลก ตลอด 24 ชั่วโมงต่อวนั 
ทั้งน้ีเพ่ือเพ่ิมความสามารถในการตรวจจบัเรือขา้งเคียงและป้องกนัการชนกบัเรือล าอ่ืน เรือขนาดเล็ก หรือทุ่นต่าง ๆ แต่ในส่วน
ของเรือเล็กและเรือคายคัส่วนมากจะไม่มีเคร่ืองส่งสัญญาณของ AIS (Automatic Identification System) เรือประมงผิด
กฎหมายท่ีออกหาปลาในเวลากลางคืนโดยไม่ไดรั้บอนุญาต อาจปิด AIS (Automatic Identification System)  ส่งผลให้เกิด
อุบติัเหตุทางเรือ เทคโนโลยีในอนาคตจ าเป็นตอ้งจดจ าวตัถุโดยใชวิ้ดีโอจากกลอ้งเพื่อป้องกนัอุบติัเหตุทางทะเล เช่น การชนกนั
ของเรือโดยไม่คาดคิด หลงัจากการระบุเรือท่ีอยู่รอบ ๆ ประมวลผลขอ้มูล เช่น แนวการเคล่ือนท่ี ความเร็ว และทิศทางของ
เรือล าอื่นจ าเป็นตอ้งวางแผนเพื่อหลีกเล่ียงการชนกนั เพราะการรับรู้วตัถุในวิดีโอจะด าเนินการทีละเฟรม เป็นไปไม่ไดท่ี้จะ
ตรวจพบการเปล่ียนแปลงในต าแหน่งของวตัถุท่ีก าหนดเม่ือเวลาผ่านไป ส าหรับการน าทางในเส้นทางจ าเป็นต้องมี
เทคโนโลยีการติดตามวตัถุดว้ยเพื่อก าหนดเส้นทางการเคล่ือนท่ี ความเร็ว ทิศทาง ฯลฯ มีการศึกษาหลายเร่ืองเก่ียวกบัการ
ตรวจหาและติดตามวตัถดุว้ยวิดีโอ [1–9] การรู้จ าวตัถุแบบ Deep-Learning เช่น R-CNN ออกแบบมาส าหรับการตรวจจบัวตัถุได้
อยา่งยืดหยุน่ (บริเวณท่ีมี Convolutional Neural คุณสมบติัเครือข่าย) และ YOLO (You Only Look Once) ท่ีสามารถตรวจจบั
แมก้ระทัง่วตัถุท่ีมนัซอ้นกนัไดด้ว้ย โดยมีโครงสร้างท่ีค่อนขา้งซบัซอ้นของกริดในแต่ละชั้นท่ีเล็กลงเร่ือย ๆ ในแต่ละเลเยอร์
ระบุต  าแหน่งของวตัถุและท านายประเภทของมนัในสตรีมภาพจากกลอ้ง [1,10] การติดตามอลักอริทึมประเมินว่าเป็นวตัถุเดียวกนั
หรือไม่เม่ือติดตั้งกลอ้งบนเรือแลว้  

เน้ือหาโดยสรุปมีเป็นการศึกษาการพฒันาระบบการขบัขี่อตัโนมติัส าหรับเรือผิวน ้ า โดยระบบน้ีจะใชเ้ทคโนโลยีการ
รับรู้วตัถุและติดตามวตัถุจากกลอ้งวิดีโอเพื่อตรวจจบัเรือท่ีอยู่รอบ ๆ และป้องกนัการชนกัน และวตัถุประสงค์ย่อยของ
การศึกษา ไดแ้ก่ ศึกษาเทคโนโลยีการรับรู้วตัถุและติดตามวตัถุจากกลอ้งวิดีโอ พฒันาระบบการรับรู้วตัถุและติดตามวตัถุจาก
กลอ้งวิดีโอส าหรับเรือผิวน ้ า และการทดสอบและประเมินประสิทธิภาพของระบบการรับรู้วตัถุและติดตามวตัถุจากกลอ้ง
วิดีโอส าหรับเรือผิวน ้า จากเน้ือหาท่ีระบุไว ้การศึกษาเหล่าน้ีจะมุ่งเนน้ไปท่ีการพฒันาระบบการรับรู้วตัถุและติดตามวตัถุจาก
กล้องวิดีโอส าหรับเรือผิวน ้ า โดยระบบน้ีจะใช้เทคโนโลยีการรู้จ าวตัถุแบบ Deep-Learning เช่น R-CNN และ YOLO  
เพ่ือตรวจจบัเรือท่ีอยูร่อบ ๆ และติดตามการเคล่ือนไหวของเรือเหล่านั้น เพ่ือป้องกนัการชนกนัของเรือ โดยระบบท่ีพฒันาขึ้น
น้ีจะช่วยเพ่ิมความปลอดภยัในการเดินเรือและลดอุบติัเหตุทางทะเล 
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ส าหรับวตัถุประสงค์หลกัในการวิจัยน้ีคือการพฒันาระบบการการจ าแนกและติดตามวตัถุส าหรับเรือผิวน ้ า และ
ประเมินประสิทธิภาพของระบบ โดยผลการทดลองแสดงให้เห็นว่าระบบการติดตามวตัถุมีประสิทธิภาพสูง สามารถน าไป
ประยุกต์ใชเ้พ่ือเพ่ิมความปลอดภยัในการเดินเรือได ้และวตัถุประสงคย์่อยเพื่อศึกษาเทคโนโลยีการรู้จ าวตัถุแบบ Deep-Learning 
เพื่อน ามาประยุกต์ใช้ในการพฒันาระบบการติดตามวตัถุ เพื่อพฒันาชุดขอ้มูลการเดินเรือของไทย และเพื่อใช้ส าหรับการ
ฝึกอบรมโมเดลการติดตามการเคล่ือนไหวของเรือท่ีอยูใ่นสภาพแวดลอ้มการเดินเรือท่ีแตกต่างกนั 

 งานวิจยัน้ีน าเสนอการจ าแนกและการติดตามเรือผิวน ้ าดว้ยระบบอตัโนมติัเพื่อศึกษาการตรวจเรือดว้ยปัญญาประดิษฐ์

เชิงลึก (Deep-Learning)  ซ่ึงท่ีเหลือของบทความน้ีมีการจดัระเบียบดงัต่อไปน้ี ส่วนท่ี 2 ขอบเขตงานวิจยัท่ีน าเสนอ ส่วนท่ี 3 

กล่าวถึงทฤษฎีท่ีเก่ียวข้อง ส่วนท่ี 4 การด าเนินการวิจัย ส่วนท่ี 5 ผลการวิจัย ส่วนท่ี 6 สรุปผล และสุดท้ายส่วนท่ี 7  

เป็นขอ้เสนอแนะ  
 

2. ขอบเขตงานวิจัย 

ชุดขอ้มูลรูปภาพถูกสร้างขึ้นในลกัษณะท่ีเป็นรูปภาพเดียวบนัทึกทุก ๆ  ห้าเฟรม เน่ืองจากเฟรมท่ีต่อเน่ืองกนัมีความคลา้ยคลึง
กนัในระดบัสูงอาจเกิด Overfitting ส าหรับวตัถุท่ีเปิดเผยในรูปแบบเดียวกนั และดงันั้นจึงไม่ไดเ้ลือกทุกเฟรมของวิดีโอ  
ท าการดึงภาพจ านวน 300 ภาพจากวิดีโอ 5 รายการของเรือประเภทต่าง ๆ แสดงจ านวนวตัถุท่ีแยกจากขอ้มูล เพื่อป้องกนัการ
โอเวอร์ฟิต จึงรวบรวมภาพวตัถุจ านวน 300 ภาพ ประกอบไปดว้ยเรือประเภทต่างกนั 5 ประเภท คือเรือน ้ ามนั, เรือขนส่ง, 
เรือหาปลา, เรือรบ และเรือพายขนาดเลก็ โดยใชก้ลอ้งเวบ็แคม การทดลองการรับรู้และติดตามวตัถุด าเนินการบนเซิร์ฟเวอร์
ท่ีมี CPU Intel Xeon E5-2620, RAM 16 GB และ GTX สองตวั GPU 1080Ti ระบบปฏิบติัการและเฟรมเวิร์กคือ window10 
และ Darknet ตามล าดบั 

ในเอกสารน้ีใช้ชุดขอ้มูล Cifar-10 ปรับขนาดภาพ 32 × 32 น ามาแบ่ง เป็นตวัอย่างการฝึก 200 ตวัอย่าง และตวัอย่าง
ทดสอบ 100 ตวัอยา่ง  

 
3. ทฤษฎีที่เกี่ยวข้อง 

การจ าแนกวตัถุจะแยกคุณลกัษณะของวตัถุท่ีจะตรวจพบก่อนจากนั้นจะจดจ าคุณสมบติัเหล่านั้นภายในภาพท่ีก าหนด 
เทคนิคการตรวจจบัวตัถุต่าง ๆ เช่น ตวัตรวจจบั Canny Edge, Harris Corner, HOG (ฮิสโตแกรมของการไล่ระดบัสี) และ 
SIFT (การแปลงคุณลกัษณะท่ีไม่แปรเปล่ียนมาตราส่วน) ถูกน าเสนอในอดีต [11–14]  การเรียนรู้ไดรั้บความนิยมมากขึ้น
ในช่วงไม่ก่ีปีท่ีผ่านมาอาทิ เช่น อลักอริทึมการรับรู้ CNN (Convolutional Neural Network)  การค านวณน้ีจะเร่ิมจากการ
ก าหนดค่าในตัวกรอง (Filter) หรือเคอร์เนล (Kernel) ท่ีช่วยดึงคุณลกัษณะท่ีใช้ในการรู้จ าวตัถุออก โดยปกติตัวกรองเคอร์เนล
อนัหน่ึงจะดึงคุณลกัษณะท่ีสนใจออกมาไดห้น่ึงอยา่งจึงจ าเป็นตอ้งใชต้วักรองหลายตวักรองดว้ยเพ่ือหาคุณลกัษณะทางพ้ืนท่ี
หลายอย่างประกอบกัน Mask R-CNN (Mask Regional Convolutional Neuron Network) ภูมิภาคท่ีมีคุณสมบัติโครงข่าย
ประสาทเทียมแบบ Convolutional และ VGG (Visual Geometry Group) ถูกแนะน าให้ใชก้ลุ่ม Visual Geometry และ ResNet 
Residual Network ส าหรับวตัถุการรับรู้ [10,15,16] การค้นหาวตัถุโดยใช้การจดัหมวดหมู่วตัถุโดยใช้การจ าแนกภูมิภาค 
ขอ้เสียของการตรวจจบัแบบสองขั้นตอนคือ ตรวจจบัวตัถุไดช้้าท าให้การตรวจจบัตามเวลาจริงไม่สามารถท าได ้YOLO 
เคร่ืองตรวจจบัแบบขั้นตอนเดียวท่ีจดัท าขอ้เสนอระดบัภูมิภาคและการจดัหมวดหมู่พร้อมกนัไดรั้บการเสนอให้อ านวยความสะดวก
ในการตรวจจบัตามเวลาจริง [1] YOLO เป็นการจ าแนกวตัถุท่ีใช้วิธีการท่ีเรียกว่า “Fast Single-Shot Detection” ซ่ึงจะเป็น
วิธีการท่ีสามารถตรวจจบัวตัถุไดจ้ากการส่งผา่นรูปภาพเขา้ไปในระบบเพียงคร้ังเดียว โดยใชห้ลกัการของโครงข่ายประสาท
แบบคอนโวลูชนั อลักอริทึม YOLO มีการพฒันาอยา่งต่อเน่ือง ตวัแรกท่ีสร้างขึ้นบน GoogLeNet มีโครงสร้างเครือข่ายแบบ 
24 Convolutional เลเยอร์ และสองเลเยอร์ท่ีเช่ือมต่ออยา่งสมบูรณ์ดว้ยอตัราการตรวจจบั 45 เฟรมต่อวินาทีใน [17] YOLOv2 
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หรือท่ีรู้จกัในช่ือ YOLO9000 ไดเ้สนอการเพ่ิมประสิทธิภาพสิบประการมีองคป์ระกอบ เพื่อจดัการกบัอตัราการตรวจจบัท่ีไม่ดี
ของ YOLO แรก และแสดง mAP เ พ่ิมขึ้ น 15 เปอร์เซ็นต์ เ ม่ือเปรียบเทียบกับ YOLO เ ร่ิมต้น YOLOv3 ขึ้ นอยู่กับ
สถาปัตยกรรม YOLOv2 อย่างไรก็ตามเครือข่ายหลกัคือ Darknet-53 และใช้การเช่ือมต่อแบบส้ัน ResNet [18] ใน [19] 
YOLOv4 ใช ้CSPDarknet53 SPP (การรวมพีระมิดเชิงพ้ืนท่ี) และ PAN (การรวมเส้นทาง) และ YOLOv3 ยงัใชเ้พื่อปรับปรุง
ความแม่นย  าและประสิทธิภาพ นอกจากน้ียงัแสดงให้เห็นว่าดว้ยการใชก้ลยทุธ์การค านวณแบบคู่ขนาน การเรียนรู้ท่ีรวดเร็ว
และแม่นย  าสามารถท าไดท้  าได้แม้ในสภาพแวดล้อมการฝึกสอน GPU เดียวในการติดตามวตัถุ เทคนิคในการตรวจจบั
วตัถุที่เคลื่อนที่ขา้มเวลาความคล้ายคลึงกันระหว่างเฟรมต่อเนื่อง  เพื่อด าเนินการติดตามวตัถุโดยเฉพาะ FairMOT 
(การติดตามหลายวตัถุอย่างยุติธรรม) SORT (การติดตามออนไลน์และเรียลไทม์อย่างง่าย) และ การติดตามแบบออนไลน์
และเรียลไทม์อย่างง่ายเชิงลึกเป็นอลักอริทึมการติดตามวตัถุ [2–4] ใน [2] FairMOT ด าเนินการตรวจจบัวตัถุและฟังก์ชนั Re-ID 
อย่างสมดุล โดยมีอตัราเฟรมเท่ากบั 30 เฟรมต่อวินาที เพื่อลดตน้ทุนการค านวณ SORT ใชต้วักรองคาลมานและอลักอริทึม
ฮงัการี [3] เน่ืองจากตวักรองคาลมานคาดการณ์ต าแหน่งของวตัถุตามดว้ยความเร็วก่อนหนา้น้ี การติดตามในกรณีท่ีวตัถุสอง
ช้ินทบัซ้อนกนัหรือเปล่ียนทิศทางอย่างรวดเร็ว ใน [4] ใชอ้ลักอริทึมของฮงัการีโดยสะทอ้นความลึกคุณลกัษณะการเรียนรู้ 
(Re-ID) ในตวักรอง Kalman เพ่ือติดตามวตัถุแมว่้าจะทบัซอ้นกนัและเปล่ียนทิศทางในการประเมินว่าวตัถุท่ีรู้จกัส าหรับแต่ละเฟรมนั้น
เหมือนกบัเฟรมก่อนหนา้หรือไม่ การติดฉลาก ID จะด าเนินการตามความคลา้ยคลึงกนัของวตัถุจากนั้นจะติดตามแต่ละวตัถุ
จ านวนมากในเฟรมมีการศึกษาต่าง ๆ เก่ียวกบัการจดจ าและติดตามเรือดว้ยภาพในอุตสาหกรรมต่อเรือใน [5] แบบจ าลอง
การจดจ าวตัถุใช ้YOLOv2 และโทโพโลยีโครงข่ายประสาทเทียมไดรั้บการปรับแต่งเพื่อปรับปรุงความแม่นย  า ใชข้อ้มูลการ
ฝึกสอนประกอบดว้ย 159 ภาพท่ีรวบรวมจากชุดขอ้มูลจากไทย อย่างไรก็ตามเน่ืองจากฉลากไม่สม ่าเสมอกนัแบบกระจาย 
ประสิทธิภาพการตรวจจับส าหรับแต่ละคลาสจะแตกต่างกันอย่างมาก นอกจากน้ีในขณะที่โมเดลที่ได้รับสามารถ
ประมวลผลแบบเรียลไทม์ท่ี 30 เฟรมต่อวินาที การเรียกคืนความแม่นย  า และ mAP แสดงผลการท างานค่อนขา้งต ่าท่ี 76% 
66% และ 69.79% ตามล าดบั ใน [7] Ship-YOLOv3 ถูกเสนอเพ่ือเพ่ิมความแม่นย  าของเป้าหมายเรือการตรวจจบั เม่ือเทียบกบั 
YOLO3 ความแม่นย  าและการเรียกคืนเพ่ิมขึ้น 12.5% และ 11.5% ตามล าดบั อย่างไรก็ตาม เน่ืองจากมีเพียงสามป้ายก ากบั
และใช้ขอ้มูลจากกลอ้งติดตั้งบนสะพาน จึงไม่เหมาะส าหรับวิดีโอท่ีมีการเคล่ือนไหวสูง ใน [6] การตรวจจบัวตัถุวิธีการ
ติดตามแบบจ าลองและวตัถุถูกน ามาใช้โดยใช ้YOLOv3 เม่ือเปรียบเทียบกบัรุ่นก่อนหน้า YOLOv3 ท่ีไดรั้บการปรับปรุงจะเพ่ิม 
mAP และ FPS 5% และ 2% ตามล าดบั ซ่ึงแสดงให้เห็นว่ามีประสิทธิภาพเหนือกว่า อย่างไรก็ตามไม่เพียงพอท่ีจะน าไปใช้
กบัพ้ืนผิวท่ีเป็นอิสระในการเดินเรือ เน่ืองจากไดรั้บการทดสอบดว้ยวิดีโอส่ีรายการจากกลอ้งคงท่ีเท่านั้น องคป์ระกอบของภาพ
ไม่สามารถคงท่ีไดเ้น่ืองจากการเคล่ือนท่ีของเรือ เพราะวตัถุมีการเคล่ือนท่ีต่อเน่ืองในกรอบและออกนอกเฟรม เป็นการยากท่ี
จะรับรู้ว่าเป็นวตัถุเดียวกนัในสถานการณ์นั้น นอกจากน้ีเรือหลายขนาดยงัทบัซ้อนกนัในวิดีโอดว้ยการเคล่ือนท่ีไปในทิศทางต่าง ๆ  
เพ่ือให้วตัถุท่ีทบัซอ้นกนัหายไปหนา้จอ เม่ือวตัถุท่ีซ่อนอยูป่รากฏขึ้นอีกคร้ังวตัถุนั้นจะถูกจดจ าว่าเป็นวตัถุอ่ืน ดงันั้นจึงเสนอ
อลักอริทึมการจดจ าและติดตามวตัถุส าหรับวิดีโอเคล่ือนไหว ขอ้มูลการฝึกสอนนบัพนัจะถูกใชแ้ละการถ่ายโอนใชเ้ทคนิค
การเรียนรู้เพื่อหลีกเล่ียงการขาดแคลนขอ้มูลการฝึกสอนและความไม่สมดุลของป้ายก ากบั แบบจ าลองการรับรู้ตาม YOLO 
ถูกเสนอส าหรับการจดจ าวตัถุใช้ YOLO เพื่อการจดจ า เน่ืองจากสามารถตรวจจบัวตัถุไดอ้ย่างรวดเร็วและติดตามวตัถุได้
จ าเป็นตอ้งมีอตัราการรับรู้ท่ีรวดเร็ว จากนั้นจึงน าเสนออลักอริทึมการติดตามท่ีใช ้IoU_Matching และ ORB_and_Size_Matching  

3.1 โครงข่ายประสาทเทียม  
 โครงข่ายประสาทเทียม (Artificial Neural Network) เป็นโมเดลค านวณทางคณิตศาสตร์ท่ีจ าลองการท างานของ

ระบบประสาทเทียมในสมองของมนุษย ์โดยมีวตัถุประสงคเ์พื่อใชใ้นการแกไ้ขปัญหาทางคณิตศาสตร์และการเรียนรู้เชิงลึก 
(Deep Learning) โดยรับข้อมูลเข้ามาผ่านชั้นของโหนด (Node) หรือเรียกว่าเซลล์ประสาทเทียม (Neuron) แล้วน าไป
ประมวลผลผ่านชั้นต่าง ๆ เพื่อสร้างโมเดลการเรียนรู้และการจ าแนกขอ้มูล โดยโครงสร้างของโครงข่ายประสาทเทียม
ประกอบไปดว้ยชั้นของโหนดหลาย ๆ ชั้นท่ีเช่ือมต่อกนัเป็นเครือข่าย และมีการก าหนดน ้ าหนกัในการเช่ือมต่อของโหนด
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เพื่อให้เกิดผลลพัธ์ท่ีตอ้งการ โครงข่ายประสาทเทียมมีความสามารถในการเรียนรู้แบบเชิงลึก ท าให้สามารถจ าแนกและรู้จ า
ลกัษณะของขอ้มูลไดอ้ยา่งมีประสิทธิภาพเพ่ิมขึ้น ส่วนใหญ่ถูกน ามาใชง้านในการจ าแนกภาพ ประมวลผลเสียง และการแยก
ประเภทของขอ้มูลอื่น ๆ  ในช่วงไม่ก่ีปีท่ีผา่นมา โครงข่ายประสาทเทียมไดเ้ป็นเคร่ืองมือท่ีส าคญัส าหรับการพฒันาโมเดลการเรียนรู้
และการจ าแนกขอ้มูลของโปรแกรมคอมพิวเตอร์ [20] โดยโครงสร้างของโครงข่ายประสาทเทียม แสดงดงัรูปที่ 1 

 

 
รูปท่ี 1  โครงสร้างของโครงข่ายประสาทเทียม (Artificial Neural Networks) [21]  

 
3.2 การด าเนินการของ Pooling  

Pooling เป็นหน่ึงในชั้นของโมเดลโครงข่ายประสาทเทียม ท่ีใชส้ าหรับลดขนาดของขอ้มูลภายในชั้นก่อนท่ีจะส่งต่อไป
ยงัชั้นต่อไป การลดขนาดของขอ้มูลจะช่วยในการลดการค านวณและการประมวลผลท่ีจ าเป็นในโมเดลโครงข่ายประสาทเทียม 
Pooling มีหลายวิธีการด าเนินการ โดยท่ีวิธีการท่ีนิยมใชม้ากท่ีสุดคือ Max Pooling และ Average Pooling  

Max Pooling: การเลือกค่าสูงสุดในช่วงของขอ้มูลส าหรับส่วนท่ีตอ้งการลดขนาด โดยเลือกค่าสูงสุดจากส่วน
ของข้อมูลท่ีก าหนดขนาด (ตัวอย่างเช่นการก าหนดส่วนของข้อมูลเป็นขนาด 2x2 จะเลือกค่าสูงสุดในช่วงของข้อมูล 
4 ตวัเลข) 

Average Pooling: การเลือกค่าเฉล่ียของช่วงของขอ้มูลส าหรับส่วนท่ีตอ้งการลดขนาด โดยเลือกค่าเฉล่ียจากส่วน
ของข้อมูลท่ีก าหนดขนาด (ตัวอย่างเช่นการก าหนดส่วนของข้อมูลเป็นขนาด 2x2 จะเลือกค่าเฉล่ียของช่วงของข้อมูล  
4 ตวัเลข) 

การใช ้Pooling จะช่วยลดขนาดของขอ้มูล เพ่ือลดการค านวณและประหยดัความจ าในการเก็บขอ้มูล นอกจากน้ี 
การใช ้Pooling ยงัสามารถช่วยลดการเกิด Overfitting ในโมเดลโครงข่ายประสาทเทียมดว้ยการลดความซบัซ้อนของโมเดล
โดยการลดขนาดของขอ้มูลภายใน ซ่ึงนิยมใชก้ารเลือกขอ้มูลท่ีมีค่ามากท่ีสุด (Max Pooling) หรือ ค่าเฉล่ีย (Average Pooling) 
มาจากแต่ละช่วงของเมตริกซ์ เพื่อสร้างเป็นเมทริกซ์ท่ีมีขนาดเลก็ [22] ดงัแสดงในรูปท่ี 2 

 

 
รูปท่ี 2  ตวัอยา่งชั้นการรวมโดยค่าท่ีมากท่ีสุดและค่าเฉล่ีย 
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3.3 อเล็กซ์เน็ต (AlexNet)  

AlexNet เป็นโมเดลโครงข่ายประสาท ประเภท CNN (Convolutional Neural Network) ท่ีถูกพฒันาโดยทีมนกัวิจยัของ
อุตสาหกรรมการคา้ออนไลน์ระดบัโลกของอเมริกา เพื่อใชใ้นการแข่งขนัการตรวจจบัวตัถุในภาพ ( ImageNet Large Scale 
Visual Recognition Challenge) ในปี 2012 โดยมีช่ือผูวิ้จัยหลกัคือ Alex Krizhevsky,  Ilya Sutskever และ Geoffrey Hinton 
โมเดล AlexNet มีลกัษณะการสร้างโครงข่ายท่ีมีความลึกมากกว่าโมเดล CNN ท่ีพฒันาก่อนหน้าน้ี โดยมีชั้น CNN ทั้งหมด 5 ชั้น 
ซ่ึงจดัวางแบบลึก (Deep Architecture) และมีจ านวนนัดเชิงเส้น (Filter) ในแต่ละชั้นมากถึง 96 นัดเชิงเส้นต่อชั้น โดยใช้
ฟังก์ชันเช่ือมโยง (Activation Function) แบบ ReLU (Rectified Linear Unit) ส าหรับการค านวณค่าความแตกต่างระหว่าง
ระดบัความเข้มของสัญญาณ (Signal Strength) นอกจากน้ี โมเดล AlexNet ยงัใช้เทคนิคการก าหนดพารามิเตอร์ช่วยลดการเกิด 
Overfitting โดยใช ้Dropout ซ่ึงท าการลบบางจ านวนโหนดของชั้นออกไปในระหว่างการฝึกโมเดล เพื่อลดความซบัซอ้นและการเรียนรู้
ท่ีเกินไป [20] โดยโครงสร้างของ AlexNet แสดงดงัรูปที่ 3 

                รูปท่ี 3 โครงสร้างของ AlexNet [23] 
 

จากรูปที่ 3 แสดงโครงสร้างสถาปัตยกรรม Alexnet  ภาพ Input จะถูกประมวลผลก่อนดว้ยตวักรองโดย 5 เลเยอร์ 
Convolutional C1-C5 ก่อนป้อนเขา้สู่เลเยอร์ FC6-FC8 ท่ีเช่ือมต่ออย่างสมบูรณ์3 เลเยอร์ การอ่านค่าสุดทา้ยจะเกิดขึ้นท่ี FC8 
มีขั้นตอนการรวมสูงสุดเพ่ิมเติมหลงัจาก C1, C2 และ C5 ขนาดเชิงพ้ืนท่ีจะลดลงเร่ือย ๆ จาก C1 เป็น C3 ในขณะเดียวกนั  
มีการใชต้วักรองมากขึ้นเร่ือย ๆ เดิมทีการประมวลผลถูกแยกออกเป็นสองสตรีมแยกกนัและฝึกฝนบน GPU สองตวั 

 

4. การด าเนินการวิจัย 
ในขั้นตอนการด าเนินการวิจยัจะเร่ิมการแยกวตัถุออกจากวิดีโอ และการจ าแนกประเภทเรือ ดงัน้ี 
4.1 การแยกวัตถุออกจากวิดีโอ 

วิดีโอจะตอ้งถูกแปลงเป็นภาพเน่ืองจากการป้อนขอ้มูลในการฝึกสอนรูปแบบเป็นภาพ การแยกวตัถุออกจาก
วิดีโอเป็นกระบวนการท่ีทา้ทายและท่ียากท่ีสุดในการประมวลผลภาพดิจิทลั เน่ืองจากวิดีโอเป็นภาพเคล่ือนไหว ซ่ึงตอ้งใช้
เทคโนโลยีท่ีซับซ้อนและมีความซับซ้อนเพื่อการท างานอย่างมีประสิทธิภาพ วิธีการแยกวตัถุออกจากวิดีโอสามารถท าได้
หลายวิธี แต่ในงานวิจยัน้ีไดใ้ชเ้ทคโนโลยีการประมวลผลภาพและการเรียนรู้เชิงลึก AlexNet เป็นโมเดลโครงข่ายประสาทเทียม  
ประเภท CNN (Convolutional Neural Network) ซ่ึงมีขั้นตอนดงัน้ี  

4.1.1 การจดัเตรียมขอ้มูล ขอ้มูลจะถูกแปลงเป็นภาพน่ิง (Still image) หรือเฟรม (Frame) ของวิดีโอ และท าการ
ปรับขนาดและตดัเฟรมตามขนาดท่ีตอ้งการ  

4.1.2 การแยกแยะวตัถุ ใช้โมเดล CNN เพ่ือคน้หาวตัถุในเฟรม โดยแยกวตัถุจากพ้ืนหลงัของเฟรม และท าการ
ก าหนดกรอบส่ีเหล่ียม (Bounding Box) ท่ีอยูบ่นวตัถุ  

4.1.3 การติดตามวตัถุ ใชเ้ทคโนโลยีการเรียนรู้เชิงลึก RNN เพื่อติดตามวตัถุในวิดีโอ โดยสร้างโมเดลท่ีสามารถ
ติดตามวตัถุในเฟรมก่อนหนา้ และน าไปใชต้่อเน่ืองในเฟรมถดัไป  
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4.1.4 การคดักรองวตัถุท าการคดักรองวตัถุท่ีไม่เก่ียวขอ้ง และแสดงผลการตรวจจบัภาพเรือ ดงัรูปที่ 4  

 

รูปท่ี 4  ตวัอยา่งผลการตรวจจบัภาพเรือ 
 
การก าหนดขั้นตอนส าหรับการแสดงภาพตวัอยา่งดว้ยหนา้กากเรือ และหน้ากากเขา้รหสัและถอดรหสัท่ีใชภ้าพ

ความจริงพ้ืนฐานในรูปแบบของมาสก์ จากนั้นโหลดโมเดล Mask-R-CNN จากท่ีเก็บแยก หลงัจากนั้นจะสร้างคลาสท่ีมีสามฟังก์ชนั
ส าหรับน าเขา้ชุดขอ้มูล มาสก์ และรูปภาพอา้งอิง และสร้างชั้นเรียนท่ีมีสามต าแหน่งส าหรับน าเขา้ชุดขอ้มูล รายการ และ
รูปภาพอา้งอิง นอกจากน้ียงัออกแบบส าหรับงานท่ีคลา้ยกนั ซ่ึงใช ้GPU การท างาน โดย GPU เป็นส่ิงจ าเป็นในสถานการณ์น้ี 
เน่ืองจากชุดขอ้มูลมีขนาดใหญ่ นอกจากน้ี เคอร์เนล Google Colab และ Kaggle เป็นทั้งผูใ้ห้บริการ GPU บนคลาวด์ฟรีใน
ขณะน้ียงัคงท างานกบัสคริปตเ์พ่ือโหลดชุดขอ้มูลการฝึกสอน จากนั้นก็วางโมเดลผา่นขั้นตอนของมนั เพ่ือให้ไดผ้ลลพัธ์ท่ีเร็วขึ้น 
ใชเ้วลาในการฝึกฝนมากกว่านั้นมากเพ่ือให้ไดก้ารบรรจบกนัท่ีเพียงพอ และเอฟเฟกต์ท่ีเหมาะสม แบบจ าลองลม้เหลวใน
บางกรณีเม่ือเขา้ใจผิดว่าเกาะเลก็ ๆ  หรือกอ้นกรวดชายฝ่ังเป็นเรือ กล่าวอีกนยัหน่ึงโมเดลก าลงัสร้างผลบวกปลอม ในบางคร้ัง 
แบบจ าลองตรวจไม่พบเรือรบ กล่าวอีกนยัหน่ึง โมเดลก าลงัสร้างผลลบปลอม  

4.2 การจ าแนกประเภทเรือ 
เม่ือไดภ้าพวตัถุท่ีตอ้งการมาแลว้จากขั้นตอนขา้งตน้จะเขา้สู่ขั้นตอนของโครงข่ายประสาทเทียม โดยโครงข่ายจะ

ท าการประมวลผลก่อนการเขา้รหัส (Pre-Processing) โดยประมวลผลภาพวตัถุท่ีไดรั้บเขา้มาก่อนการเขา้รหัส เพ่ือเตรียม
ขอ้มูลให้เหมาะสมส าหรับการท างานของโมเดลโครงข่ายประสาทเทียม เช่น การปรับความคมชัดของภาพ (Sharpness)  
การปรับความสว่างและความเขม้ของภาพ (Brightness and Contrast) การลบสัญญาณรบกวน (Noise Reduction) และอื่น ๆ 
จากนั้นจะท าการเขา้รหสัภาพวตัถุ (Encoding) หลงัจากท่ีโครงข่ายประสาทเทียมไดท้  าการประมวลผลก่อนการเขา้รหสัแลว้ 
โครงข่ายจะท าการเข้ารหัสภาพวตัถุท่ีได้รับเข้ามา โดยการแปลงภาพวตัถุให้อยู่ในรูปแบบของเวกเตอร์หรือพจน์ทาง
คณิตศาสตร์ท่ีเข้าใจง่ายกับโมเดลโครงข่ายประสาทเทียม เช่น การแปลงภาพวตัถุให้อยู่ในรูปแบบของรูปภาพสีเทา 
(Grayscale Image) หรือแปลงภาพวตัถุให้อยูใ่นรูปแบบของเวกเตอร์คุณลกัษณะ (Feature Vector) สุดทา้ยจะเป็นการจ าแนก
แบบ (Learning) หลงัจากท่ีโครงข่ายประสาทเทียมได้ท าการเข้ารหัสภาพวตัถุแล้ว โครงข่ายจะเร่ิมท าการจ าแนกแบบ  
โดยการใชข้อ้มูลท่ีไดรั้บมา 

ในงานวิจยัน้ีจะใชโ้มเดล AlexNet ซ่ึงเป็นโมเดลโครงข่ายประสาทเทียม ประเภท CNN (Convolutional Neural 
Network)  มีโครงสร้างพ้ืนฐานท่ีประกอบไปดว้ย หน่วยประมวลผล (Processing Unit) และสถานะ (State) ซ่ึงจะถูกส่งเขา้
ต่อกนัในแต่ละรอบของการค านวณ โดยแต่ละสถานะจะถูกเก็บไว้ เพื่อใชใ้นการประมวลผลของรอบต่อไป โครงสร้างของ 
RNN จะประกอบไปดว้ย 2 ส่วนหลกั คือ ส่วนประมวลผล และส่วนควบคุม โดยในส่วนประมวลผลจะประกอบไปดว้ย
หน่วยประมวลผลหลายตัวท่ีมีความสามารถในการรับขอ้มูลจ านวนมากและเช่ือมต่อกนัเป็นเครือข่าย ในขณะเดียวกนั  
ส่วนควบคุมจะท าหน้าท่ีในการควบคุมการท างานของหน่วยประมวลผลในแต่ละขั้นตอน โดยการส่งสัญญาณกลบัมาจาก
สถานะของการค านวณในขั้นตอนก่อนหน้าน้ี นอกจากน้ี โมเดล RNN ยงัสามารถมีการเพ่ิมเติมส่วนประมวลผลเพ่ิมเติมเขา้ไป 



16 วารสารวิทยาศาสตร์และเทคโนโลยีนายเรืออากาศ 

เช่น การใช้ Long Short-Term Memory (LSTM) หรือ Gated Recurrent Unit (GRU) เพ่ือเพ่ิมความสามารถในการจ าความ
หรือความสัมพนัธ์ท่ีมีความซบัซอ้นของขอ้มูลไดดี้ขึ้น 

ในส่วนน้ีจะใช้ Pooling ท่ีเป็นหน่ึงในชั้นของโมเดลโครงข่ายประสาทเทียม ท่ีใช้ส าหรับลดขนาดของขอ้มูล
ภายในชั้นก่อนท่ีจะส่งต่อไปยงัชั้นต่อไป 

ขั้นตอนการท างานของ AlexNet ในงานวิจยัน้ีสามารถแบ่งไดเ้ป็น 2 ขั้นตอนหลกั คือ  
1) การเทรน (Training) และการท างาน (Inference) การเทรน (Training)ในขั้นตอนแรก จะน าภาพมาเป็น Input 

ให้กบัโมเดลแต่ละภาพจะถูกส่งผา่น Convolutional Layer และ Pooling Layer เพื่อสกดัคุณลกัษณะของภาพคุณลกัษณะท่ีได้
จากการสกัดน้ีจะถูกน าไปผ่าน Fully Connected Layer ซ่ึงจะท าการหาค่าเช่ือมโยง (Weights) ระหว่าง Input กับ Output  
ในส่วนสุดท้าย ผลลพัธ์จะถูกน าไปใช้ในการค านวณค่าความคลาดเคล่ือน (Loss) และใช้ Gradient Descent Algorithm  
ในการปรับค่าเช่ือมโยง (Weights) ให้เหมาะสมกบัขอ้มูลของภาพในชุดขอ้มูล 

2) การท างาน (Inference) ในขั้นตอนน้ี จะน าภาพมาเป็น Input ให้กบัโมเดลแต่ละภาพจะถูกส่งผา่น Convolutional Layer 
และ Pooling Layer เพ่ือสกดัคุณลกัษณะของภาพคุณลกัษณะท่ีไดจ้ากการสกดัน้ีจะถูกน าไปผ่าน Fully Connected Layer  
ซ่ึงจะท าการค านวณเพื่อให้ไดผ้ลลพัธ์ท่ีเป็นคลาส (Class) ของภาพ โดยรวมแลว้ ขั้นตอนการท างานของ AlexNet นั้นจะมี
การใชง้าน Convolutional Layer, Pooling Layer, และ Fully Connected Layer เพื่อสกดัคุณลกัษณะของภาพและจ าแนกภาพ
ให้ไดถู้กตอ้ง 

ในการทดสอบของงานวิจยัน้ีจะแสดงสถาปัตยกรรมของ AlexNet ในรูปท่ี 5 โดยประการแรก Convolutional 
Layer ท าการ Convolution และ Max Pooling ดว้ย Local Response Normalization (LRN) โดยท่ีต่างกนั ใชต้วักรองตวัรับท่ีมีขนาด 
11 × 11 สูงสุด ด าเนินการโดยใชต้วักรอง 3 x 3 การด าเนินการเดียวกนัจะด าเนินการในคร้ังท่ีสองชั้นท่ีมีตวักรอง 5 × 5 ฟิลเตอร์ 3 
× 3 ใชใ้นอนัท่ีสาม ส่ี และเลเยอร์คอนโวลูชัน่ท่ีห้าท่ีมีคุณสมบติั 384, 384 และ 296 ตามล าดบั ใชเ้ลเยอร์ท่ีเช่ือมต่ออยา่งสมบูรณ์ 
สองชั้นดว้ยการออกกลางคนัตามดว้ยชั้น Softmax ในตอนทา้ยสองเครือข่ายท่ีมีโครงสร้างใกลเ้คียงกนัและมีคุณลกัษณะ
จ านวนเท่ากนั แผนท่ีไดรั้บการฝึกฝนแบบคู่ขนานส าหรับโมเดลน้ี สองแนวคิดใหม่ Local Response Normalization (LRN) และการออก
กลางคนัท่ีแนะน าในเครือข่ายน้ี สามารถใช ้LRN ไดส้องแบบวิธี: ใชค้ร้ังแรกในแชนเนลเดียวหรือแผนท่ีคุณลกัษณะโดยท่ีมีการ
เลือก N × N จากฟีเจอร์แผนท่ีเดียวกนั และท าให้เป็นมาตรฐานโดยอิงจากค่าย่านใกลเ้คียง ประการท่ีสอง LRN สามารถ
น าไปใชข้า้มช่องทางหรือแผนท่ีคุณลกัษณะ (พ้ืนท่ีใกลเ้คียงตามมิติท่ี 3 แต่มีพิกเซลเดียวหรือท่ีตั้ง) 

AlexNet มี 3 ชั้น Convolution และ 2 ชั้นท่ีเช่ือมต่ออยา่งสมบูรณ์ เม่ือประมวลผลชุดขอ้มูล ImageNet จ านวนทั้งหมด 
พารามิเตอร์ส าหรับ AlexNet สามารถค านวณไดด้งัน้ี ส าหรับค่าแรกชั้น: ตวัอย่าง Input คือ 224×224×3 Output ของชั้นการมว้นแรก
คือ 55 × 55 × 96  สามารถค านวณไดเ้ท่าน้ีก่อนชั้นน้ีมีเซลลป์ระสาท 290,400 (55×55×96) และ 364 (11 ×11×3 = 363) + 1) 
น ้าหนกัพารามิเตอร์ส าหรับชั้นการมว้นงอแรก คือ 290,400 × 364  =  105,705,600 

 

 
รูปท่ี 5  สถาปัตยกรรมของ AlexNet [24] 
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รูปท่ี 6  การจ าแนกประเภทเรือขนส่งสินคา้ (Transport Ship)   
 

5. ผลการวิจัย 

แบบจ าลองการจ าแนกวตัถุท่ีน าเสนอไดรั้บการประเมินโดยการตรวจสอบประสิทธิภาพเมตริกต่าง ๆ เช่น ความแม่นย  า 
การเรียกคืน ฯลฯ ส าหรับการตรวจสอบความถูกตอ้งของขอ้มูล จากนั้น รูปแบบการติดตามวตัถุไดรั้บการประเมินโดยการ
วดัความแม่นย  าในการติดตาม ส าหรับการประเมินผลการปฏิบติังาน 

ความแม่นย  า การเรียกคืน คะแนน F1 เฉล่ีย ใชใ้นการประเมินประสิทธิภาพของแบบจ าลองการจ าแนกวตัถุ มีการอา้งอิงถึง
ความแม่นย  าของการคาดคะเนของแบบจ าลองเป็นความแม่นย  า ความแม่นย  าหมายถึงอตัราส่วนของผลลพัธ์ท่ีคาดการณ์ได้
อยา่งแม่นย  าในบรรดาทั้งหมดผลการท านายตามท่ีระบุในสมการท่ี (1) 

 

                                                                        𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                             (1) 

 
โดยท่ี TP (ผลบวกจริง) หมายถึง การท านายผลลพัธ์จริงว่าเป็นจริง ในขณะท่ี FP (ผลบวกลวง) หมายถึง การคาดคะเน

ผลลพัธ์ท่ีผิดพลาดให้เป็นจริง สัดส่วนของวตัถุท่ีจดจ าได้ถูกต้องจากจ านวนวตัถุทั้งหมดท่ีรับรู้โมเดลควรรับรู้เรียกว่า 
การเรียกคืน กล่าวอีกนยัหน่ึง การเรียกคืน คือ เศษส่วนของการคาดคะเนจริงท่ีแบบจ าลองท านายท่ามกลางการคาดคะเนท่ีเป็นจริง 
แสดงออกมาในสมการท่ี (2)  

 

                                                          𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                (2) 

 
โดยท่ี FN (ค่าลบเป็นเท็จ) หมายถึง การท านายผลลพัธ์จริงเป็นเท็จ  คะแนน F1 พิจารณาทั้งความแม่นย  าและการเรียกคืน 

ซ่ึงเป็นสัดส่วนผกผนั คะแนน F1 ค  านวณเป็นค่าเฉล่ียฮาร์มอนิกของความแม่นย  าและการเรียกคืน ดงัท่ีแสดงในสมการท่ี (3) 
คะแนน F1 อยูใ่นช่วงตั้งแต่ 0 ถึง 1 ซ่ึงย่ิงโมเดลเขา้ใกล ้1 มากเท่าไหร่ถือว่าย่ิงดี 
 

                                               F1𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                             (3) 

 
 หลกัการเลือกการ Training และ Testing ของงานวิจยัน้ีมีดงัน้ี Training Set เลือกตวัแทนของขอ้มูลจริงมากท่ีสุด เพื่อท่ี
โมเดลจะไดเ้รียนรู้ลกัษณะของขอ้มูลจริง และสามารถท างานไดดี้กบัขอ้มูลจริงมากที่สุด Testing Set เลือกชุดขอ้มูลใหม่ 
ที่ไม่ซ ้ ากับ Training Set เพื่อทดสอบประสิทธิภาพของโมเดลกับขอ้มูลใหม่ท่ีไม่คาดคิด สัดส่วนของ Training Set และ 
Testing Set ได้แบ่ง Training Set ประมาณ 80% และ Testing Set ประมาณ 20% จากการศึกษาน้ีได้แบ่งภาพรวมทั้งหมด
ออกเป็น 300 ภาพ โดยแบ่งเป็น Training Set จ านวน 200 ภาพ และ Testing Set จ านวน 100 ภาพ ซ่ึงสัดส่วนน้ีถือว่า
เหมาะสม เน่ืองจาก Training Set มีขนาดเพียงพอท่ีจะเรียนรู้ลกัษณะของขอ้มูลจริง และ Testing Set มีขนาดเพียงพอท่ีจะ
ทดสอบประสิทธิภาพของโมเดลกบัขอ้มูลใหม่ 
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 ส าหรับการจ าแนกประเภทเรือ 5 ประเภทดงักล่าว สามารถใช ้Confusion Matrix เพื่อประเมินประสิทธิภาพของการ
จ าแนกได ้โดยมีขนาดเป็น 5 x 5 ดงัตารางท่ี 1  
 

ตารางท่ี 1  Confusion Matrix ประเมินประสิทธิภาพของการจ าแนก 

 เรือน ้ามัน เรือขนส่ง เรือหาปลา เรือรบ เรือพายขนาดเล็ก FN TN 
ท านายว่าเป็น  

เรือน ้ามนั 

13 TP 7 FP 0 FP 0 FP 0 FP 0 FN 0 TN 

ท านายว่าเป็น  

เรือขนส่ง 

7 FP 13 TP 0 FP 0 FP 0 FP 0 FN 0 TN 

ท านายว่าเป็น  

เรือหาปลา 

0 FP 0 FP 12 TP 0 FP 3 FP 0 FN 5 TN 

ท านายว่าเป็น  

เรือรบ 

0 FP 7 FP 0 FP 13 TP 0 FP 0 FN 0 TN 

ท านายว่าเป็น  
เรือพายขนาดเลก็ 

0 FP 0 FP 1 FP 0 FP 11 TP 3 FN 5 TN 

 
 โดยท่ี TN (True Negative) คือ จ านวนรูปภาพท่ีถูกจ าแนกว่าไม่ใช่เรือประเภทนั้น และ FP (False Positive) คือ จ านวน
รูปภาพท่ีถูกจ าแนกว่าเป็นเรือประเภทนั้น แต่จริง ๆ แลว้ไม่ใช่ ในงานวิจยัน้ีมีจ านวนรูปภาพทั้งหมดจ านวน 300 ภาพ เป็น
ตวัอย่างการฝึก 200 ภาพ และตวัอย่างทดสอบ 100 ภาพ ในการฝึกสอนใช้ CONV ใชจ้ านวน 5 ช้ิน ขนาด 1 1x 11 Max Pool 
ใชจ้ านวน 3 ช้ิน ใชข้นาด 3X3 และตอ้งการหาประสิทธิภาพของการจ าแนก พบว่า มีจ านวนรูปภาพท่ีถูกจ าแนกถูกตอ้ง (True 
Positive) จ านวน 65 ภาพ และมีจ านวนรูปภาพท่ีถูกจ าแนกผิด (False Positive) จ านวน 35 ภาพ ซ่ึงหมายความว่ามีจ านวน
รูปภาพท่ีถูกจ าแนกว่าเป็นเรือประเภทท่ี 1, 2, 3 หรือ 4 โดยไม่ใช่ประเภทท่ีแทจ้ริง ดงัแสดงในตารางท่ี 2 
 

ตารางท่ี 2  ผลลพัธ์การเปรียบเทียบ 

 Predicted True (Positive) Predicted False (Negative) 

True (Positive) True Positive (TP) = 62 False Negative (FN) = 3 

False (Negative) False Positive (FP) = 25 True Negative (TN) = 10 

 
 Recall = TP / (TP + FN) = 62 / (62 + 3) = 0.954 (หรือ 95.4%) 

 Precision = TP / (TP + FP) = 62 / (62 + 25) = 0.713 (หรือ 71.3%) 

 F1-score = 2 * (Precision * Recall) / (Precision + Recall) = 2 * (0.713 * 0.954) / (0.713 + 0.954) = 0.816  (หรือ 81.6%)  ดังแสดงผล

ในตารางท่ี 3  
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ตารางท่ี 3  ค่าท่ีแสดงผล  
 โมเดล AlexNet 

Precision 71.3 % 
Recall 95.4 % 

F1 Score 81.6 % 
 

 ค่าท่ีเหมาะสมของ Precision, Recall, F1 Score ขึ้นอยู่กบับริบทของงานและเป้าหมายของโมเดล ซ่ึงค่าทั้งสามย่ิงค่าสูง
ย่ิงแม่นย  า โดยทัว่ไปแลว้ ค่า Precision ท่ีสูงจะบ่งช้ีว่าโมเดลสามารถระบุวตัถุไดอ้ย่างแม่นย  า ในขณะท่ีค่า Recall ท่ีสูงจะ
บ่งช้ีว่าโมเดลสามารถตรวจจบัวตัถุทั้งหมดไดอ้ย่างแม่นย  า ค่า F1 Score เป็นค่าเฉล่ียถ่วงน ้ าหนกัของ Precision และ Recall 
ดงันั้นจึงถือเป็นตวัช้ีวดัประสิทธิภาพท่ีครอบคลุม ส าหรับงานการติดตามวตัถุในบทความน้ีมีวตัถุประสงคใ์นการหลีกเล่ียง
การชนกนัของเรือ ดงันั้นจึงถือว่าค่า Recall มีความส าคญัมากกว่า Precision เน่ืองจากโมเดลควรตรวจจบัวตัถุทั้งหมดให้ได้
มากท่ีสุด เพื่อท่ีจะสามารถหลีกเล่ียงไดท้นัท่วงที จากค่า Precision, Recall, F1 Score ท่ีไดจ้ากการศึกษา พบว่า ค่า Recall สูงถึง 
95.4% ซ่ึงถือว่าอยู่ในระดบัสูง จึงถือว่าโมเดลสามารถตรวจจบัวตัถุทั้งหมดไดอ้ย่างแม่นย  า อย่างไรก็ตาม ค่า Precision อยูท่ี่ 
71.3% ซ่ึงถือว่ายงัอยูใ่นระดบัปานกลาง จึงถือว่าโมเดลมีโอกาสระบุวตัถุผิดพลาดไดบ้า้ง ซ่ึงอาจส่งผลให้เกิดการชนกนัของเรือได ้
 
6. สรุป 

การเรียนรู้เชิงลึกก าลงัเป็นงานวิจัยท่ีได้รับความนิยมอย่างมากในปัจจุบัน ทิศทางการใช้ชั้น Convolution Neural 
Network Convolution ชั้น Pool และชั้นการเช่ือมต่อทั้งหมดและอ่ืน ๆ โครงสร้างพ้ืนฐานคุณสามารถปล่อยให้โครงสร้าง
เครือข่ายเรียนรู้และแยกคุณสมบติัท่ีเก่ียวขอ้งและน าไปใช้ คุณลกัษณะน้ีให้ความสะดวกมากมายส าหรับการศึกษาจ านวนมาก 
กระบวนการสร้างแบบจ าลองท่ีซับซ้อนมาก นอกจากน้ีลึกการเรียนรู้ตอนน้ีอยู่ท่ีการจ าแนกภาพ การตรวจจบัวตัถุการประมาณค่า
ทศันคติและการแบ่งส่วนภาพ เป็นตน้ ไดรั้บผลลพัธ์และความกา้วหน้าท่ียิ่งใหญ่มาก ในแง่หน่ึงความลึกแอปพลิเคชนั
การเรียนรู้นั้นกวา้งมากและเก่งกาจสามารถท างานต่อไปเพ่ือขยายไปยงัแอปพลิเคชนัอ่ืน ๆ บนในทางกลบักนั ยงัมีศกัยภาพ
มากมายให้เรียนรู้ การศึกษาภายใตก้ารดูแลนั้นบรรลุผลส าเร็จอย่างมาก ความส าเร็จของการประยุกตใ์ชก้ารเรียนรู้เชิงลึก
ในการเรียนรู้น่าจะเป็นแนวโนม้ในอนาคต หลงัจากนั้นในกรณีของมนุษยห์รือสัตว ์ส่วนใหญ่ไม่รู้ว่าส่ิงนั้นคืออะไรโดยรู้ช่ือ
ของส่ิงนั้น ในสาขาคอมพิวเตอร์วิทศัน์ ในอนาคตคาดว่าจะเกิดขึ้นอีกในเน้ือหาของโครงข่ายประสาทเทียม (RNN) บนพ้ืนฐาน
ของการเรียนรู้เชิงลึกจะกลายเป็นรูปแบบเครือข่ายท่ีเป็นท่ีนิยมมากและจะประสบความส าเร็จไดดี้ย่ิงขึ้นจะมีความกา้วหนา้
ในการวิจยัประยกุตท่ี์มีความกา้วหนา้มากขึ้น 

การเลือก AlexNet มาใชเ้น่ืองจากเป็นโมเดล Deep Learning แบบพรีเซ็ตท่ีมีประสิทธิภาพสูงในการจ าแนกภาพ มีขอ้ดี
หลายประการ คือ มีความลึก (Depth) ในการเรียนรู้คุณลกัษณะของภาพ ท าให้สามารถสกดัคุณลกัษณะของภาพไดม้ากขึ้น 
ใช ้Rectified Linear Units (ReLU) เป็น Activation Function ท่ีท าให้การเทรนโมเดลเร็วขึ้นและลดการเกิดปัญหา Gradient 
Vanishing ใช ้Dropout ท าให้โมเดลไม่ Overfit กบัขอ้มูลเทรน ใช ้Local Response Normalization (LRN) เพื่อลด Overfitting 
และเพ่ิมประสิทธิภาพในการจ าแนกภาพ ใชเ้ทคนิค Data Augmentation เพ่ือเพ่ิมขนาดของชุดขอ้มูลและลดความเส่ียงของ
โมเดลในการ Overfit กบัขอ้มูลการใช ้GPU เพ่ือค านวณขอ้มูลท่ีเร็วขึ้น ท าให้เทรนโมเดลไดเ้ร็วขึ้น ดว้ยความสามารถและ
ประสิทธิภาพของ AlexNet ท าให้เป็นโมเดล Deep Learning ท่ีใชก้บังานน้ีไดอ้ยา่งมีประสิทธิภาพ  

อย่างไรก็ตามยงัมีข้อเสียในด้านขนาดโมเดลท่ีใหญ่และซับซ้อน โดย AlexNet มีความลึกถึง 8 ชั้น และมีจ านวน
พารามิเตอร์มากกว่า 60 ลา้น ท าให้เป็นโมเดลท่ีใชเ้วลาในการเทรนนาน และตอ้งใชท้รัพยากรการค านวณท่ีมากกว่าโมเดลอื่น ๆ 
ความเส่ียงต่อการ Overfitting หากไม่มีการใช้เทคนิค Regularization เช่น Dropout หรือ Weight Decay อาจท าให้โมเดล 
Overfit กบัชุดขอ้มูลเทรนไดง้่าย ตอ้งใช ้GPU เพ่ือเทรนโมเดลโมเดลในปัจจุบนัมีขนาดใหญ่และซบัซอ้นมากขึ้น อนัเป็นผล
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ให้ตอ้งใช ้GPU หรือ Hardware Acceleration อื่น ๆ เพ่ือค านวณขอ้มูลในการเทรนโมเดลไดเ้ร็วขึ้น ไม่สามารถใชก้บัภาพท่ีมี
ขนาดเล็ก AlexNet ถูกออกแบบมาเพื่อจ าแนกภาพขนาดใหญ่ แต่ถา้มีการใช้กบัภาพขนาดเล็กจะท าให้เสียประสิทธิภาพ
ในการจ าแนกภาพ และการติดตั้งและใชง้าน AlexNet เป็นโมเดล Deep Learning ท่ีมีความซบัซอ้น ตอ้งมีความรู้ความเขา้ใจ
ในการติดตั้งและใชง้านโมเดลเพื่อให้สามารถใชง้านไดอ้ยา่งถูกตอ้ง 

ในการศึกษาน้ีผลท่ีไดพ้บว่า แบบจ าลอง มีค่า Precision น้อยท่ีสุด และยงัไดค้่า Recall และ F1 Score ท่ีสูง โดย Recall สูง
แสดงว่าโมเดลสามารถจ าแนกเรือผิวน ้ าไดดี้ไดดี้ โดยไม่มีการพลาดของเรือผิวน ้ า (False Negative) มากนัก F1 Score สูง
แสดงว่าโมเดลมีความแม่นย  าสูงในการท านายทั้งในกรณี Positive และ Negative โดยท่ีไม่มีการพลาดหรือท านายผิด (False 
Positive และ False Negative) มากนัก และ Precision ต ่าแสดงว่าโมเดลมีประสิทธิภาพในการจ าแนกเรือผิวน ้ าท่ีต  ่ากว่า  
โดยมีการท านายเรือผิวน ้ าเป็น Positive (True Positive) น้อยกว่า False Positive หรือการท านายเป็น Positive โดยไม่มีเรือผิวน ้ า 
(False Positive) ดงันั้นเม่ือใช้ AlexNet ในการจ าแนกและการติดตามเรือผิวน ้า จะตอ้งใช้ Precision และ Recall ร่วมกนั
ในการประเมินประสิทธิภาพของโมเดล โดยการเพ่ิมประสิทธิภาพของโมเดลอาจจะตอ้งใชวิ้ธีการปรับแต่งโมเดล และการ
เพ่ิมจ านวนขอ้มูลส าหรับการฝึกโมเดลเพ่ิมเติมให้มากขึ้น และใชก้ารท าความเขา้ใจและวิเคราะห์ขอ้มูลเพ่ิมเติมเพื่อปรับปรุง
โมเดลให้มีประสิทธิภาพสูงขึ้นในการจ าแนกและการติดตามเรือผิวน ้า  
 สรุปสุดทา้ยคือโมเดลสามารถจ าแนกเรือผิวน ้ าไดดี้เม่ือเทียบกบัจ านวนเรือผิวน ้ าท่ีมีอยู่จริงแต่ความแม่นย  าในการ
จ าแนกยงัตอ้งพฒันาเพ่ิมเติม ดงันั้นจึงแนะน าให้ใชโ้มเดลน้ีในงานท่ีตอ้งการความแม่นย  าในการจ าแนกท่ีสูง เช่น งานวิจยั
หรืองานท่ีมีความส าคญัในการคาดการณ์แม่นย  าของผลลพัธ์ เช่นการท านายการเกิดภยัพิบติัในทะเล และในการติดตามเรือ
ผิวน ้าท่ีมีลกัษณะเด่นเฉพาะอยา่งเช่นเรือท่ีมีขนาดใหญ่ 
 
7. ข้อเสนอแนะ 

AlexNet เป็นโมเดล Deep Learning ท่ีมีความแม่นย  าสูงในการจ าแนกภาพ และมีการน าไปใช้งานในหลากหลาย
แนวโน้ม รวมถึงการติดตามเรือผิวน ้ าดว้ยภาพจากดาวเทียมดว้ยกัน เพื่อให้สามารถใช้ AlexNet ในการจ าแนกและการ
ติดตามเรือผิวน ้าไดอ้ยา่งเหมาะสม โดยมีขอ้แนะน าเก่ียวกบัขั้นตอนในการน าไปใช ้ดงัน้ี 

7.1  เตรียมขอ้มูลในการสร้างโมเดลส าหรับการจ าแนกและการติดตามเรือผิวน ้ าดว้ย AlexNet ตอ้งมีขอ้มูลภาพท่ีเป็น
รูปภาพของเรือผิวน ้า โดยจะตอ้งเตรียมภาพให้มีขนาดและความละเอียดท่ีเหมาะสมกบัโมเดล AlexNet ซ่ึงสามารถพิจารณา
ไดจ้ากขอ้มูลของโมเดลเอง 

7.2 เทรนโมเดล สามารถน าขอ้มูลภาพท่ีเตรียมไวม้าเทรนโมเดล AlexNet โดยใช้ขอ้มูลท่ีแบ่งแยกออกเป็นชุดเทรน
และชุดทดสอบ เพื่อปรับพารามิเตอร์ของโมเดลให้มีค่าท่ีเหมาะสมกบัขอ้มูลภาพท่ีใช ้

7.3 ทดสอบและปรับปรุงโมเดล หลงัจากนั้นก็สามารถทดสอบโมเดลในชุดขอ้มูลทดสอบ เพ่ือดูว่าโมเดลสามารถ
จ าแนกและติดตามเรือผิวน ้าไดถู้กตอ้งหรือไม่ โดยควรมีการปรับค่าให้มีความเหมาะสมกบังาน 

การใช้ Pooling ร่วมกับ AlexNet เป็นวิธีท่ีช่วยเพ่ิมประสิทธิภาพในการจ าแนกและการติดตามเรือผิวน ้ าได้ดีขึ้น 
โดยเฉพาะเม่ือตอ้งการลดขนาดของ Feature Map จากการสกดัภาพดว้ย Convolutional Layer ในชั้นก่อนหน้า ดว้ยเหตุน้ี 
สามารถเลือกใช ้Pooling Layer ในชั้นถดัไป เพื่อลดขนาดของ Feature Map ลงอีก ซ่ึงจะช่วยลดการค านวณและประหยดัพ้ืนท่ีในการ
เก็บขอ้มูลได ้นอกจากน้ี การใช ้Pooling Layer ยงัช่วยลด Overfitting ของโมเดลไดด้ว้ย โดยท่ี Pooling Layer จะท าการลด
ขนาดของ Feature Map ลงในขั้นตอนการเรียนรู้ ท าให้โมเดลไม่สามารถจ าจ านวนมากของรายละเอียดในรูปภาพได ้ซ่ึงสามารถ
ช่วยลด Overfitting ได ้การใช ้Pooling Layer ยงัช่วยลดความซับซ้อนในโมเดลไดอ้ีกดว้ย โดยท่ีการใช ้Pooling Layer จะช่วยลด
ขนาดของ Feature Map แต่ยงัรักษาขอ้มูลท่ีส าคญัอยู่ ซ่ึงจะช่วยให้โมเดลมีความเร็วในการเรียนรู้และการท างานมากขึ้น 
ดงันั้น การใช ้Pooling Layer ร่วมกบั AlexNet จะช่วยเพ่ิมประสิทธิภาพในการจ าแนกและการติดตามเรือผิวน ้าไดอ้ย่างมีประสิทธิภาพ
และประหยดัเวลาในการค านวณ 
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