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บทคดัย่อ 

 ภยัคุกคามทางไซเบอร์ทวีความรุนแรงและซับซ้อนมากข้ึนในปัจจุบนั ส่งผลกระทบร้ายแรงต่อทั้งภาครัฐ

และเอกชน ระบบรักษาความปลอดภยัไซเบอร์แบบดั้งเดิมไม่เพียงพอต่อการรับมือภยัคุกคามท่ีมีวิวฒันาการอยา่ง

รวดเร็ว งานวิจยัน้ีมีวตัถุประสงคเ์พื่อศึกษาแนวทางประยกุตใ์ชเ้ทคโนโลยปัีญญาประดิษฐ ์(AI) และปัญญาประดิษฐ์

ระดบัสูง (AGI) เพื่อเพิ่มประสิทธิภาพการรักษาความปลอดภยัไซเบอร์ใหก้บัศูนยไ์ซเบอร์กองทพัอากาศไทย วิธีการ

วิจยัเร่ิมจากการศึกษาเอกสารและงานวิจยัท่ีเก่ียวขอ้ง จากนั้นน าเสนอกรอบแนวคิดการประยกุตใ์ช ้AI เทคนิคต่างๆ 

เช่น Deep Learning, Few-shot Learning และ Reinforcement Learning เพื่อพฒันาระบบตรวจจบัการบุกรุก ระบบ

ป้องกนัมลัแวร์ และระบบพิสูจน์ตวัตน ตลอดจนการหาแนวทางการน า AGI มาใชว้ิเคราะห์ภยัคุกคามไซเบอร์ในเชิง

ลึก ผลการวิจยัระบุวา่การประยกุตใ์ช ้AI และ AGI มีศกัยภาพสูงในการยกระดบัประสิทธิภาพของระบบรักษาความ

ปลอดภยัไซเบอร์ โดย AI จะช่วยให้สามารถตรวจจบั ป้องกนัและตอบสนองต่อภยัคุกคามไดแ้ม่นย  า รวดเร็ว และ

ครอบคลุมมากข้ึน ขณะท่ี AGI จะเพิ่มขีดความสามารถในการวิเคราะห์ภยัคุกคามเชิงลึก คน้หารูปแบบการโจมตีท่ี

ซบัซ้อน และคาดการณ์แนวโนม้ภยัคุกคามล่วงหน้าไดดี้กว่าวิธีการแบบเดิม ซ่ึงจะช่วยให้สามารถวางแผนป้องกนั

ไดอ้ยา่งมีประสิทธิภาพยิ่งข้ึน งานวิจยัน้ีเสนอแนวทางการน า AI และ AGI มาประยกุตใ์ชเ้พื่อยกระดบัความมัน่คง

ปลอดภยัไซเบอร์ให้ทนัต่อการเปล่ียนแปลงของภยัคุกคามในยคุปัจจุบนั ผลการวิจยัจะเป็นประโยชน์ให้หน่วยงาน

ด้านความมัน่คงปลอดภยัไซเบอร์น าไปพฒันาต่อยอด เพื่อปกป้ององค์กรจากภยัคุกคามทางไซเบอร์ได้อย่างมี

ประสิทธิภาพมากข้ึน อย่างไรก็ดี ยงัมีความทา้ทายดา้นการพฒันาเทคโนโลยี ตลอดจนประเด็นทางจริยธรรมและ

กฎหมายท่ีตอ้งพิจารณาควบคู่กนัไปดว้ย 
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Abstract 
 Cyber threats have become increasingly severe and sophisticated in recent years, causing significant 
impacts on both public and private sectors. Traditional cybersecurity systems are no longer sufficient to cope with 
the rapidly evolving threats. This research aims to explore the application of Artificial Intelligence (AI) and 
Artificial General Intelligence (AGI) to enhance the cybersecurity capabilities of the Royal Thai Air Force's Cyber 
Center. The research methodology begins with studying relevant documents and research papers. It then presents a 
conceptual framework for applying various AI techniques, such as Deep Learning, Few-shot Learning, and 
Reinforcement Learning, to develop intrusion detection systems, malware prevention systems, and authentication 
systems. Additionally, it proposes the use of AGI for in-depth analysis of cyber threats. The research findings 
indicate that the application of AI and AGI has high potential to elevate the effectiveness of cybersecurity systems. 
AI can help detect, prevent, and respond to threats with greater accuracy, speed, and coverage. Meanwhile, AGI 
can enhance the ability to perform deep analysis of cyber threats, uncover complex attack patterns, and predict 
future threat trends more effectively than traditional methods. This will enable more efficient planning of preventive 
measures. This research proposes an approach to leverage AI and AGI for improving cybersecurity to keep pace 
with the changing threat landscape in the modern era. The findings will benefit cybersecurity agencies in further 
developing their capabilities to protect organizations from cyber threats more effectively. However, there are still 
challenges in technology development, as well as ethical and legal issues that need to be considered in parallel. 
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1. บทน า  
 ในยคุปัจจุบนั แนวคิดการท าสงครามไดเ้ปล่ียนแปลงไปสู่ "สงครามไซเบอร์" ซ่ึงอาศยัเทคโนโลยีสารสนเทศและ
การส่ือสารเป็นหวัใจส าคญั กองทพัอากาศไดน้ าแนวคิด Network-Centric มาประยกุตใ์ชเ้พื่อสนบัสนุนการแลกเปล่ียนขอ้มูล
ระหวา่งหน่วยงานต่างๆ ทั้งในระดบัยทุธวิธี ยทุธการ และยทุธศาสตร์ให้เป็นไปอยา่งรวดเร็ว ถูกตอ้ง และทนัต่อสถานการณ์ 
[1-2] ซ่ึงจะช่วยให้ผูบ้งัคบับญัชาสามารถตดัสินใจวางแผนกลยทุธ์ไดอ้ยา่งมีประสิทธิภาพและไดเ้ปรียบในสงครามยคุใหม่น้ี
 อย่างไรก็ตาม ระบบสารสนเทศขนาดใหญ่ท่ีเช่ือมโยงขอ้มูลจ านวนมหาศาลของกองทพัอากาศนั้น ย่อมมีความ
เส่ียงต่อการถูกโจมตีทางไซเบอร์หากมีระบบป้องกนัภยัท่ีไม่รัดกมุเพียงพอ ซ่ึงอาจก่อใหเ้กิดการร่ัวไหลของขอ้มูลส าคญัและ
ความเสียหายร้ายแรงตามมา ดงันั้น การพฒันาและเพ่ิมประสิทธิภาพในการรับมือภยัคุกคามทางไซเบอร์จึงเป็นความจ าเป็น
เร่งด่วนต่อความมัน่คงของประเทศไทยในโลกยคุดิจิทลั [3-4] 
 ผูว้ิจยัเล็งเห็นถึงศกัยภาพอนัยิ่งใหญ่ของเทคโนโลยีปัญญาประดิษฐ์ (Artificial Intelligence: AI) ท่ีสามารถน ามา
ประยุกต์ใช้เพ่ือเพ่ิมประสิทธิภาพในการป้องกนัภยัคุกคามไซเบอร์ให้กบัศูนยไ์ซเบอร์กองทพัอากาศไดเ้ป็นอย่างดี โดย
บทความน้ีมีวตัถุประสงค์ท่ีจะน าเสนอแนวคิดใหม่ในการบูรณาการระบบ AGI (Artificial General Intelligence) ซ่ึงเป็น
ปัญญาประดิษฐ์รุ่นล่าสุดท่ีมีความสามารถเทียบเคียงกบัสมองมนุษย ์เขา้กบัซอฟต์แวร์เดิมของศูนยไ์ซเบอร์กองทพัอากาศ 
เพ่ือสร้างมาตรฐานใหม่ในการป้องกนัภยัคุกคามทางไซเบอร์ท่ีมีความทนัสมยัและมีประสิทธิภาพสูงสุด [5-6] 
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 ผลการศึกษาน้ีจะเป็นประโยชน์อย่างยิ่งในการช่วยก าหนดกรอบทิศทางและแนวทางการพฒันาระบบการรักษา
ความมัน่คงปลอดภยัทางไซเบอร์ของกองทพัอากาศไทย ซ่ึงจะเป็นรากฐานส าคญัในการปกป้องอ านาจอธิปไตยของชาติและ
ทรัพยสิ์นทางปัญญาของประเทศในยคุสงครามเทคโนโลยเีช่นน้ีไดอ้ยา่งมัน่คงและยัง่ยนืสืบไป 

 
2. การโจมตีทางไซเบอร์  
 2.1 กรณีศึกษาการโจมตีทางไซเบอร์ท่ีส าคญัและการวิเคราะห์เชิงลึก 
 ในยคุดิจิทลัปัจจุบนั ภยัคุกคามทางไซเบอร์ไดท้วีความรุนแรงและซบัซอ้นมากยิ่งข้ึน ส่งผลกระทบเป็นวงกวา้งทั้ง
ต่อภาครัฐ ภาคธุรกิจ และประชาชนทัว่ไป ไม่เวน้แมแ้ต่องคก์รท่ีมีระบบรักษาความปลอดภยัท่ีเขม้งวด ดงัตวัอยา่งกรณีศึกษา
ส าคญัในตารางท่ี 1 
 

ตารางที่ 1 กรณีศึกษาระบบรักษาความปลอดภยั 

กรณีศึกษา ลกัษณะการโจมตี ผลกระทบ 
บทบาทของ AI/AGI  

ในการป้องกัน 
Colonial Pipeline  
(พ.ค. 2564) 

- กลุ่ม Dark Side ใช ้
Ransomware เขา้โจมตี
ระบบ IT ของบริษทั  
- หยดุการส่งน ้ามนันาน 5 
วนั [7] 

- ขาดแคลนน ้ามนัในหลาย
รัฐ ตอ้งประกาศภาวะ
ฉุกเฉิน  
- บริษทัตอ้งจ่ายค่าไถ่กวา่ 
4.4 ลา้น USD 

ตรวจจบัพฤติกรรมผดิปกติ
ของระบบไดอ้ยา่งรวดเร็ว  
- คาดการณ์และวิเคราะห์
การโจมตีล่วงหนา้  
- ตอบสนองต่อเหตุการณ์
ไดท้นัท่วงที 

ขโมยขอ้มูลขีปนาวุธรัสเซีย 
(ปลายปี 64 - พ.ค. 65) 

- กลุ่ม Lazarus จากเกาหลี
เหนือเจาะระบบ
คอมพิวเตอร์ของ NPO 
Mash ผูผ้ลิตขีปนาวธุรัสเซีย 
[8] 

- ขอ้มูลขีปนาวธุล ้าสมยั
ร่ัวไหล  
- เกาหลีเหนือพฒันา
ขีปนาวธุไดร้วดเร็วข้ึน 

- วิเคราะห์ Traffic ผดิปกติ 
คน้พบการขโมยขอ้มูลได้
แม่นย  า  
- ระบุต าแหน่งของภยั
คุกคามและผูโ้จมตีได้
แม่นย  า 

Ransomware ในไทย  
(มิ.ย. 2563) 

- กลุ่ม Maze โจมตีบริษทั 
ThaiBev ยกัษใ์หญ่
เคร่ืองด่ืมไทย [9] 
- Ransomware ระบาดหนกั
ในไทย  

ระบบของบริษทัถูกเขา้รหสั
และลอ็กการท างาน  
- สูญเสียขอ้มูลส าคญัและ
เงินค่าไถ่จ านวนมาก 

- ตรวจจบัและวิเคราะห์
มลัแวร์ไดร้วดเร็วแม่นย  า  
- ป้องกนัการแพร่กระจาย
ของ Ransomware ภายใน
เครือข่าย  
- กูคื้นขอ้มูลท่ีถูกเขา้รหสั
ไดอ้ยา่งมีประสิทธิภาพ 
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 จากการวิเคราะห์กรณีศึกษาขา้งตน้ จะเห็นไดว้่าการโจมตีทางไซเบอร์ในปัจจุบนัมีความรุนแรงและสร้างความ
เสียหายเป็นอย่างมาก แมจ้ะมีระบบป้องกนัภยัแบบเดิม แต่ก็ยงัไม่เพียงพอท่ีจะรับมือกบัภยัคุกคามท่ีมีความซับซ้อนสูง  
การน า AI และ AGI มาใชจึ้งมีบทบาทส าคญัในการช่วยวิเคราะห์ ตรวจจบั และตอบสนองต่อการโจมตีไดอ้ย่างรวดเร็ว 
แม่นย  า และมีประสิทธิภาพสูงกว่าระบบรักษาความปลอดภยัแบบเดิม ซ่ึงจะช่วยลดผลกระทบและความเสียหายจากภยั
คุกคามไซเบอร์ลงไดอ้ยา่งมาก 
 2.2 ระบบป้องกนัภยัไซเบอร์ปัจจุบนัของศูนยไ์ซเบอร์กองทพัอากาศ 
 ศูนยไ์ซเบอร์กองทพัอากาศไทยไดต้ระหนักถึงความส าคญัของการป้องกนัภยัคุกคามทางไซเบอร์มาโดยตลอด 
ปัจจุบนัใชแ้นวทางการป้องกนัแบบ Defense-in-Depth  ท่ีเนน้การสร้างชั้นป้องกนัหลายระดบั ตั้งแต่การป้องกนัการบุกรุก
จากภายนอก การกรองทราฟิกเครือข่าย การป้องกนัมลัแวร์ ไปจนถึงการรักษาความปลอดภยัของขอ้มูลและการฝึกอบรม
บุคลากร [10] 
 อย่างไรก็ดีจากแนวโน้มของภยัคุกคามไซเบอร์ท่ีนับวนัจะยิ่งทวีความรุนแรงและซับซ้อนมากข้ึนนั้น การพ่ึงพา
เพียงระบบป้องกนัแบบเดิมอาจไม่เพียงพออีกต่อไป ศูนยไ์ซเบอร์กองทพัอากาศจึงจ าเป็นตอ้งปรับตวั โดยการน าเทคโนโลยี
อจัฉริยะอย่าง AI และ AGI เข้ามาเสริมประสิทธิภาพในการป้องกันและรับมือกับภยัคุกคามไซเบอร์ ตลอดจนการน า
สถาปัตยกรรมแบบ Zero Trust มาใชย้กระดบัความปลอดภยัให้รัดกุมข้ึน ซ่ึงจะช่วยให้ศูนยไ์ซเบอร์กองทพัอากาศมีขีดความสามารถ
ในการปกป้องทรัพยสิ์นและขอ้มูลส าคญัทางทหารจากภยัคุกคามไซเบอร์ไดอ้ยา่งมัน่คงและปลอดภยัยิง่ข้ึนต่อไปในอนาคต [11] 
 
3. การน า AI มาประยุกต์ใช้เพ่ือเป็นตัวช่วยในการป้องกันภัยคุกคามทางไซเบอร์  
 3.1 ทบทวนวรรณกรรม 
 จากการศึกษางานวิจยัท่ีผา่นมา พบวา่มีการน าเทคโนโลยปัีญญาประดิษฐ ์(AI) มาประยกุตใ์ชเ้พ่ือเพ่ิมประสิทธิภาพ
ในการรักษาความปลอดภยัทางไซเบอร์อยา่งกวา้งขวาง ดงัตวัอยา่งงานวิจยัต่อไปน้ี 
 Jovana et al. (2022) [12] ได้น าเสนอระบบตรวจจบัการบุกรุกโดยใช้เทคนิคการเรียนรู้เชิงลึก (Deep Learning)  
ซ่ึงมีประสิทธิภาพสูงกว่าระบบตรวจจบัแบบดั้งเดิมอย่างมีนัยส าคญั สามารถลดอตัราการเตือนผิดพลาด (False Positive)  
ไดม้ากกวา่ 90% และเพ่ิมความแม่นย  าในการตรวจจบัการโจมตีไดถึ้ง 97% 
 งานวิจยัของ Zakaria et al.  (2023) [13] เสนอการใช ้AI ในการป้องกนัภยัคุกคามแบบ Zero-day ท่ีระบบป้องกนั
แบบเดิมไม่สามารถตรวจจบัได ้โดยใชเ้ทคนิค Few-shot Learning เพ่ือให้สามารถเรียนรู้และปรับตวัไดอ้ย่างรวดเร็วเม่ือ
พบมลัแวร์ชนิดใหม่ท่ีไม่เคยพบมาก่อน 
 Mingyang et al (2023) [14] เสนอการน า AI มาใชร่้วมกบัสถาปัตยกรรมแบบ Zero Trust เพ่ือเพ่ิมความปลอดภยั
ในการพิสูจน์ตวัตนและควบคุมการเขา้ถึง ซ่ึงช่วยให้สามารถตรวจจบัพฤติกรรมท่ีผิดปกติและระบุผูใ้ชท่ี้น่าสงสัยไดอ้ย่าง
รวดเร็วและแม่นย  ายิง่ข้ึน 
 อย่างไรก็ตาม งานวิจยัท่ีผ่านมายงัมีขอ้จ ากดับางประการ เช่น ยงัไม่ไดพิ้จารณาการน า AI มาใชก้บัระบบรักษา
ความปลอดภยัของหน่วยงานทางทหารโดยเฉพาะ ซ่ึงมีความทา้ทายและความอ่อนไหวสูงกว่าระบบทัว่ไป รวมทั้งยงัขาด
การศึกษาการน า AGI ท่ีมีความสามารถสูงกวา่ AI แบบทัว่ไปมาประยกุตใ์ช ้[15-16] 
 ดงันั้น งานวิจยัน้ีจึงมุ่งเน้นการพฒันากรอบการน า AI และ AGI มาใชเ้พื่อยกระดบัการรักษาความปลอดภยัทาง 
ไซเบอร์ให้กบัศูนยไ์ซเบอร์กองทพัอากาศไทยโดยเฉพาะ เพ่ือให้สอดคลอ้งกบับริบทและความตอ้งการเฉพาะทางของ
หน่วยงานทางทหาร และเป็นการบุกเบิกแนวทางใหม่ในการประยุกต์ใชเ้ทคโนโลยี AGI กบังานดา้นความมัน่คงไซเบอร์  
ซ่ึงจะเป็นประโยชน์อยา่งยิง่ต่อวงการวิจยัและพฒันาในอนาคต 
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 3.2 กรอบแนวคิด 
 เพื่อน า AI และ AGI เขา้มาประยุกต์ใชใ้นกรอบการรักษาความปลอดภยัไซเบอร์ของศูนยไ์ซเบอร์กองทพัอากาศ 
บทความน้ีเสนอกรอบแนวคิดวิธีการดงัน้ี [17] 
  1. การตรวจจบัการบุกรุก (Intrusion Detection): น าอลักอริทึม Deep Learning อย่าง CNN และ LSTM 
Neural Network มาใชใ้นการวิเคราะห์ Traffic ของเครือข่าย เพ่ือตรวจจบัรูปแบบการโจมตีท่ีผิดปกติ โดยใชชุ้ดขอ้มูล NSL-
KDD และ UNSW-NB15 ในการฝึกสอนและทดสอบประสิทธิภาพ 
  2. การป้องกนัมลัแวร์ (Malware Prevention): ใชเ้ทคนิค Few-shot Learning เพื่อให้ระบบสามารถเรียนรู้
มลัแวร์ชนิดใหม่ไดอ้ย่างรวดเร็วจากตวัอย่างเพียงไม่ก่ีตวั โดยใชอ้ลักอริทึม Prototypical Network ร่วมกบั Support Vector 
Machine (SVM) ในการจ าแนกมลัแวร์  
  3. การพิสูจน์ตวัตนและควบคุมการเขา้ถึง (Authentication & Access Control): พฒันาระบบยืนยนัตวัตน
ผูใ้ชด้ว้ย AI ท่ีใชก้ารเรียนรู้แบบ Reinforcement Learning ในการสร้างโมเดลพฤติกรรมของผูใ้ช ้เพื่อตรวจจบัความผิดปกติ
และป้องกนัการละเมิดสิทธ์ิการเขา้ถึง 
  4. การวิเคราะห์ภยัคุกคาม (Threat Intelligence): ประยุกต์ใช้ AGI เพื่อวิเคราะห์ขอ้มูลภยัคุกคามจาก
แหล่งขอ้มูลจ านวนมหาศาล ทั้งจากเซ็นเซอร์ เครือข่ายสังคม และ Dark web โดยใชก้ารประมวลผลภาษาธรรมชาติ (NLP) 
และการเรียนรู้แบบไม่มีผูส้อน (Unsupervised Learning) เพื่อระบุแนวโนม้ภยัคุกคามและคาดการณ์เหตุการณ์ในอนาคต 
 3.3 การประยกุตใ์ช ้AGI 
 การน าเทคโนโลยี AGI มาประยกุตใ์ชใ้นการรักษาความปลอดภยัไซเบอร์นั้น แมจ้ะมีศกัยภาพสูงในการยกระดบั
ขีดความสามารถในการต่อตา้นภยัคุกคาม แต่กย็งัมีความทา้ทายท่ีส าคญัอยูห่ลายประการ [18-19] ไดแ้ก่ 
  1. เทคโนโลยี AGI ยงัอยูใ่นขั้นตอนการวิจยัและพฒันา ยงัไม่มีระบบ AGI ท่ีสมบูรณ์พร้อมใชง้านในเชิง
พาณิชย ์
  2. การพฒันา AGI ตอ้งใชท้รัพยากรคอมพิวเตอร์และความเช่ียวชาญทางเทคนิคสูงมาก ซ่ึงตอ้งลงทุนสูง
  
  3. ยงัมีประเด็นทางจริยธรรม กฎหมาย และความเส่ียงดา้นความปลอดภยัจากการพฒันา AGI ท่ียงัหาขอ้
ยติุไม่ได ้
 ในปัจจุบนัเร่ิมมีโครงการน าร่องการประยกุตใ์ช ้AGI ในการรักษาความปลอดภยัไซเบอร์ เช่น โครงการ DARPA 
Cyber Grand Challenge ซ่ึงพฒันาระบบ AI ให้สามารถคน้หาและซ่อมแซมช่องโหว่ในซอฟตแ์วร์ไดด้ว้ยตนเองโดยไม่ตอ้ง
พึ่งมนุษย ์ผลลพัธ์ท่ีไดแ้สดงใหเ้ห็นศกัยภาพของ AGI ท่ีสามารถเอาชนะผูเ้ช่ียวชาญดา้นความปลอดภยัไซเบอร์ท่ีเป็นมนุษยไ์ด ้
 ดงันั้น ในการทดลองน า AGI มาใชใ้นกรอบการรักษาความปลอดภยัทางไซเบอร์นั้น จ าเป็นตอ้งด าเนินการอย่าง
ค่อยเป็นค่อยไป โดยเร่ิมจากการสร้างความร่วมมือกบัสถาบนัวิจยัชั้นน าทั้งในและต่างประเทศ เพ่ือพฒันาตน้แบบระบบ 
AGI และทดลองใช้ในสภาพแวดลอ้มจ าลองท่ีควบคุมได้ก่อน ควบคู่ไปกับการวิเคราะห์ความเส่ียงและผลกระทบทาง
จริยธรรมอย่างรอบดา้น จากนั้นจึงทยอยทดลองประยุกต์ใชใ้นระบบจริงท่ีมีความส าคญัไม่มากนัก และค่อยๆ ขยายผลสู่
ระบบท่ีมีความส าคญัสูงข้ึนเป็นล าดบั หากผลลพัธ์เป็นท่ีน่าพอใจและความเส่ียงอยูใ่นระดบัท่ีควบคุมได ้[20] 
 การน า AGI มาใชจ้ริงในระบบรักษาความปลอดภยัของศูนยไ์ซเบอร์กองทพัอากาศไทย แมย้งัอาจตอ้งใชเ้วลาอีก
หลายปี แต่ผลลัพธ์ท่ีได้จะเป็นการปฏิวติัวงการรักษาความปลอดภัยไซเบอร์อย่างส้ินเชิง โดยช่วยให้ประเทศไทยมี
ความสามารถในการปกป้องโครงสร้างพ้ืนฐานและทรัพยสิ์นทางปัญญาท่ีส าคญัทางทหารจากภยัคุกคามไซเบอร์ไดอ้ยา่งมี
ประสิทธิภาพสูงสุด และกา้วข้ึนเป็นผูน้ าดา้นความมัน่คงปลอดภยัไซเบอร์ในภูมิภาคต่อไปในอนาคต 
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4. การน าระบบ AGI มาประยุกต์ใช้ร่วมกบัซอฟท์แวร์เดิมของศูนย์ไซเบอร์กองทัพอากาศ  
 

ตารางที่ 2 เปรียบเทียบระบบป้องกนัภยัไซเบอร์ปัจจุบนัของศูนยไ์ซเบอร์กองทพัอากาศกบัAGI [21] 

 
 จากตารางท่ี 2 จะเห็นไดว้่าระบบรักษาความปลอดภยัไซเบอร์ท่ีศูนยไ์ซเบอร์กองทพัอากาศใชอ้ยูใ่นปัจจุบนั แมจ้ะ
มีการใชเ้ทคนิคพ้ืนฐานท่ีดีระดบัหน่ึง แต่ยงัมีขอ้จ ากดัและช่องโหวห่ลายประการ ท่ีท าให้ไม่สามารถรับมือกบัภยัคุกคามท่ี
พฒันาไปอยา่งรวดเร็วในปัจจุบนัไดอ้ยา่งทนัท่วงที 
 การน าเทคโนโลยี AI และ AGI เขา้มาประยุกต์ใชต้ามท่ีเสนอในงานวิจยัน้ี จะช่วยให้ระบบสามารถเรียนรู้และ
ปรับตวัไดดี้ข้ึน สามารถวิเคราะห์ขอ้มูลจ านวนมากไดอ้ย่างรวดเร็ว และท าให้การก าหนดนโยบายรักษาความปลอดภยัมี
ความยืดหยุน่และเหมาะสมกบัสถานการณ์มากยิ่งข้ึน ซ่ึงจะช่วยอุดช่องโหว่ต่าง ๆ และยกระดบัประสิทธิภาพในการป้องกนั
ภยัไซเบอร์ไดเ้ป็นอยา่งมาก 

ระบบป้องกันภัย ระบบปัจจุบันของ
ศูนย์ไซเบอร์ฯ 

ช่องโหว่ของระบบ
ปัจจุบัน 

ระบบ AGI ที่น าเสนอ ประโยชน์ของระบบ 
AGI 

ตรวจจบัการบุกรุก 
(IDS) 

- ใช ้Signature-
based IDS  
- ใช ้Anomaly 
-based IDS แบบ 
Heuristic 

- ไม่สามารถตรวจจบั
การโจมตีแบบ Zero-
day ได ้ 
- False Positive สูง 
ไม่สามารถปรับตวัได ้

- ใช ้Deep Learning 
เช่น CNN, LSTM  
- ใชข้อ้มูล NSL-KDD, 
UNSW-NB15 ในการเท
รน 

- ตรวจจบัการโจมตี
แบบ Zero-day ได ้ 
- ลด False Positive  
- สามารถเรียนรู้และ
ปรับตวัได ้

ป้องกนัมลัแวร์ - ใช ้Signature-
based Antimalware 

- ไม่สามารถ
ตรวจจบัมลัแวร์ใหม่
ได ้- ตอ้งอปัเดต 
Signature บ่อย ๆ 

- ใชเ้ทคนิค Few-shot 
Learning  
- ใช ้Algo เช่น 
Prototypical Network, 
SVM 

- เรียนรู้มลัแวร์ใหม่ได้
เร็วจากขอ้มูลนอ้ย  
- ปรับตวัเขา้กบัภยั
คุกคามใหม่ได ้

ระบบพิสูจน์
ตวัตน 

- ใช ้
User/Password  
- ใช ้Two-factor 
Authentication 

- รหสัผา่นถูกขโมย
ไดง่้าย  
- 2FA ยงัมีความเส่ียง
จากการ Phishing 

- ใช ้AI วิเคราะห์
พฤติกรรมผูใ้ชแ้บบ 
Reinforcement 
Learning 

- ตรวจจบัผูใ้ชท่ี้ผดิปกติ
ไดแ้ม่นย  า  
- ป้องกนัการละเมิด
สิทธ์ิไดดี้กว่า 

ระบบควบคุมการ
เขา้ถึง (Access 
Control) 

- ใช ้Role-based 
Access Control 
(RBAC) 

- ก าหนดสิทธ์ิไดไ้ม่
ละเอียด  
- ขาดความยืดหยุน่ 
ปรับเปล่ียนยาก 

- ใช ้Attribute-based 
Access Control 
(ABAC) ร่วมกบั AI 

- ก าหนดสิทธ์ิได้
ละเอียดข้ึน  
- สามารถปรับนโยบาย
ไดอ้ตัโนมติัจากบริบท 

วิเคราะห์ภยั
คุกคาม (Threat 
Intelligence) 

- ใช ้SIEM ในการ
เกบ็ Log  
- ใช ้Threat 
Intelligence Feed 

- วิเคราะห์ขอ้มูลได้
จ ากดั  
- ไม่สามารถ
คาดการณ์ภยัใน
อนาคตได ้

- ใช ้AGI ในการ
วิเคราะห์ Big Data  
- ใช ้NLP และ 
Unsupervised Learning 

- ประมวลผลขอ้มูลภยั
คุกคามจ านวนมากได ้ 
- คาดการณ์แนวโนม้ภยั
คุกคามล่วงหนา้ได ้
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 ส าหรับขั้นตอนวิธี (Algorithms) ท่ีใชใ้นบทความน้ี เพ่ือให้ระบบ AGI สามารถท างานร่วมกบัซอฟตแ์วร์เดิมของ
ศูนยไ์ซเบอร์ฯ ไดอ้ยา่งเป็นระบบและมีประสิทธิภาพ [22] มีดงัน้ี 
 1. Pre-processing: ใชเ้ทคนิค Data Cleaning และ Feature Extraction เพ่ือจดัการขอ้มูลดิบท่ีมาจากหลายแหล่ง ให้
อยูใ่นรูปแบบท่ีพร้อมป้อนใหก้บั AI Model  
 2. Training: แบ่งข้อ มูล เ ป็น  Training Set และ Test Set ใช้ ชุดข้อ มูลในการ  Training ร่ วมกับอัลกอ ริ ทึม 
Backpropagation เพื่อปรับ Weight ของโมเดล ท าซ ้ าจนกว่าผลลัพธ์จะลู่เข้าสู่ค่าท่ีต้องการ สลับใช้ Validation Set เพื่อ
ป้องกนัปัญหา Overfitting 
 3. Testing: ใช้ Test Set ท่ีแยกไวต้ั้งแต่ตน้ในการทดสอบประสิทธิภาพของโมเดลท่ีผ่านการ Training แลว้ ใช้
เมตริกต่างๆ เช่น Accuracy, Recall, F1-score ในการประเมินผล 
 4. Integration: เช่ือมต่อ AI Model ท่ีผ่านการทดสอบแล้วเข้ากับระบบรักษาความปลอดภัยเดิม โดยเพ่ิม API 
ส าหรับส่งผ่านขอ้มูลระหว่างกนั ควบคู่ไปกบัการปรับแต่งระบบ เช่น ฐานขอ้มูล ให้สอดรับกบัการท างานของ AI เพื่อให้
สามารถใชง้านร่วมกนัไดอ้ยา่งลงตวั 
 5. Monitoring: ติดตามและเกบ็สถิติการท างานของระบบอยา่งต่อเน่ือง เทียบประสิทธิภาพกบัระบบเดิม ตรวจสอบ
ขอ้ผดิพลาดและปรับแต่งโมเดลอยา่งสม ่าเสมอ เพ่ือใหร้ะบบสามารถเรียนรู้และปรับตวัเขา้กบัภยัคุกคามใหม่ๆ ไดต้ลอดเวลา 
ในเชิงผลลพัธ์หากท าการใชข้ั้นตอนวิธีขา้งตน้ ทางการคาดคะเนพบว่าระบบรักษาความปลอดภยัไซเบอร์ท่ีผนวก AI และ 
AGI เขา้ไปแลว้ จะสามารถตรวจจบัการบุกรุกระบบไดดี้ข้ึนกว่าเดิม 80-90% ทั้งยงัสามารถลด False Positive ลงไดก้วา่ 50% 
ส่งผลให้ประสิทธิภาพโดยรวมของระบบดีข้ึนอย่างมีนัยส าคญัทั้งยงัมีความสามารถในการปรับตวัเขา้กบัภยัคุกคามใน
อนาคตไดดี้อีกดว้ย23 
 ทั้งน้ี แนวคิด Zero Trust ท่ีไดก้ล่าวถึงในเน้ือหาส่วนตน้นั้น คือแนวทางรักษาความปลอดภยัรูปแบบใหม่ท่ีมา
แทนท่ีรูปแบบดั้งเดิมท่ีเน้นแค่การป้องกนัขอบเขตเครือข่าย (Perimeter) เพียงอย่างเดียว แต่แนวคิด Zero Trust จะไม่ไวใ้จ
อุปกรณ์ใดเป็นการล่วงหนา้ ไม่ว่าจะอยูภ่ายในหรือภายนอกเครือข่าย โดยจะตั้งสมมุติฐานไวก่้อนว่าเครือข่ายน่าจะถูกบุกรุก 
และตอ้งมีกลไกในการตรวจสอบตวัตนผูใ้ชแ้ละอุปกรณ์อยา่งต่อเน่ือง รวมถึงบงัคบัใชน้โยบายต่าง ๆ ท่ีละเอียดอ่อนตามแต่
ละบริบท ซ่ึงเทคโนโลยี AI และ AGI จะเขา้มาช่วยสนบัสนุนในจุดน้ีไดเ้ป็นอยา่งดี เพ่ือให้การก าหนดนโยบายเป็นไปอย่าง
อตัโนมติัและแม่นย  าตรงกบัความตอ้งการไดม้ากท่ีสุด 
 
5. อภิปรายผล 
 จากการศึกษาแนวทางการประยกุตใ์ชร้ะบบ AGI ร่วมกบัการท างานของศูนยไ์ซเบอร์กองทพัอากาศ พบว่า AGI มี
ศกัยภาพสูงในการช่วยเพ่ิมประสิทธิภาพการป้องกนัภยัคุกคามทางไซเบอร์ให้แก่องคก์ร ทั้งน้ีเน่ืองจาก AGI มีความสามารถ
ในการประมวลผลขอ้มูลจ านวนมหาศาล ตรวจจบัความผิดปกติ และตอบสนองต่อภยัคุกคามไดอ้ยา่งรวดเร็วและแม่นย  า ซ่ึง
เป็นขอ้ไดเ้ปรียบเหนือกว่าการพ่ึงพาเพียงทรัพยากรบุคคล นอกจากน้ี AGI ยงัสามารถท างานไดอ้ย่างต่อเน่ืองตลอด 24 
ชัว่โมง โดยไม่เหน่ือยลา้หรือความผดิพลาดจากความเม่ือยลา้ และไม่มีอคติในการตดัสินใจด าเนินการ 
 การน าเทคโนโลยี AGI เขา้มาประยุกต์ใชร่้วมกบัระบบรักษาความปลอดภยัท่ีมีอยู่ของศูนยไ์ซเบอร์ เช่น ระบบ 
Defense in Depth และ Zero Trust จะช่วยเสริมเกราะป้องกนัภยัคุกคามไซเบอร์ให้แข็งแกร่งยิ่งข้ึน ระบบ AGI จะช่วยเพ่ิม
ความสามารถในการตรวจจบัความผิดปกติ วิเคราะห์รูปแบบการโจมตี คดักรองเขา้ถึงขอ้มูลตามสิทธ์ิ ป้องกนัการร่ัวไหล
ของขอ้มูล และตอบสนองต่อเหตุภยัคุกคามไดท้นัท่วงที ซ่ึงจะช่วยลดความเส่ียงและผลกระทบจากการถูกโจมตีทางไซเบอร์
ลงไดอ้ยา่งมาก 
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 แม้การพฒันาระบบ AGI ท่ีมีประสิทธิภาพจะต้องใช้เวลาและการลงทุนสูง แต่เม่ือพิจารณาถึงความเสียหาย
มหาศาลทั้งดา้นการเงิน ช่ือเสียง และความมัน่คงขององคก์รหากถูกโจมตีทางไซเบอร์ส าเร็จ การลงทุนในระบบ AGI จึงถือ
เป็นการป้องกนัความเส่ียงท่ีคุม้ค่าในระยะยาว ดงัจะเห็นไดจ้ากกรณีศึกษาท่ีหลายองค์กรถูกโจมตีอย่างหนักและสูญเสีย
มูลค่ามหาศาล การน า AGI มาใชจึ้งจะช่วยป้องกนัความเสียหายดงักล่าวได ้
 อย่างไรก็ตามการใชง้าน AGI อย่างมีประสิทธิภาพยงัตอ้งอาศยัปัจจยัสนับสนุนอ่ืนๆ ร่วมดว้ย ไม่ว่าจะเป็นการ
ฝึกฝนบุคลากรให้มีความรู้ความเขา้ใจในการใชง้านและก ากบัดูแลระบบ AGI การปรับปรุงโครงสร้างพ้ืนฐานดา้น IT ให้
ทนัสมยัรองรับการท างานของ AGI รวมถึงการก าหนดนโยบายและแนวปฏิบติัดา้นความปลอดภยัท่ีสอดคลอ้งกบัการใช้
ระบบอจัฉริยะ ดงันั้น การประยกุตใ์ช ้AGI จึงตอ้งด าเนินการควบคู่ไปกบัการพฒันาในดา้นอ่ืน ๆ อยา่งบูรณาการ 

 
6. สรุป 
 บทความน้ีไดเ้สนอแนวทางการประยกุตใ์ชเ้ทคโนโลยปัีญญาประดิษฐ์ (AI) และปัญญาประดิษฐ์ทัว่ไป (AGI) เพื่อ
ยกระดบัประสิทธิภาพของระบบรักษาความปลอดภยัไซเบอร์ให้กบัศูนยไ์ซเบอร์กองทพัอากาศไทย ผลการศึกษาระบุวา่ การ
น าเทคนิค AI ต่างๆ เช่น Deep Learning, Few-Shot Learning และ Reinforcement Learning มาประยกุตใ์ชใ้นระบบตรวจจบั
การบุกรุก ระบบป้องกนัมลัแวร์ และระบบพิสูจน์ตวัตนและควบคุมการเขา้ถึง มีศกัยภาพสูงในการเพ่ิมประสิทธิภาพการ
ท างานของระบบเหล่านั้น ช่วยใหส้ามารถตรวจจบั ป้องกนั และตอบสนองต่อภยัคุกคามไดแ้ม่นย  า รวดเร็ว และครอบคลุมมากข้ึน  
 ส าหรับการน า AGI มาใชน้ั้น แมย้งัอยูใ่นขั้นตอนของการวิจยัและพฒันา แต่งานวิจยัน้ีไดเ้สนอกรอบแนวคิดและ
แนวทางท่ีควรด าเนินการเม่ือมีความพร้อม โดยเร่ิมจากการสร้างความร่วมมือกบัสถาบนัวิจยัเพ่ือพฒันาตน้แบบระบบ AGI 
และทดลองใชใ้นสภาพแวดลอ้มจ าลองก่อน ควบคู่ไปกบัการวิเคราะห์ความเส่ียงและผลกระทบต่าง ๆ จากนั้นจึงค่อย ๆ 
ทดลองใชใ้นระบบจริง โดยเร่ิมจากระบบท่ีมีความส าคญัไม่มากไปจนถึงระบบส าคญั หาก AGI สามารถพฒันาส าเร็จและ
ประยุกต์ใช้ไดจ้ริงในอนาคต จะช่วยยกระดบัขีดความสามารถในการปกป้ององค์กรจากภยัคุกคามไซเบอร์ไดอ้ย่างกา้ว
กระโดด ทั้งในแง่ของการวิเคราะห์ภยัคุกคามเชิงลึก การคน้หารูปแบบการโจมตีท่ีซบัซ้อน และการคาดการณ์แนวโน้มภยั
คุกคามล่วงหนา้ 
 ผลการศึกษาน้ีมีประโยชน์ในการวางกรอบทิศทางและแนวทางพฒันาระบบรักษาความปลอดภยัไซเบอร์ให้กบั
ศูนยไ์ซเบอร์กองทพัอากาศและหน่วยงานอ่ืน ๆ โดยแสดงให้เห็นถึงศกัยภาพและแนวทางของการน า AI และ AGI มา
ประยุกต์ใช้ เพื่อยกระดับขีดความสามารถในการรับมือกับภยัคุกคามไซเบอร์ท่ีทวีความรุนแรงและซับซ้อนมากข้ึนใน
ปัจจุบนั อย่างไรก็ดี ยงัมีความทา้ทายและขอ้พิจารณาต่างๆ ท่ีตอ้งค านึงถึง เช่น ความพร้อมทางเทคโนโลยี ผลกระทบเชิง
จริยธรรม กรอบกฎหมาย และการพฒันาบุคลากร ซ่ึงตอ้งมีการศึกษาและวางแผนรับมืออยา่งรอบดา้นควบคู่กนัไป 
 
7. ทิศทางการวจิัยในอนาคต 
 จากผลการศึกษาและขอ้จ ากดัของงานวิจยัน้ี สามารถก าหนดเป็นทิศทางการวิจยัในอนาคตไดด้งัน้ี 
 1. การพฒันาระบบตน้แบบท่ีใชเ้ทคนิค AI และ AGI เพื่อทดสอบและปรับปรุงประสิทธิภาพในสภาพแวดลอ้มการ
ใชง้านจริง ร่วมกบัผูเ้ช่ียวชาญจากศูนยไ์ซเบอร์กองทพัอากาศ 
 2. การศึกษาความเป็นไปไดแ้ละผลกระทบจากการประยกุตใ์ช ้ AGI ในงานดา้นความมัน่คงไซเบอร์ โดยเฉพาะ
ประเดน็ดา้นจริยธรรม ความปลอดภยั กฎหมาย และการยอมรับของสงัคม  
 3. การวิจยัการบูรณาการ AI/AGI เขา้กบัเทคโนโลยสีมยัใหม่อ่ืนๆ เช่น Blockchain, Quantum Computing, 5G เพื่อ
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สร้างแพลตฟอร์มการรักษาความปลอดภยัแบบครบวงจรและล ้าสมยั 
 4. การวิเคราะห์ช่องวา่งของบุคลากรดา้น AI/AGI ในกองทพัอากาศ และน ามาก าหนดแนวทางการพฒันาทกัษะ
และความเช่ียวชาญท่ีจ าเป็น เพ่ือรองรับการน า AI/AGI มาใชง้านจริง 
 5. การศึกษาเปรียบเทียบและแลกเปล่ียนองคค์วามรู้กบัหน่วยงานความมัน่คงอ่ืนๆ ทั้งในและต่างประเทศ เพ่ือหา
รูปแบบการประยกุตใ์ช ้AI/AGI ท่ีเหมาะสมและเป็นแนวปฏิบติัท่ีดี 
 6. การสร้างความร่วมมือกบัสถาบนัการศึกษา ภาคเอกชน และภาคประชาสงัคม ในการส่งเสริมการวิจยัและพฒันา 
AI/AGI ส าหรับงานดา้นความมัน่คงปลอดภยัไซเบอร์อยา่งมีธรรมาภิบาล 
 การวิจยัเชิงลึกในประเดน็ขา้งตน้ จะช่วยสร้างองคค์วามรู้ท่ีจ าเป็นส าหรับการน า AI/AGI มาประยกุตใ์ชใ้นการ
พฒันาระบบรักษาความปลอดภยัไซเบอร์ของประเทศไทยอยา่งเป็นรูปธรรมต่อไปในอนาคต ซ่ึงจะเป็นส่วนส าคญัในการ
เสริมสร้างความมัน่คงปลอดภยัทางไซเบอร์ของชาติ รวมทั้งส่งเสริมการพฒันานวตักรรมและบุคลากรดา้นเทคโนโลยี
ป้องกนัประเทศใหก้า้วทนัต่อภยัคุกคามท่ีเปล่ียนแปลงอยา่งรวดเร็วในโลกยคุดิจิทลั 
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