
Received:  
Revised: 
Accepted: 

May 21, 2020 
June 3, 20XX 
June 08, 20XX 

 

Science and Technology 
RMUTT Journal 

แบบจ ำลองกำรตรวจสอบกำรทุจริตส ำหรับข้อมูลท่ีไม่สมดุล โดยใช้ 
เทคนิคกำรลดมิติข้อมูลร่วมกับกำรเรียนรู้ของเคร่ือง 

Fraud Detection Model in Imbalanced Data Using Dimension Reduction  
And Machine Learning Algorithms 

นิเวศ จิระวิชิตชยั 

คณะเทคโนโลยีสารสนเทศ มหาวิทยาลยัศรีปทุม เขตจตุจตัร กรุงเทพมหานคร 10900  
E-mail: nivet.ch@spu.ac.th 

บทคัดย่อ  

งานวิจยัน้ีมีวตัถุประสงคเ์พ่ือพฒันาแบบจ าลองการตรวจสอบการทุจริตส าหรับขอ้มูลท่ีไม่สมดุลโดย
ใช้เทคนิคการลดมิติข้อมูลร่วมกับการเรียนรู้ของเคร่ือง เพื่อการจ าแนกธุรกรรมท่ีมีความผิดปกติ ( Fraud 
Detection) และหาความสัมพนัธ์ของกลุ่มธุรกรรมผิดปกติ เพื่อป้องกนัความเสียหายท่ีจะเกิดขึ้นจากธุรกรรมท่ี
ทุจริตในระบบพาณิชยอ์ีเล็กทรอนิกส์ ผลการทดลองเม่ือวดัประสิทธิภาพแบบจ าลองด้วยค่าความถูกต้อง 
(Accuracy) สรุปไดว่้าแบบจ าลองท่ีใชอ้ลักอริทึม เอ็กซ์ทรีมกาเดียนบูทติ้ง (Extreme Gradient Boosting) ให้ค่า
ความถูกตอ้งสูงท่ีสุดคือ 98.15 % ในขณะท่ีใชเ้วลาในการประมวลนอ้ยท่ีสุด จากการทดลองพบว่า แบบจ าลองท่ี
พฒันาขึ้นนั้น ส่งผลให้อลักอริทึมมีขีดความสามารถจ าแนกธุรกรรมท่ีมีความผิดปกติไดอ้ย่างมีประสิทธิภาพ
มากขึ้นอยา่งชดัเจน 
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Abstract  

The objective of this research is to develop a method for fraud detection model in imbalanced data 
using dimension reduction combined with machine learning algorithms for fraud detection and finding the 
relationship of irregular transaction groups. The main purpose is to prevent damage from fraudulent transactions 
in electronic commerce systems. The results of the experiment show that the model using the Extreme Gradient 
Boosting algorithm gives the highest accuracy of 98.15 %  with the shortest processing time.  From the experiment,    
it was found that the developed model resulted in the algorithm has the ability to perform more effectively. 

Keywords: Fraud Detection, Extreme Gradient Boosting, Machine Learning 

1. บทน ำ 
จากการขยายตัวด้านการใช้งานระบบ

พาณิชยอ์ีเล็กทรอนิกส์ ตลอดช่วงระยะเวลาท่ีผ่าน
มา มีแนวโน้มในการใชง้านในดา้นธุรกรรมการเงิน
เพ่ิมมากขึ้นอย่างรวดเร็วและแพร่หลาย ส่งผลให้
ผูใ้ช้งานสามารถท่ีจะเข้าถึงข้อมูลการเงินส่วนตัว 
และส่งเสริมในสังคมเกิดการท าธุรกรรมผ่าน
ช่องทางส่ือพาณิชยอ์ีเล็กทรอนิกส์ ระบบอินเตอร์
แบงคก้ิ์ง ระบบโมบายแบงก้ิง ไดอ้ยา่งสะดวกสบาย
มากขึ้นและท าให้ไดรั้บความนิยมอย่างแพร่หลาย
ในวงกวา้ง และหน่ึงกรรมวิธีในการท าธุรกรรม
ออนไลน์ก็คือ การใช้บัตรเครดิตในการช าระค่า
สินคา้  
 ปัจจุบนันอกจากบตัรเครดิตจะเป็นท่ีนิยม
ในการซ้ือสินคา้ตามราคาทัว่ไปแลว้ ยงันิยมมาใชใ้น
การซ้ือขายผ่านอินเทอร์เน็ตอีกด้วย เม่ือมีการซ้ือ
ขายสินค้าผ่านบัตรเครดิต ผูใ้ช้บัตรเครดิตจะต้อง
แสดงความสมยอมว่าการซ้ือขายนั้นไดเ้กิดขึ้นจริง 
ดว้ยการเซ็นช่ือในใบเสร็จ หากเป็นการซ้ือขายทาง
อินเทอร์เน็ต ผูใ้ชอ้าจจะกรอกหมายเลขบตัรเครดิต 
และรหัสลบัหลงับตัร เพื่อเป็นการแสดงความจ านง
ในการซ้ือขาย ท าให้การใชง้านบตัรเครดิตซ้ือสินคา้

ออนไลน์เติบโตอย่างรวดเร็ว แต่ปัญหาอย่างหน่ึง
ของธนาคารผูอ้อกบตัรก็คือ การตรวจสอบการท า
ธุรกรรมออนไลน์ ว่า เป็นการกระท า ท่ีผิดปกติ
หรือไม่ (Fraud Detection) ซ่ึงธุรกรรมทุจริตเหล่าน้ี
ไดส้ร้างความเสียหายให้กบัธุรกิจธนาคารเป็นอยา่ง
มาก โดยเฉพาะอย่างย่ิงธุรกรรมทุจริตท่ีเกิดขึ้นจาก
การซ้ือสินค้าผ่านช่องทางพาณิชย์อิเลคทรอนิคส์ 
(E-commerce) [1-3] ก็จะย่ิงเพ่ิมความเส่ียงจะท่ีเกิด
ธุรกรรมทุจริตมากกว่าธุรกรรมท่ีต้องแสดงบัตร
เครดิต ทั้งยงัยากต่อการยืนยนัว่าเป็นธุรกรรมทุจริต
หรือไม่ ดงันั้นธนาคารผูอ้อกเครดิตจึงได้รับความ
เสียหาย ท าให้เกิดต้นทุนกับธนาคารผู ้ออกบัตร 
เพราะความเสียหายท่ีเกิดขึ้นธนาคารจะตอ้งเป็นผู ้
รับภาระเองทั้งหมด  
 จากความส าคัญดังกล่าว ผู ้วิจัยจึงเห็น
ความส าคัญในการศึกษาแบบจ าลองการป้องกัน
ธุรกรรมทุจริตเ พ่ือเป็นแนวทางในการเพ่ิมขีด
ความสามารถขององคก์รและลดความเสียหายท่ีจะ
เกิดขึ้นจากธุรกรรมทุจริต โดยมุ่งเน้นพฒันาแบบ 
จ าลองการจ าแนกหาความ  สัมพันธ์ของกลุ่ม
ธุรกรรมท่ีผิดปกติ โดยใช้เทคนิคการลดมิติขอ้มูล
ร่วมกับการเรียนรู้ของเคร่ืองท่ีประสิทธิภาพและ 
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ความแม่นย  าในการจ าแนกธุรกรรมทุจริตผ่าน
ช่องทางพาณิชย์อิ เลคทรอนิคส์ เป็นปัจจัยหลัก 
ในขณะท่ีการใช้ทรัพยากรและเวลาเป็นปัจจยัรอง 
โดยองค์ความรู้ท่ีได้จากงานวิจัยน้ี สามารถน าไป
ประยุกต์ใช้กับการพฒันาระบบงานการวิเคราะห์
พฤติกรรมของลูกคา้เพื่อป้องกนัธุรกรรมทุจริตไดมี้
ประสิทธิภาพมากย่ิงขึ้น 

2. วัตถุประสงค์ของกำรวิจัย 
2.1 เพื่อสร้างแบบจ าลองการตรวจสอบ

การทุจริตส าหรับข้อมูลท่ีไม่สมดุลโดยใช้เทคนิค
การลดมิติขอ้มูลร่วมกบัการเรียนรู้ของเคร่ือง 

2.2 เ พื่ อ ท ดสอบประ สิท ธิ ภ าพของ
แบบจ าลองการตรวจสอบการทุจริตส าหรับขอ้มูลท่ี
ไม่สมดุลโดยใชเ้ทคนิคการลดมิติขอ้มูลร่วมกบัการ
เรียนรู้ของเคร่ือง 

3. ทฤษฎีและงำนวิจัยท่ีเกีย่วข้อง 
 การเรียนรู้ของเคร่ือง (Machine Learning) 
[4-5] จดัเป็นสาขาหน่ึงของปัญญาประดิษฐ์ ท่ีพฒันา
มาจากการศึกษาการรู้จ าแบบ เก่ียวขอ้งกบัการศึกษา
และการสร้างอลักอริทึมท่ีสามารถเรียนรู้ขอ้มูลและ
ท านายขอ้มูลได ้อลักอริทึมนั้นจะท างานโดยอาศยั
โมเดลท่ีสร้างมาจากชุดขอ้มูลตวัอย่างขาเขา้เพื่อการ
ท านายหรือตดัสินใจในภายหลงั การเรียนรู้แบบมี
ผู ้สอน (Supervised Learning)  กล่ าวคือ มีข้อมูล
ตวัอย่างและผลลพัธ์ท่ีผูส้อนต้องการถูกป้อนเข้าสู่
คอมพิวเตอร์ เป้าหมายคือการสร้างกฎทั่วไปท่ี
สามารถเช่ือมโยงข้อมูลขาเข้ากับขาออกได้ เป็น
เทคนิคการเรียนรู้ของเคร่ืองซ่ึงสร้างฟังก์ชันจาก
ขอ้มูลสอน (Training Data) ขอ้มูลสอนประกอบด้วย 
วตัถุน าเขา้ และผลท่ีตอ้งการ ผลจากการเรียนรู้จะ
เป็นฟังก์ชันท่ีอาจจะให้ค่าต่อเน่ืองหรืออาจจะเรียก

วิธีการว่า การถดถอย (Regression) หรือใช้ท านาย
ประเภทของวตัถุ อีกอย่างเรียกว่า การแบ่งประเภท 
(Classification)  ภารกิจของเคร่ืองเ รียนรู้แบบมี
ผูส้อนคือการท านายค่าของฟังกช์นัจากวตัถุน าเขา้ท่ี
ถูกต้อง โดยใช้ตัวอย่างในการสอนโดยใช้ข้อมูล
น าเข้าจ านวนมาก (Training Set)  และผลท่ีเป็น
เป้าหมาย โดยการเรียนรู้ของเคร่ือง จะตอ้งวางนัย
ทัว่ไป (Generalize) จากขอ้มูลท่ีมีอยู ่ไปยงักรณีท่ีไม่
เคยพบอย่างมีเหตุมีผล โดยการเรียนรู้แบบมีผูส้อน
นั้น มีขั้นตอนต่าง ๆ ท่ีตอ้งพิจารณามากมาย ไดแ้ก่   
ก าหนดชนิดของตวัอย่างสอน ก่อนจะเร่ิมท าอย่าง
อื่น จะตอ้งตดัสินว่าขอ้มูลชนิดใดท่ีจะใชเ้ป็นตวัอย่าง 
เก็บตวัอย่าง ชุดตวัอย่างสอนจะตอ้งมีลกัษณะเป็น
ตามท่ีใช้จริง ดังนั้ นชุดข้อมูลตัวอย่างและผลท่ี
สอดคลอ้งจะตอ้งถูกจดัเก็บจากผูเ้ช่ียวชาญหรือจาก
การวดั ก าหนดวิธีการแทนลักษณะ (Feature) ของ
ขอ้มูลเขา้ ความถูกตอ้งของฟังก์ชนัจะขึ้นอยู่กบัการ
แทนขอ้มูลอย่างมาก โดยทัว่ไปวตัถุเขา้จะถูกแปลง
เป็นเวกเตอร์ของลกัษณะ ใช้อธิบายวตัถุท่ีตอ้งการ
แบ่งประเภท จ านวนลกัษณะจะตอ้งไม่มากจนเกินไป 
เพราะจะท าให้เกิดปัญหา Curse of dimensionality 
เน่ืองจากมิติท่ีกวา้งเกินไปจนท าให้มีพ้ืนท่ีว่างมาก
จนเคร่ืองเรียนรู้ไม่สามารถวางนัยทั่วไปได้ แต่
จ านวนลกัษณะก็จะตอ้งมากพอท่ีจะท าให้สามารถ
ท านายผลไดแ้ม่นย  า  

3.1 เนอีฟเบย์ (Naïve Bayes) การเรียนรู้แบบ
เบย ์[5-6] เป็นวิธีการเรียนรู้ท่ีใช้หลกัการของความ
น่าจะเป็น ซ่ึงมีพ้ืนฐานมาจากทฤษฎีของเบย ์(Bayes 
Theorem) เขา้มาช่วยในการเรียนรู้ จุดมุ่งหมาย ก็เพื่อ
ตอ้งการสร้างโมเดลท่ีอยู่ในรูปของความน่าจะเป็น 
จัดเป็นขั้นตอนวิธีในการจ าแนกข้อมูล โดยการ
เรียนรู้ปัญหาท่ีเกิดขึ้น เพ่ือนามาสร้างเง่ือนไขการ
จ าแนกข้อมูลใหม่ หลกัการของนาอีฟเบย ์ใช้การ
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ค านวณหาความน่าจะเป็นในการทานายผล เป็น
เทคนิคในการแก้ปัญหาแบบจ าแนกประเภทท่ี
สามารถคาดการณ์ผลลพัธ์ได้ จะทาการวิเคราะห์
ความสัมพนัธ์ระหว่างตัวแปรเพื่อใช้ในการสร้าง
เง่ือนไขความน่าจะเป็นสาหรับแต่ละความสัมพนัธ์
เหมาะกบักรณีของเซตตวัอย่างท่ีมีจ านวนมากและ
คุณสมบติั (Attribute) ของตวัอยา่งไม่ขึ้นต่อกนั โดย
กาหนดให้ความน่าจะเป็นของขอ้มูลเท่ากบัสมการ 

  
3.2 กำรวิเครำะห์กำรถดถอยโลจิสติค  [7-8] 

เป็นการวิเคราะห์ท่ีมีเป้าหมายเพื่อท านายโอกาสท่ี
จะเกิดเหตุการณ์ท่ีสนใจ โดยอาศยัสมการโลจิสติค
ท่ีสร้างขึ้นจากชุดตวัแปรท านาย ท่ีเป็นตัวแปรท่ีมี
ขอ้มูลอยู่ ในระดบัช่วงเป็นอย่างนอ้ย โดยท่ีระหว่าง
ตัวแปรท านายจะต้องมีความสัมพนัธ์กันต ่า การ
วิเคราะห์การถดถอยโลจิสติค (Logistic Regression 
Analysis) เป็นเทคนิคการวิเคราะห์สถิติเชิงคุณภาพ 
(Qualitative Statistical Techniques)  ท่ีแตกต่างไป
จากเทคนิคการวิเคราะห์เชิงปริมาณ (Quantitative 
Techniques) อย่างน้อย ก็เร่ืองของข้อมูลท่ีตัวแปร
ตามเป็นตวัแปรเชิงคุณภาพ ซ่ึงก็คือ เป็นตวัแปรเชิง
กลุ่มนั่นเอง การวิเคราะห์การถดถอยโลจิสิคแบ่ง
เป็น 2 ประเภท คือ การวิเคราะห์การถดถอยโลจิสติค
ทวิ (Binary Logistic Regression Analysis) และการ
วิเคราะห์การถดถอยโลจิสติคพหุกลุ่ม (Multinomial 
Logistic Regression Analysis)  การ วิ เคราะห์การ
ถดถอยโลจิสติคทั้ง 2 ประเภท แตกต่างกนัในดา้น
ตวัแปรตาม โดยท่ีการวิเคราะห์การถดถอยโลจิสติค
ทวิใช้กับตัวแปรตามท่ีแบ่งออกเป็น 2 กลุ่มย่อย 
(Dichotomous Variable) มี 2 ค่า คือมีค่าเป็น 0 กบั 1 
เช่น กลุ่มท่ีมีเหตุการณ์กบักลุ่มท่ีไม่มีเหตุการณ์ ส่วน

การวิเคราะห์โลจิสติคแบบพหุกลุ่มใช้กับตัวแปร
ตาม ท่ี มีหลายค่ ามากกว่า  2 กลุ่ ม  (Polytomous 
Variable) การวิเคราะห์โลจิสติคมีเป้าหมายก็คือ เพื่อ
ท านายโอกาสท่ีจะเกิดเหตุการณ์ท่ีสนใจ ซ่ึงก็คือ    
ตวัแปรเกณฑ์ โดยอาศยัสมการโลจิสติคท่ีสร้างขึ้น 
จากชุดตัวแปรท านาย ท่ีมีข้อมูลเป็นตัวแปรท่ีมี
ขอ้มูลอยูใ่นระดบัช่วง (interval scale) เป็นอยา่งนอ้ย 
หากเป็นขอ้มูลเชิงกลุ่มจะตอ้งแปลงเป็นตวัแปรทวิ 
ท่ีมีค่า 0 กับ 1 ก่อน โดยท่ีระหว่างตัวแปรท านาย
จะต้องมีความสัมพนัธ์กันต ่า รูปแบบสมการ การ
วิเคราะห์การถดถอยโลจิสติกส าหรับการวิเคราะห์
การถดถอย สมการพยากรณ์ท่ีได้จากตัวแบบการ
วิเคราะห์จะเป็นสมการแสดงความน่าจะเป็นของ
การเกิดเหตุการณ์ท่ีสนใจ (Probability of Event) 
 ในกรณีท่ีมี ตัวแปรอิสระเพียง 1 ตัว ตัว
แบบการวิเคราะห์ถดถอยโลจิสติกสามารถเขียนได้
ดงัสมการ ความน่าจะเป็นของการเกิดเหตุการณ์  

 
ความน่าจะเป็นของการไม่เกิดเหตุการณ์ 

 

ถ้าก าหนดให้ Z = b0 + b1 X จากสมการข้างต้น         
จะสามารถเขียนสมการใหม่ไดเ้ป็นความน่าจะเป็น
ของการเกิดเหตุการณ์ 

 
ความน่าจะเป็นของการไม่เกิดเหตุการณ์ 

 
และในกรณีท่ีมีตวัแปรอิสระ p ตวั จะไดว่้า 

(1) 

(2) 

(3) 

(4) 

(5) 
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3.3 ต้นไม้ตัดสินใจ (Decision Tree) เป็นการ
น าขอ้มูลมาสร้างแบบจ าลอง [9] มีลกัษณะเป็นผงั
งาน (Flowchart) เหมือนโครงสร้างตน้ไม ้เป็นการ
เรียนรู้แบบมีผูส้อน (Supervised Learning) วิธีการ
สร้างตน้ไมต้ดัสินใจ อนัดบัแรกจะหาคุณลกัษณะท่ี
ส าคญัท่ีสุดมาแบ่งขอ้มูลโดยคุณลกัษณะน้ีจะถูกตั้ง
ให้เป็นโหนดราก จากโหนดรากจะสร้างเส้นทางเช่ือม 
หรือก่ิงไปยงัโหนดลูก โดยจ านวนเส้นทางเช่ือมจะ
เท่ากับจ านวนค่าท่ีเป็นไปได้ของคุณลกัษณะของ
โหนดราก ถา้โหนดลูกเป็นกลุ่มของขอ้มูลท่ีอยู่ใน
กลุ่มเดียวกนัทั้งหมดให้หยุดการสร้างตน้ไม ้แต่ถา้
โหนดลูกมีขอ้มูลของหลายกลุ่มปะปนกนั ตอ้งสร้าง
โหนดลูกเพื่อจ าแนกขอ้มูลต่อไป โดยวนกลบัไปท า
ขั้นตอนแรก ซ ้ าเพื่อเลือกคุณลกัษณะท่ีส าคญัท่ีสุด
มาเป็นตัวแบ่งข้อมูลต่อไป  การแบ่งข้อมูลโดย
วิธีการก าหนดโครงสร้างตน้ไมต้ดัสินใจจะเป็นการ
เลือกขอ้มูลตามลาดบัของตวัช้ีวดัหรือค่าเกน (Gain) 
สูงท่ีสุดเป็นข้อมูลเร่ิมต้นและข้อมูลถัดไปท่ีมีค่า
ลดหลัน่กนัตามลาดบั ตวัอย่างเช่น การพิจารณาจาก
กลุ่มขอ้มูล 2 คลาสคือ P และ N โดยจ านวนตวัอยา่ง
ในคลาส P คือ p ตวั และจ านวนตวัอย่างในคลาส N 
คือ n ตัว ส่วนค่าของกลุ่มข้อมูลคือค่าคาดคะเนท่ี
กลุ่มตวัอย่างตอ้งใช้จ านวนบิตในการแยกคลาส P 
และ N โดยนิยามตามสมการ 
 

 

ค่าคาดคะเนของขอ้มูล (Entropy) เป็นค่าท่ีแยกโดย
การใช้ลกัษณะประจ า A ซ่ึงกาหนด A คือ ลกัษณะ
ประจ าท่ีแบ่ง S ออกเป็น {S1, S2, , Sv} โดยให้ S1 มี
ตัวอย่างจากคลาส P จานวน P1 และตัวอย่างจาก
คลาส N จ านวน n1 ดงัสมการ 

 
ดังนั้นค่าเกนข้อมูล (Data Gain) ท่ีได้จากการแยก
ขอ้มูลดว้ยลกัษณะประจ า A จะไดด้งัสมการ 

 
3.4 ซัพพอร์ทเวกเตอร์แมชชีน (Support 

Vector Machine) หลกัการของวิธีการน้ี [10-11] ใช้
เพื่อหาระนาบการตัดสินใจในการแบ่งข้อมูล
ออกเป็นสองส่วน โดยใช้สมการเส้นตรงเพื่อแบ่ง
เขตข้อมูล 2 กลุ่มออกจากกัน ซัพพอร์ตเวกเตอร์    
แมชชีนจดัเป็นการเรียนรู้ของเคร่ืองประเภทที่ตอ้งมี
ตวัอย่างในการเรียนรู้ (Supervised Learning) ประเภท 
หน่ึงซ่ึงมีความสามารถในการคดัแยก (Classification) 
และการท านาย (Regression) โดยเอสวีเอม็มีพ้ืนฐาน
จากการค านวณแบบ Linear Classifier ซ่ึงจดัอยู่ใน
ประเภทมุ่งหาผลลัพธ์ท่ี ดี ท่ี สุดของการเ รียนรู้  
(Discriminative Training) บนการเรียนรู้จากสถิติ
ของขอ้มูล ซ่ึงท างานโดยการหาค่าระยะขอบท่ีมาก
ท่ีสุด (Maximum Margin)  ของระนาบตัดสินใจ 
(Decision Hyperplane) ในการแบ่งแยกกลุ่มขอ้มูลท่ี
ใช้ฝึกฝนออกจากกนั โดยจะใช้ฟังก์ชั่นแม็ปขอ้มูล
จาก Input Space ไปยัง  Feature Space และสร้าง
ฟังก์ชั่นวดัความคล้ายท่ีเรียกว่าเคอร์เนลฟังก์ชั่น 
(Kernel Function)  บน Feature Space โดยมีวัตถุ  
ประสงคท่ี์จะพยายามท่ีจะท าการลดความผิดพลาด
จากการท านาย (Minimize Error) พร้อมกับเ พ่ิม
ระยะแยกแยะให้มากท่ีสุด (Maximized Margin)
ดังนั้ นเม่ือข้อมูลท่ีใช้ฝึกฝนเป็นข้อมูลท่ีสามารถ
แบ่งกลุ่มไดด้ว้ยเส้นตรงใด ๆ ระยะท่ีกวา้งท่ีสุดของ 
Hyper plane ทั้งสองท่ีขยายออกไปจนกว่าจะพบจุด
ขอ้มูลของทั้งสองกลุ่มคือ 2/|w| โดยค่า |w| มีค่าน้อย
ท่ีสุด ค่าข้อมูลแต่ละ 𝑥𝑖 จัดจ าแนกอยู่ในกลุ่มใด

(6) 

(7) 

(8) 

(9) 
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สามารถพิจารณาได้จากเง่ือนไขดังน้ี ถ้า 𝑊𝑇 ⋅

𝑋𝑖 + b ≥ 1 แสดงว่า 𝑥𝑖เป็นกลุ่มท่ี 1และ ถ้า
𝑊𝑇 ⋅ 𝑋𝑖 + b ≤ −1 แสดงว่า 𝑥𝑖 เป็นกลุ่มท่ี 2 
ดังนั้นในการคดัแยกจุดข้อมูลใด ๆ ท่ีน ามาฝึกฝน
เพื่อกรองว่าเป็นกลุ่ม 1 สามารถตรวจสอบไดจ้าก
สมการ 

𝑐𝑖(𝑊 ⋅ 𝑋𝑖 − 𝑏) ≥ 1 เม่ือ 1 ≤ 𝑖 ≤ 𝑛 

ดังนั้นสามารถเขียนเป็นรูปส้ันเพ่ือหาระยะขอบท่ี
น้อยท่ีสุด โดยท่ีสามารถค านวณการแบ่งกลุ่มไดด้งั
สมการ 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑤,𝑏|𝑊| โดยตรวจสอบ 

 𝑐𝑖(𝑊 ⋅ 𝑋𝑖 − 𝑏) ≥ 1 เม่ือ 1 ≤ 𝑖 ≤ 𝑛  

 

รูปที่ 1 ระยะขอบที่กวา้งท่ีสุดซพัพอร์ตเวกเตอร์ 

3.5 เ อ็ ก ซ์ท รีมกำ เ ดี ยน บูทติ้ ง  (Extreme 
Gradient Boosting)  บู ท ติ้ ง  (Boosting)  [12-13] 
จดัเป็นเทคนิคเพ่ือลดความแปรปรวนและเพ่ิมความ
แม่นย  าในการท านายของตวัจ าแนกประเภท โดยใช้
วิธีลดความอคติ (Bias) และมีแนวคิดท่ีให้ตวัเรียนรู้
ท่ีอ่อนแอ (Weak Learner) ชุดหน่ึง ท างานร่วมกนั
จนสามารถพฒันามาเป็นตวัเรียนรู้ท่ีเขม้แขง็ (Strong 
Learner) ได้การสร้างตัวเรียนรู้ท่ีอ่อนแอ (Weak 
Learner) แต่ละตวัสามารถท าได ้โดยการปรับเพ่ิม
น ้ าหนักของการท านายท่ีผิดพลาดให้มากขึ้นในแต่

ละรอบ แล้วท าการเรียนรู้ใหม่ ซ่ึงจะท าให้โมเดล
ของตวัจ าแนก (Classifier) เปล่ียนไปโดยให้ความ 
ส าคญักบัความผิดพลาดในรอบท่ีแลว้มากขึ้น เม่ือ
ไดจ้ านวนตวัเรียนรู้ท่ีอ่อนแอมากพอแล้ว จึงน ามา
รวมกนัสร้างเป็นตวัเรียนรู้ท่ีเขม้แข็งต่อไป (Strong 
Learner)  โดยผลรวมของตัวจ าแนกประ เภท 
(Aggregating) จะเกิดเป็นตัวจ าแนกประเภทใหม่
ขึ้นมา เราจะท าแบบน้ีไปเร่ือย ๆ (Recursive) จนได้
โมเดลท่ีดีท่ีสุดจากผลรวมของการจ าแนก หลกัการ
สร้างต้นไม้แต่ละต้น  จะ เ ป็นแบบเ รียงล าดับ 
(Sequence) โดยข้อมูลน าเข้า ( Input) แต่ละของ
ตน้ไมแ้ต่ละตน้ จะเป็นเอาท์พุต (Output) จากตน้ไม้
ก่อนหน้า โดยหลกัการคือเอ็กซ์ทรีมกาเดียนบูทติ้ง 
จะท าการสร้างต้นไม้แต่ละต้น เพื่อลดค่าความ
ผิดพลาด (Error) ท่ีเกิดจาก ตน้ไมก่้อนหน้า โดยใช้
วิธี Gradient Descend แลว้น าผลลพัธ์ท่ีไดม้ารวมกนั 
ก็จะท าให้ไดค้่าใกลเ้คียงกบัค่าท่ีจะท านาย Y(actual) 
ซ่ึงขอ้ดีของ เอ็กซ์ทรีมกาเดียนบูทติ้ง คือ ความอคติ 
(Bias) และความแปรปรวน (Variance) ลดลง เน่ืองจาก
ความผิดพลาดก่อนหน้า (Error) ถูกแกไ้ขแค่ความ
ลึกของชั้นต้นไม้ (Tree Depth) แค่หน่ึงชั้นก็เพียง
พอท่ีจะได้ค่าประสิทธิภาพ (Performance) ท่ีดีขึ้น
มาก เม่ือเทียบกับ (Bagging Tree) และแรนดอม-       
ฟอเรส (Random Forest) ท่ีตอ้งเพ่ิมชั้นความลึกมาก
ขึ้นมากขึ้น เพ่ือให้ประสิทธิภาพท่ีใกลเ้คียง  

 
รูปที่ 2 เอก็ซ์ทรีมกาเดียนบูทติ้ง 

(10) 

(11) 
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3. 6 ก ำ ร ล ด มิ ติ ข อ ง ข้ อ มู ล  (Dimension 
Reduction) [14] ถือเป็นงานส าคญัในงานการเรียนรู้
ของเคร่ืองและการรู้จ า เน่ืองจากเทคโนโลยีใน
ปัจจุบันน้ี มีความสามารถในการเก็บข้อมูลทุก ๆ 
คุณลกัษณะท่ีเราสามารถจะเก็บได ้ ซ่ึงน าไปสู่การ
เก็บขอ้มูลขนาดใหญ่ท่ีมีคุณลกัษณะมากเกินกว่าท่ี
จะประมวลผลได้ เทคนิคลดมิติของขอ้มูลช่วยลด
ความซ ้ าซ้อน ระหว่างคุณลักษณะและช่วยขจัด
ความห่างมากในชุดข้อมูล การเลือกฐานหลักถือ
เป็นปัญหาเปิด ว่าเราจะสามารถลดมิติของข้อมูล
เพื่อให้ได้เซตย่อยของข้อมูลท่ีเหมาะท่ีสุดอย่าง
อตัโนมัติได้อย่างไร ในงานการเรียนรู้ของเคร่ือง 
จากการศึกษาพบว่าวิธีลดมิติของข้อมูล (Data 
Reduction) จดัเป็นกระบวนการหน่ึงในขั้นตอนการ
เตรียมขอ้มูล นั่นคือการท าให้ข้อมูลตั้งตน้มีขนาด
ลดลง ซ่ึงงานวิจยัน้ีใช้ค่าความสัมพนัธ์ (Correlation) 
เพื่อลดมิติของข้อมูล เพราะเป็นการคัดเลือกมิติ
ข้อมูล โดยใช้การค านวณหาค่าน ้ าหนัก ซ่ึงอาจจะ
เป็นค่าความสัมพันธ์ระหว่างแต่ละตัวแปรการ
อธิบายความสัมพนัธ์ของตวัแปร 2 ตวั โดยใชค้่าเชิง
ปริมาณ เพราะบางคร้ังการดูแต่การวาดกราฟเพียง
อย่างเดียว ก็อธิบายระดับความแตกต่างได้ไม่
ละเอียดพอ ค่าความสัมพนัธ์ (Correlation) คือค่าท่ี
ใชบ้อกระดบัความสัมพนัธ์ของแต่ละตวัแปรท่ีเป็น
คู่ 

 

4. วิธีด ำเนินงำนวิจัย 
โดยแบบจ าลองท่ีน าเสนอในงานวิจยัน้ี ใช้

การตรวจสอบขอ้มูลก่อนการวิเคราะห์ เพ่ือก าจดัขอ้
มูลค่าสุดโต่งแฝง (Outlier) ออกก่อน จากนั้นท าการ

แปลงขอ้มูล (Data Transformation) ดว้ยวิธีการนอร์
มอลไลซ์ (Normalization) ท าการแปลงค่าข้อมูล  
ให้เป็นช่วงข้อมูลใหม่ท่ีก าหนดขึ้ นให้มีสเกลท่ี
เท่ากนั แลว้จึงท าการปรับปรุงชุดขอ้มูลกลุ่มตวัอยา่ง 
[15] ของการตรวจสอบการทุจริตไม่สมดุลด้วย
วิธีการสุ่มตวัอย่าง (Sampling Methods) โดยวิธีการ 
Over-sampling จะท าการสุ่มขอ้มูลในกลุ่มรองเพื่อ
สร้างข้อมูลใหม่ของกลุ่มรองให้มีจ านวนเพ่ิมมาก
ขึ้น ให้ใกล้เคียงหรือเท่ากับจ านวนข้อมูลในกลุ่ม
หลกั จากนั้นท าการลดมิติขอ้มูลของกลุ่มตวัอย่างลง 
โดยพิจารณาคุณลกัษณะท่ีมีค่าสถิติความสัมพนัธ์
กับกลุ่มเป้าหมายสูง ก่อนส่งเข้าเคร่ืองจักรการ
เรียนรู้แบบมีผลเฉลย (Supervised Learning) ซ่ึง
ประกอบดว้ย อลักอริทึม เนอีฟเบย ์(Naïve Bayes) 
การวิเคราะห์การถดถอยโลจิสติค (Logistic Regression) 
ต้นไม้ตัดสินใจ (Decision Tree) ซัพพอร์ทเวกเตอร์    
แมชชีน (Support Vector Machine) เอ็กซ์ทรีมกาเดียน 
บูทติ้ง (Extreme Gradient Boosting) โดยอลักอริทึม
ทั้งหมดใชค้่าพารามิเตอร์มาตรฐานมาท าการเรียนรู้ 
แลว้ท าการทดสอบเปรียบเทียบประสิทธิภาพของ
แบบจ าลอง การประเมินความ สามารถของแบบ 
จ าลองการตรวจสอบการทุจริตส าหรับขอ้มูลท่ีไม่
สมดุลโดยใช้เทคนิคการลดมิติข้อมูลร่วมกับการ
เรียนรู้ของเคร่ืองนั้ น เน้นความสามารถในการ
ตดัสินใจ หรือการจ าแนกการตรวจสอบการทุจริต   
ท่ี ถู กต้อ ง  วิ ธี ก า รทดสอบ เพื่ อ เ ป รี ยบ เ ที ยบ
ประสิทธิภาพของโมเดล  โดยพิจารณาด้านความ
ถูกต้อง (Accuracy)  และปัจจัยด้านเวลาในการ
ประมวลผล (Runtime) โดยท าการทดสอบแบบ 
จ าลองด้วย วิ ธี  10 -ครอสวาลิ เดชั่น  (10-Cross 
Validation) ซ่ึงเป็นวิธีท่ีเป็นมาตรฐานในการทดสอบ 
แบบจ าลองดา้นการเรียนรู้แบบมีผลเฉลย

(12) 
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รูปที่ 3 แบบจ าลองการตรวจสอบการทุจริตส าหรับขอ้มูลท่ีไม่สมดุล 
โดยใชก้ารลดมิติขอ้มูลร่วมกบัการเรียนรู้ของเคร่ือง 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

รูปที่ 4 ผลการทดสอบประสิทธิภาพของโมเดลการตรวจสอบการทุจริต 
ส าหรับขอ้มูลท่ีไม่สมดุลโดยใชก้ารลดมิติขอ้มูลร่วมกบัการเรียนรู้ของเคร่ือง 
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4. สรุปผลกำรวิจัย 
จากการทดลองทดสอบประสิทธิภาพ

ของโมเดลการตรวจสอบการทุจริตส าหรับขอ้มูลท่ี
ไม่สมดุลโดยใช้เทคนิคการลดมิติข้อมูลร่วมกับ
การเรียนรู้ของเคร่ือง โดยท าการสุ่มตัวอย่าง 
(Sampling Methods) โดยการเลือกสมาชิกจากกลุ่ม
ตัวอย่างโดยพยายามท าให้สมาชิกท่ี เ ลือกมา
เหล่านั้น เป็นตวัแทนท่ีดีของกลุ่มตวัอย่างทั้งหมด 
โดยท าการเลือกแบบสุ่ม (Random) หลงัจากนั้นหา
ค่าสถิติความ สัมพนัธ์ (Correlation Based Feature 
Selection) ระหว่างตวัแปรเพื่อใชล้ดมิติของขอ้มูล 
ก่อนส่งเข้าเคร่ืองจักรการเรียนรู้แบบมีผลเฉลย 
(Supervised Learning)  สามารถสรุปในแต่ละ
ประเด็นได้ว่า อลักอริทึมท่ีให้ประสิทธิภาพการ
จ าแนกการตรวจสอบการทุจริตส าหรับขอ้มูลท่ีไม่
สมดุลโดยใช้เทคนิคการลดมิติขอ้มูลร่วมกับการ
เรียนรู้ของเคร่ืองออกมาดีท่ีสุด เม่ือเปรียบเทียบกบั
วิธีการอื่น ๆ และเม่ือพิจารณาค่าพารามิเตอร์ท่ี
ส่งผลให้ประสิทธิภาพของโมเดลท่ีดีสุด คือ 
อัลกอริทึม เอ็กซ์ทรีมกาเดียนบูทติ้ง (Extreme 
Gradient Boosting) ให้ค่าความถูกตอ้ง (Accuracy) 
สูงท่ีสุดคือ 98.15 % รองลงมาเป็น อลักอริทึมตน้ไม้
ตดัสินใจ (Decision Tree) ให้ค่าความถูกตอ้ง 85.82 % 
ซัพพอ ร์ท เ วก เตอ ร์แมช ชีน  (Support Vector 
Machine) ให้ค่าความถูกตอ้งท่ี 80.12 % อลักอริทึม
การวิเคราะห์การถดถอยโลจิส  ติค (Logistic 
Regression) ให้ค่าความถูกต้องเท่ากันท่ี 74.57 % 
และสุดทา้ยอลักอริทึมเนอีฟเบย ์(Naïve Bayes) ให้
ค่าความถูกตอ้งนอ้ยท่ีสุด 72.96 % ตาม ล าดบั 

เม่ือท าการเปรียบเทียบเวลาในการสร้าง
และทดสอบแบบจ าลอง การจ าแนกการตรวจสอบ
การทุจริตส าหรับขอ้มูลท่ีไม่สมดุลโดยใช้เทคนิค

การลดมิติขอ้มูลร่วมกับการเรียนรู้ของเคร่ือง ใน
ดา้นเวลาเป็นนาที หรือท่ีเรียกว่าค่า Runtime พบว่า
อัลกอริทึมเอ็กซ์ทรีมกาเดียนบูทติ้ง  (Extreme 
Gradient Boosting) ใช้เวลา Runtime น้อยท่ีสุดคือ 
18.23 นาที รองลงมาเป็นอลักอริทึมตน้ไมต้ดัสินใจ 
(Decision Tree)  ใ ช้ เ วล า  Runtime 42.24 น า ที  
อัลกอริทึม การวิเคราะห์การถดถอยโลจิสติค 
(Logistic Regression) ใชเ้วลา Runtime 44.19 นาที 
อัลกอริ  ทึม เนอีฟเบย์ (Naïve Bayes)  ใช้ เ วลา 
Runtime 44.39 นาที และสุดท้าย อัลกอริทึมซัพ-
พอร์ทเวกเตอร์แมชชีน (Support Vector Machine) 
ใชเ้วลา Runtime 69.47 นาที ตาม ล าดบั 

จากขอ้สรุปผลการวิจยัพบว่า ปัจจยัหลกั
ท่ีส่งผลให้ประสิทธิภาพของแบบจ าลองการตรวจ 
สอบการทุจริตส าหรับข้อมูลท่ีไม่สมดุลโดยใช้
เทคนิคการลดมิติข้อมูลร่วมกับการเรียนรู้ของ
เคร่ือง มีประสิทธิภาพสูงนั้น เกิดจากปัจจัยหลกั
ดา้นการผสมผสานกระบวนการใช้การตรวจสอบ
ขอ้มูลก่อนการวิเคราะห์ เพื่อก าจดัขอ้มูลค่าสุดโต่ง
แฝง (Outlier) ออกก่อน จากนั้นท าการแปลงขอ้มูล    
(Data Transformation) ด้วยวิธีการนอร์มอลไลซ์    
(Normalization) แล้วจึงท าการปรับปรุงชุดขอ้มูล
กลุ่มตวัอยา่งของการตรวจสอบการทุจริตไม่สมดุล
ด้วยวิธีการสุ่มตัวอย่าง (Sampling Methods) โดย
วิธีการ Oversampling จะท าการสุ่มข้อมูลในกลุ่ม
รองเพื่อสร้างขอ้มูลใหม่ของกลุ่มรองให้มีจ านวน
เพ่ิมมากขึ้น ให้ใกลเ้คียงหรือเท่ากบัจ านวนขอ้มูล
ในกลุ่มหลกั จากนั้นท าการลดมิติขอ้มูลของกลุ่ม
ตัวอย่างลง โดยพิจารณาคุณลักษณะท่ีมีค่าสถิติ
ความสัมพันธ์กับกลุ่ม เ ป้ าหมาย ก่อนส่ง เข้า
เคร่ืองจักรการเรียนรู้แบบมีผลเฉลย (Supervised 
Learning)  แบบต่าง ๆ ประกอบกับอัลกอริทึม  
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เ อ็ ก ซ์ท รีมกา เ ดี ยนบูท ติ้ ง  (Extreme Gradient 
Boosting) จัดเป็นเทคนิคเพื่อลดความแปรปรวน
และเพ่ิมความแม่นย  าในการท านายของตวัจ าแนก
ประเภทโดยใช้วิธีลดความอคติ (Bias)  และมี
แนวคิดท่ีให้ตัวเรียนรู้ท่ีอ่อนแอ (Weak Learner) 
ชุดหน่ึง ท างานร่วมกนัจนสามารถพฒันามาเป็นตวั
เรียนรู้ท่ีเขม้แข็ง (Strong Learner) ได ้การสร้างตวั
เรียนรู้ท่ีอ่อนแอแต่ละตัว สามารถท าได้โดยการ
ปรับเพ่ิมน ้ าหนกัของการท านายท่ีผิดพลาดให้มาก
ขึ้นในแต่ละรอบ แลว้ท าการเรียนรู้ใหม่ ซ่ึงจะท า
ให้โมเดลของตวัจ าแนก (Classifier) เปล่ียนไปโดย
ให้ความส าคญักบัความผิดพลาดในรอบท่ีแลว้มาก
ขึ้น เม่ือไดจ้ านวนตวัเรียนรู้ท่ีอ่อนแอมากพอแล้ว 
จึงน ามารวมกนัสร้างเป็นตวัเรียนรู้ท่ีเขม้แข็งต่อไป 
โดยผลรวมของตวัจ าแนกประเภท (Aggregating) 
จะเกิดเป็นตัวจ าแนกประเภทใหม่ขึ้นมา เราจะท า
แบบน้ีไปเร่ือย ๆ (Recursive) จนไดโ้มเดลท่ีดีท่ีสุด
จากผลรวมของการจ าแนก 
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