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บทคัดย่อ 

การวิจัยคร้ังน้ีมีวตัถุประสงค์เพ่ือวิเคราะห์ความสนใจเลือกอาชีพของผูเ้รียนจากแบบทดสอบ 
ตามทฤษฎีของจอห์น ฮอลแลนด์ ด้วยเทคนิคเหมืองขอ้มูล ผูว้ิจยัไดน้ าขอ้มูลจากนกัศึกษา วิทยาลยัเทคโนโลยี
บริหารธุรกิจจ านงค์ จ านวน 3,000 คน ซ่ึงมีคุณลกัษณะประกอบดว้ย เพศ อายุ สาขาวิชา เกรดเฉล่ียสะสม 
เป้าหมายทางการศึกษา ภูมิล าเนา อาชีพบิดามารดา และรายได้เฉล่ียของครอบครัว แล้วท าการพฒันาตวั
แบบจ าลองดว้ยเทคนิคการจ าแนกขอ้มูลดว้ยวิธีตน้ไมต้ดัสินใจทั้งหมด 3 อลักอริทึม ดว้ยอลักอริทึม J48, LMT, 
Random Forest เทคนิคการจ าแนกขอ้มูลดว้ยการเรียนรู้แบบเบย ์และเทคนิคการจ าแนกขอ้มูลดว้ยวิธีโครงข่าย
ประสาทเทียม โดยใช้ 10-Fold Cross Validation ในการแบ่งข้อมูลออกเป็นชุด ซ่ึงประกอบด้วยชุดข้อมูล 
การสอนและชุดขอ้มูลทดสอบ หลงันั้นท าการวดัค่าความถูกตอ้ง (Accuracy) ค่าความแม่นย  า (Precision) ค่า
ความระลึก (Recall) และค่าความถ่วงดุล (F-measure) เพื่อท าการวดัประสิทธิภาพในการพยากรณ์ของตวัแบ
จ าลอง ซ่ึงผลการทดลองประสิทธิภาพในการพยากรณ์ตวัแบบจ าลอง พบว่า เทคนิคการจ าแนกขอ้มูลดว้ยวิธี
ตน้ไมต้ดัสิน ดว้ยอลักอริทึม Random Forest สามารถพยากรณ์ไดดี้กวา่ อลักอริทึม J48, LMT เทคนิคการจ าแนก
ขอ้มูลดว้ยการเรียนรู้แบบเบย ์และเทคนิคการจ าแนกขอ้มูลดว้ยวิธีโครงข่ายประสาทเทียม ซ่ึงมีค่าความถูกตอ้ง
ร้อยละ 91.37 ค่าความแม่นย  าร้อยละ 91.30 ค่าความระลึกร้อยละ 91.40 และค่าความถ่วงดุลร้อยละ 91.30 
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ตามล าดับ ซ่ึงผลการทดลองน้ีสามารถน าไปประยุกต์ใช้กับนักศึกษาและหน่วยงานท่ีเก่ียวขอ้งเพ่ือวางแผน
พฒันาโครงสร้างหลกัสูตรหรือวางแผนการศึกษาใหก้บัผูเ้รียนในอนาคตได ้

ค าส าคัญ: ทฤษฎีของจอห์น ฮอลแลนด์  เทคนิคเหมืองข้อมูล วิธีต้นไม้ตัดสินใจ วิธีการเรียนรู้แบบเบย ์
วธีิโครงข่ายประสาทเทียม 

Abstract 

The objective of this research was to analysis to enhance career test inventory based-on John Holland 
theory by using Data Mining Technique. The surveyed questionnaire was used with 3,000 students  
at Chamnong Business Administration Technological College. The data of graduates consisted of Sex Age 
Branch GPA Educational goals Domicile Parenting career and The average income of the family. This research 
used and compared the results of Decision Tree J48, Logistic Model Trees (LMT), Random Forest (RF), Naïve 
Bayes and Artificial Neural Network were used to build the prediction models. Moreover,  
10-fold cross validation utilized to split the data into the training and test set. This research has measured 
performance models with accuracy precision Recall and F-measure. Experimental result demonstrated that 
Random Forest superior to C4.5 LMT Naïve Bayes and Artificial Neural Network with accuracy 91.37%, 
precision 91.30% Recall 91.40% and F-measure 91.30%. The results in this experiment can be applied to the 
relevant authorities to development plans course structure or education plan. 

Keywords: John Holland theory, Decision tree, Naïve Bayes, Artificial Neural Network 

1. บทน า  
 การพัฒนาอย่างรวดเร็วของสังคมและ
เศรษฐกิจ ส่งผลกระทบต่อวถีิชีวติของประชาชนใน
สังคมตลอดจนการจ้างงานในตลาดแรงงานของ
ประเทศไทยข้ึนอยูก่บัการเจริญเติบโตของเศรษฐกิจ 
ณ ช่วงเวลานั้น [1] ท าใหก้ารส่งเสริมความสนใจใน
การเลือกอาชีพของผูเ้รียน นับว่าเป็นเร่ืองส าคญั
อยา่งยิ่งตอ้งมีการวางแผนตั้งแต่วยัเรียน [2] เพื่อให้
เพ่ิมโอกาสในการเลือกอาชีพท่ีเหมาะสมกบัความ
ต้องการสอดคล้องกับความสามารถ ความสนใจ 
ความถนัด ทักษะ ตลอดจนบุคลิกภาพของตน 
ดังจะเห็นได้ว่าคนเรามีความถนัด ความสามารถ 

และความสนใจในงานอาชีพแตกต่างกัน บางคน
เหมาะท่ีจะท างานดา้นหัตถกรรม บางคนเหมาะสม
ท่ีจะท างาน เ ก่ียวกับเค ร่ืองจักรกล หรืองานท่ี
เก่ียวขอ้งกับด้านวิทยาศาสตร์ ส่วนบางคนอาจจะ
เหมาะสมท่ีจะท างานเก่ียวกับการสอนดนตรี การ
ช่วยเหลือติดต่อประชาชน เหล่าน้ีเป็นตน้ แต่ละคน
มีพรสวรรค์ไม่เหมือนกัน ไม่สามารถท างานชนิด
เดียวกันได้หมดทุกคน ข้อส าคัญก็คือ ต้องรู้จัก
ตัวเอง และรู้จักงานอาชีพต่าง ๆ อย่างกวา้งขวาง 
รวมทั้งพิจารณาดูวา่มีงานอะไรบา้งท่ีชอบและสนใจ
มากท่ีสุด และงานนั้น ๆ เหมาะสมกบัอุปนิสัยและ
บุคลิกลักษณะหรือไม่  [3] จากค ากล่าวข้างต้น
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สอดคลอ้งกบัสถานะการณ์ปัจจุบนั พบวา่นกัศึกษา
จ านวนมากประสบปัญหาในการตัดสินใจเลือก
อาชีพให้ตรงกบัตนเอง ซ่ึงน้อยคนท่ีตดัสินใจเลือก
อาชีพท่ีตรงกบัความสามารถ ความถนดัของตวัเอง 
การเลือกอาชีพผิดท าให้การด ารงชีวิตยุง่ยาก [4] ซ่ึง
อาจจะส่งผลต่อความไม่พอใจในการท างาน [5] เกิด
ความเบ่ือหน่าย ไม่มีความสุขและมีโอกาสประสบ
ความส าเร็จในการประกอบอาชีพไดย้าก [1]  
 จากค ากล่าวข้างต้นผู ้วิจัย จึ งแนวคิด 
น าแบบทดสอบความสนใจทางอาชีพ โดยอา้งอิง
จากทฤษฎีการจ าแนกอาชีพตามบุคลิกภาพของ 
John L. Holland ได้ตั้ งสมมติฐานท่ีว่า “บุคลิกภาพ
ของคนสะท้อนผ่านการเลือกอาชีพของตน” [6]  
คนท่ีเลือกอาชีพไดส้อดคลอ้งกบับุคลิกภาพของตน
มากท่ีสุด จะมีความพึงพอใจในอาชีพและส่งผลให้
ประสบความส าเร็จในอาชีพนั้ น ๆ ได้ [7] และ 
น าเทคโนโลยีการท าเหมืองขอ้มูล (Data Mining)  
มาช่วยในการจ าแนกขอ้มูลความสนใจเลือกอาชีพ
ของผูเ้รียน ซ่ึงการท าเหมืองขอ้มูลคือการกระท ากบั
ขอ้มูลจ านวนมากเพื่อคน้หารูปแบบ แนวทางและ 
ความสัมพนัธ์ท่ีซ่อนอยู่ในชุดขอ้มูลนั้น โดยอาศยั
หลกัสถิติ การรู้จ า การเรียนรู้ของเคร่ือง และหลกั
คณิตศาสตร์ ซ่ึงในปัจจุบันได้มีการน าความรู้  [2] 
เก่ียวกับการท าเหมืองขอ้มูล มาใช้ในการจ าแนก
และการพยากรณ์ในงานดา้นต่าง ๆ ไม่วา่จะเป็นดา้น
ธุรกิจท่ีช่วยในการตดัสินใจของผูบ้ริหาร ทางดา้น
การศึกษาเพ่ือจ าแนกขอ้มูลนกัศึกษาดา้นต่าง ๆ เช่น 
การพยากรณ์ความส าเร็จการศึกษาของนักศึกษา 
การพยากรณ์อาชีพส าหรับนกัศึกษา และการจ าแนก
ปัจจยัท่ีมีผลต่อการเลือกอาชีพของนิสิตหลงัส าเร็จ
การศึกษา เป็นตน้ สอดคลอ้งกบังานวิจยั ศึกษาการ
เปรียบเทียบประสิทธิภาพของแบบจ าลองในการ
พยากรณ์ความส าเร็จการศึกษาของนักเรียนระดบั

ประกาศนียบัตรวิชาชีพ ผลการทดลองพบว่า 
แบบจ าลอง C4.5 ให้ความถูกตอ้ง 95.36% ซ่ึงสูงกว่า 
Random Forest, Random Tree, REP Tree, k-NN 
และ SVM สอดคลอ้งกบังานวิจยั [9] ศึกษาเทคนิค
การพยากรณ์อาชีพและการเปรียบเทียบผลการ
วิเคราะห์พยากรณ์อาชีพของนักศึกษา ผลการ
ทดลองพบวา่ เทคนิคการจ าแนกขอ้มูลดว้ยวิธีแรนค
อมฟอร์เรสให้ความถูกตอ้ง 84.29% ซ่ึงสูงกว่าการ
เทคนิคตน้ไมต้ดัสินใจและแบ็กกิง สอดคลอ้งกับ
งานวิจัย [8] ศึกษาปัจจัยท่ีมีผลต่อการเลือกอาชีพ
ของนิสิตระดับปริญญาตรีหลังส าเร็จการศึกษา  
ผลการทดลองพบว่า การจ าแนกขอ้มูลแบบตน้ไม้
ตดัสินใจให้ความถูกตอ้ง 88.26% ซ่ึงสูงกวา่เทคนิค
โครงข่ายประสาทเทียมและเทคนิคการเรียนรู้แบบ
เบย์ จากผลวิจัยข้างต้นการเลือกใช้เทคนิควิธีท่ี
เหมาะสมในการจ าแนกขอ้มูลส่งผลให้ประสิทธิภาพ
ในการจ าแนกข้อมูลมีความถูกต้องมากและ
เหมาะสมกบัการน าไปวเิคราะห์ขอ้มูล 
 ในการวิจัยคร้ังน้ี ท าการส ารวจข้อมูล 
จากนักศึกษา วิทยาลัยเทคโนโลยีบริหารธุรกิจ
จ าน งค์  จ านวน  3,000 คน  เ พื่ อน า ม าพัฒนา
แบบจ าลองท่ีสามารถจ าแนกขอ้มูลความสนใจเลือก
อาชีพของผูเ้รียน เพื่อเป็นแนวทางในการตดัสินใจ
เลือกอาชีพของผูเ้รียน ซ่ึงมีวตัถุประสงคใ์นการวจิยั
คือ เพื่อวิเคราะห์ความสนใจเลือกอาชีพของผูเ้รียน 
โดยใชแ้บบทดสอบตามทฤษฎีของจอห์น ฮอลแลนด์ 
ดว้ยเทคนิคเหมืองขอ้มูล โดยประกอบดว้ยตวัแปร
คุณลกัษณะดงัน้ี เพศ อาย ุระดบัการศึกษา สาขาวิชา 
เกรดเฉล่ียสะสม เป้าหมายทางการศึกษา ภูมิล าเนา
เดิม อาชีพบิดา อาชีพมารดา รายได้เฉล่ียต่อเดือน
ของครอบครัว และกลุ่มบุคลิกภาพ โดยในงานวิจยั
น้ีน าเทคนิคการจ าแนกข้อมูลด้วยอัลกอริทึม 5 
อลักอริทึมได้แก่ เทคนิคการจ าแนกขอ้มูลด้วยวิธี
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ต้นไม้ตัด สินใจ  โดยใช้อัลกอ ริ ทึม  J48 LMT 
Random Forest เทคนิคการจ าแนกข้อมูลด้วยการ
เรียนรู้แบบเบย ์และเทคนิคการจ าแนกขอ้มูลดว้ยวธีิ
โครงข่ายประสาทเทียม เพื่อท าการเปรียบเทียบหา
อลักอริทึมท่ีวิเคราะห์ค่าความแม่นย  าในการจ าแนก
ขอ้มูล และน าเทคนิคท่ีให้ค่าความแม่นย  ามากท่ีสุด
ไปใช้เป็นตัวแบบจ าลองในพฒันารูปแบบความ
สนใจเลือกอาชีพของผูเ้รียนต่อไป 

2. วธีิด าเนินการวจัิย 

 2.1 ข้อมูลทีน่ ามาใช้ในการทดลอง 
  ข้อมูลท่ีน ามาใช้ในงานวิจัยน้ี เป็นข้อมูล
ทัว่ไปของนกัศึกษา ขอ้มูลครอบครัวและผูป้กครอง 
และข้อมูลความสนใจด้านอาชีพตามทฤษฎีของ
จ อ ห์น  ฮอลแลนด์  โ ด ยท า ก า ร จัด เ ก็ บด้ว ย
แบบสอบถามความสนใจการเลือกอาชีพจาก
นกัศึกษา วทิยาลยัเทคโนโลยบีริหารธุรกิจจ านงค ์ 
 2.2 ขั้นตอนการด าเนินการวจิัย 
ประกอบดว้ย 3 ขั้นตอน ดงัน้ี 
 2.2.1 ศึกษาเอกสารและงานวิจยัท่ีเก่ียวขอ้ง
กับการจ าแนกข้อมูลความสนใจเลือกอาชีพของ
ผูเ้รียนโดยใช้แบบทดสอบตามทฤษฎีของจอห์น 
ฮอลแลนด์ ด้วยเทคนิคเหมืองข้อมูล เทคนิคการ
จ าแนกข้อมูลด้วยวิ ธีต้นไม้ตัด สินใจ  โดยใช้
อัลกอริทึม J48 LMT Random Forest เทคนิคการ
จ าแนกขอ้มูลด้วยการเรียนรู้แบบเบย์ และเทคนิค
การจ าแนกขอ้มูลดว้ยวธีิโครงข่ายประสาทเทียม  

 2.2.2 การเตรียมขอ้มูล หลงัจากไดข้อ้มูลท่ี
เก็บจากผูเ้รียนดว้ยแบบสอบถาม ผูว้ิจยัไดก้ าหนด
คุณลักษณะประจ าห รื อแอทท ริ บิ วต์ต่ า ง  ๆ 
ประกอบด้วย เพศ อายุ ระดับการศึกษา สาขาวิชา 
เกรดเฉล่ียสะสม เป้าหมายทางการศึกษา ภูมิล าเนา
เดิม อาชีพบิดา อาชีพมารดา รายได้เฉล่ียต่อเดือน

ของครอบครัว และกลุ่มบุคลิกภาพ ทั้ งหมด 11  
แอตทริบิวต ์ดงัตารางท่ี 1 
  2.2.2.1 การรวบรวมข้อมูลได้ท าการ
จัดเก็บข้อมูลแบบสอบถามจากนักศึกษาจ านวน 
3,407 ชุด  แต่ มีแบบสอบถามท่ีตอบค าถามได้
ครบถว้นสมบูรณ์จ านวน 3,257 ชุด 
  2.2.2.2 ก า ร ก ลั่ น ก ร อ ง ข้อ มู ลห ลั ง 
จากขั้นตอนท่ีแลว้ผูว้ิจยัน าขอ้มูลทั้งหมดมาจดัการ
ข้อมูลท่ีขาดหาย (Missing Value) และการจัดการ
ข้อมูลรบกวน (Noisy data) ต่ าง  ๆ  ห รือ ท่ี มีค่ า
ผิดปกติ (Outliers) รวมทั้งขอ้มูลท่ีมีความผิดพลาด
จาดการพิมพ์ข้อมูล ในท่ีน้ีผูว้ิจัยได้ใช้วิธีการลบ
ขอ้มูลท่ีขาดหายและขอ้มูลท่ีรบกวนและค่าขอ้มูลท่ี
มีความผิดปกติออกจากฐานข้อมูลท่ีใช้ในการ
วเิคราะห์ หลงัจากผา่นขั้นตอนการเตรียมขอ้มูลแลว้
คงเหลือขอ้มูลท่ีสมบูรณ์และสามารถน าไปสร้างตวั
แบบหรือโมเดลไดจ้ านวน 3,000 ชุด 

ตารางที ่1 จ านวนขอ้มูลท่ีน ามาใชใ้นการวจิยั 

ที ่ ช่ือคุณลกัษณะ ค าอธิบาย 
1 Sex เพศ 
2 Age อาย ุ
3 Education ระดบัการศึกษา 
4 Major สาขาวชิา 
5 GPA เกรดเฉล่ียสะสม 
6 Target เป้าหมายทางการศึกษา 
7 Address ภูมิล าเนาเดิม 
8 Father อาชีพบิดา 
9 Mdiploma อาชีพมารดา 
10 Avg income รายไดเ้ฉล่ียต่อเดือน 
11 Result กลุ่มบุคลิกภาพ 

  2.2.2.3 การคัด เ ลือกข้อมูล  เ ป็นการ
คดัเลือกขอ้มูลท่ีเหมาะสมตรงกบัวตัถุประสงคข์อง
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งานวิจัย เพ่ือจะน าไปวิเคราะห์และท าการจดักลุ่ม
ขอ้มูลออกเป็น 6 กลุ่มบุคลิกภาพผูเ้รียนตามทฤษฎี
ของจอห์น ฮอลแลนด ์ทั้ง 6 กลุ่ม ไดแ้ก่ กลุ่มบุคลิกภาพ 
แบบจริงจงั (REALISTIC) กลุ่มบุคลิกภาพแบบท่ีตอ้ง
ใช้เชาว์ปัญญา (INVESTIGATIVE) กลุ่มบุคลิกภาพ
แบบมีศิลปะ (ARTISTIC) กลุ่มบุคลิกภาพท่ีชอบ
สมาคมและสังคม (SOCIAL) กลุ่มบุคลิกภาพแบบ
กลา้คิดกลา้ท า (ENTERPRISING) และกลุ่มบุคลิกภาพ
แบบยดึมัน่และมีระเบียบแบบแผน (Conventional)  
  2.2.2.4 การแปลงขอ้มูล เป็นการแปลง
ขอ้มูลท่ีเลือกมาใหอ้ยูใ่นรูปแบบท่ีสามารถน าไปใช้
ในการวิเคราะห์ตามวิธีการทางดา้นเหมืองขอ้มูลได ้
โดยไดก้ าหนดขอ้มูลพ้ืนฐานของผูเ้รียนซ่ึงเป็นตวั
แปรท่ีจะน าไปใชใ้นการวเิคราะห์ดว้ยเทคนิคเหมือง
ขอ้มูล 11 ตวัแปร และมีการจดัเก็บขอ้มูลของผูเ้รียน
ไวใ้นรูปแบบของไฟล์ *.CSV (Comma-Separated 
Value) ก่อนท่ีจะน าไปประมวลผลข้อมูลโดยใช้
โปรแกรม WEKA ซ่ึงเป็นโปรแกรมท่ีมีความสามาร
ทางด้านการท าเหมืองขอ้มูล โดยโปรแกรมจะน า
ขอ้มูลมาท าการวิเคราะห์โดยใชอ้ลักอริทึมท่ีมีอยูใ่น
ชุดเคร่ืองมือ เพื่อดึงเอาความรู้หรือตวัแปรท่ีส าคญั
มาใช้ในการวิเคราะห์หรือท านายส่ิงต่าง ๆ ซ่ึง
สามารถแสดงข้อมูลเพื่อจ าแนกบุคลิกภาพของ
ผูเ้รียนตามทฤษฎีของจอห์น ฮอลแลนด์ ดงัรูปท่ี 1 
 

 
รูปที่ 1 ตัวอย่างข้อมูลเพ่ือจ าแนกบุคลิกภาพของ
ผูเ้รียนตามทฤษฎีของจอห์น ฮอลแลนด์ 

 
รูปที่ 2 ผลการประเมินความถูกตอ้งของตวัจ าแนก
ขอ้มูลตามบุคลิกภาพต่างๆ 
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 จากรูปที่ 2 ผูว้ิจยัจะน าขอ้มูลมาวิเคราะห์
จากขอ้มูลท่ีไดจ้ดัเก็บจ านวน 3,000 รายการ สามารถ
น าไปพฒันาแบบจ าลองได้ โดยสามารถแยกเป็น
ผูเ้รียนท่ีมีกลุ่มบุคลิกภาพแบบจริงจัง เท่ากับ 413 
รายการ กลุ่มบุคลิกภาพแบบท่ีตอ้งใช้เชาวปั์ญญา 
เท่ากับ 380 รายการ กลุ่มบุคลิกภาพแบบมีศิลปะ 
เท่ากบั 430 รายการ กลุ่มบุคลิกภาพท่ีชอบสมาคม
และสังคม เท่ากบั 401 รายการ กลุ่มบุคลิกภาพแบบ
กล้าคิดกล้าท า  เ ท่ากับ  185 รายการ  และกลุ่ม
บุคลิกภาพแบบยึดมั่นและมีระเบียบแบบแผน 
เท่ากบั 1,191 รายการ 
 2.2.3 การสร้างแบบจ าลอง 
 ในขั้นตอนน้ีเป็นการน าเอาตวัแปรท่ี
ไดท้ าการทดสอบกบัขอ้มูลชุดศึกษา (Training Set)  
โดยใชอ้ลักอริทึมในการจ าแนกขอ้มูล 5 อลักอริทึม
ดงัน้ี เทคนิควิธีตน้ไมต้ดัสินใจ ดว้ยอลักอริทึม J48 
LMT และ Random Forest เทคนิคการเรียนรู้แบบ
เบย ์และเทคนิคโครงข่ายประสาทเทียม เหตุผลใน
การเลือกใชอ้ลักอรึทึมทั้ง 5 อลักอรึทึม เพราะเป็น
เทคนิคเหมืองขอ้มูลท่ีนิยมใชก้นัมากในการจ าแนก
ขอ้มูล (Classification) เน่ืองจากใชง้านง่าย มีความ
รวดเร็วในการจ าแนกขอ้มูล เหมาะส าหรับชุดขอ้มูล
ท่ีมีความซับซ้อน และในการวิเคราะห์ขอ้มูลยงัมี
ความถูกต้องสูง [1] และในงานวิจัยน้ีน าผลลัพธ์
อลักอริทึมทั้ ง 5 มาเปรียบเทียบค่าความถูกตอ้งว่า
เทคนิควิธีใดเหมาะส าหรับการวิเคราะห์รูปแบบ
ความสนใจเลือกอาชีพของผูเ้รียน โดยท าการทดสอบ
ไขวจ้ านวน 10 รอบ (10-fold cross-Validation) โดย
ใชเ้กณฑใ์นการประเมินผลทดลองคร้ังน้ี จ านวน 4 
วิธี ได้แก่ การวดัค่าความถูกต้อง (Accuracy), ค่า
ความแม่นย  า (Precision), ค่าความระลึก (Recall) 
และค่าความถ่วงดุล (F-measure) เพื่อน าไปใช้ใน
จ าแนกบุคลิกภาพของผูเ้รียนต่อไป 

ซ่ึงเทคนิคการจ าแนกขอ้มูลดว้ยวิธีตน้ไมต้ดัสินใจ
เป็นวิธีการเรียนรู้ของเคร่ืองมือท่ีนิยมใช้มากท่ีสุด
แบบหน่ึง [2] โดยการจ าแนก (classification) ขอ้มูล
ออกเป็นคลาส (class) ต่าง ๆ โดยใช้คุณสมบัติ  
(attribute) ของขอ้มูลในการจ าแนกว่าคุณสมบติัใด
ของขอ้มูลท่ีเป็นตวัก าหนดการจ าแนและคุณสมบติั
แต่ละตวัของขอ้มูล 
  ส าหรับเทคนิคการจ าแนกข้อมูลด้วย
วิธีการเรียนรู้แบบเบย ์เป็นเทคนิคท่ีใชท้ฤษฎีความ
น่าจะเป็นตามกฎของเบย ์(Bayes’ Theorem) เพื่อหา
ว่าสมมติฐานใดน่าจะถูกต้องท่ีสุด โดยใช้ความรู้
ก่อนหนา้ (Prior Knowledge) ไดแ้ก่ ความน่าจะเป็น
ก่อนหน้าส าหรับสมมติฐานหน่ึง ๆ ร่วมกับขอ้มูล 
เช่น ความน่าจะเป็นท่ีสังเกตไดส้ าหรับสมมติฐาน
หน่ึง ๆ เพื่อหาสมมติฐานท่ีดีท่ีสุด 
  ส าหรับโครงข่ายประสาทเทียม (Artificial 
Neural Networks) เป็นหน่ึงในเทคนิคของการท า
เ ห มื อ ง ข้อ มู ล  (Data Mining) คื อ โม เ ด ลท า ง
คณิตศาสตร์ ส าหรับประมวลผลสารสนเทศดว้ยการ
ค านวณแบบคอนเนคชนันิสต์ (Connectionist) เพื่อ
จ าลองการท างานของเครือข่ายประสาทในสมอง
มนุษย์ ด้วยวตัถุประสงค์ท่ีจะสร้างเคร่ืองมือซ่ึงมี
ความสามารถในการเรียนรู้การจดจ ารูปแบบ 
(Pattern Recognition) และการสร้างความรู้ใหม่ 
(Knowledge Extraction) เช่นเดียวกบัความสามารถ
ท่ีมีในสมองมนุษย ์

2.2.4 การวดัประสิทธิภาพของแบบจ าลอง  
ท าการทดสอบประสิทธิภาพในการ

จ าแนกข้อมูลโดยการวดัความถูกต้องของทั้ ง 5 
อลักอริทึม ดว้ยวิธีการ 10-fold cross-Validation ซ่ึง
จะแบ่งขอ้มูลออกเป็น 10 ชุดเท่ากนั ๆ กนั แลว้ให้
ใช ้1 กลุ่มมาเป็นกลุ่มทดสอบ (test Set) ส่วนท่ีเหลือ 
9 ชุด น ามาใชเ้ป็นกลุ่มเรียนรู้ (Training Set) แลว้ท า
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การวนท าเป็นจ านวน 10 รอบ โดยเปล่ียนกลุ่ม
ทดสอบไปเร่ือย ๆ จนครบ การวดัประสิทธิภาพของ
การจ าแนกประเภทข้อมูล โดยใช้เกณฑ์ในการ
ประเมินผลทดลองคร้ังน้ี จ านวน 4 วธีิ ไดแ้ก่ การวดั
ค่ าความถูกต้อง  (Accuracy) ค่ าความแม่นย  า  
(Precision) ค่าความระลึก (Recall) และค่าความ
ถ่วงดุล (F-measure) 
   การวิเคราะห์ประสิทธิภาพ คือ การวดั
ประสิทธิภาพการท างานในแต่ละขั้ นตอนวิธี  
สามารถวดัไดจ้ากผลของการจ าแนกกลุ่มขอ้มูล โดย
ค่าของผลลัพธ์ท่ีได้จากการจ าแนกคือ ค่า True 
Positive (TP) ค่ า  True Negative (TN) ค่ า  False 
Positive (FP) ค่า False Negative (FN) และสามารถ
หาคา่ 
 ค่าความถูกตอ้ง (Accuracy) จากสมการ 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + FP + TN + FN
 

  

 ค่าความแม่นย  า (Precision) จากสมการ 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

𝑇𝑃 + 𝐹𝑃
 

  

 ค่าความระลึก (Recall) จากสมการ 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP + FN
 

 

 ค่าความถ่วงดุล (F-measure) จากสมการ 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 × Precision × R𝑒𝑐𝑎𝑙𝑙

Precision + Recall
 

 

3. ผลการวจัิย 
 งานวิจัยน้ีท าการเปรียบเทียบอลักอริทึม
ในการจ าแนกขอ้มูลท่ีมีประสิทธิภาพสูงสุดและท า
การสร้างแบบจ าลองท่ีมีผลต่อการเลือกอาชีพของ
ผู ้เ รียน เพ่ือเป็นแนวทางให้กับผู ้เ รียนในการใช้
ประกอบการตดัสินใจ โดยใช้ขอ้มูลนักศึกษาจาก
วิทยาลัยเทคโนโลยีบริหารธุรกิจจ านงค์ ท าการ

วิเคราะห์ด้วยเทคนิคเหมืองข้อมูล โดยใช้เทคนิค
เทคนิคการจ าแนกขอ้มูลดว้ยวิธีตน้ไมต้ดัสินใจ โดย
ใชอ้ลักอริทึม J48 LMT Random Forest เทคนิคการ
จ าแนกขอ้มูลดว้ยวิธีการเรียนรู้แบบเบย ์และเทคนิค
การจ าแนกข้อมูลด้วยวิธีโครงข่ายประสาทเทียม 
ดว้ยวธีิการ 10-fold cross-Validation เพื่อหาค่าความ
ถูกตอ้ง ค่าความแม่นย  า ค่าความระลึก และค่าความ
ถ่วงดุล แลว้ท าการเปรียบเทียบประสิทธิภาพของแต่
ละเทคนิค 

 หลังจากท าการทดสอบแบบจ าลองด้วย
การวดัประสิทธิภาพจากผลการสร้างตวัแบบจ าลอง
ด้ ว ย โ ป ร แ ก ร ม  WEKA จ ะ ท า ใ ห้ ท ร า บ ค่ า
ประสิทธิภาพต่าง ๆ ซ่ึงสามารถน าตวัแบบจ าลองท่ี
ได้มาเปรียบเทียบเพื่อคัดเลือกตัวแบบจ าลองท่ี
เหมาะสม และมีความถูกต้องในการท านายหรือ
พย ากร ณ์ม าก ท่ี สุ ด  ร า ยละ เ อี ยด า รท ดสอบ
ประสิทธิภาพสามารถบ่งได้ 2 ส่วนคือ การเปรียบ 
เทียบ ผลการวิเคราะห์ค่าความถูกต้องของแต่ละ
อัลกอริทึม และการเปรียบเทียประสิทธิภาพของ
อลักอริทึมส าหรับจ าแนกขอ้มูล การเปรียบเทียบผล
การวิเคราะห์ค่าความถูกตอ้งของแต่ละเทคนิค โดย
การวดัความถูกตอ้ง (Accuracy) ซ่ึงสามารถสรุปผล
ค่าความถูกตอ้งไดด้งัตารางท่ี 1 และรูปท่ี 1 

ตารางที่ 2 ตารางเปรียบเทียบผลการวิเคราะห์ค่า
ความถูกตอ้งของแต่ละเทคนิค 

Algorithms Accuracy 
Decision Tree 
   J48 
   LMT 
   Random Forest 

 
90.03 
91.30 
91.37 

Naive Bayes 45.93 
Artificial Neural Network 82.23 
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รูปที ่3 แสดงกราฟการเปรียบเทียบผลการวเิคราะห์
ค่าความถูกตอ้งของแต่ละเทคนิค 

 จากตารางที่ 2 แสดงผลการวิเคราะห์ค่า
ความถูกตอ้งของแต่ละเทคนิค ซ่ึงเม่ือพิจารณาค่า
ค ว ามถู กต้อ งของก ารจ า แนกข้อมู ล  พบว่ า
ประสิทธิภาพในการจ าแนกขอ้มูลด้วยเทคนิคการ
จ าแนกขอ้มูลดว้ยวิธีตน้ไมต้ดัสินใจ ดว้ยอลักอริทึม 
Random Forest ให้ค่าความถูกตอ้งสูงท่ีสุดร้อยละ
91.37 และวิธีการเรียนรู้แบบเบยใ์ห้ค่าความถูกตอ้ง
นอ้ยท่ีสุดในการจ าแนกขอ้มูล 

 การเปรียบเทียประสิทธิภาพของเทคนิค
ส าหรับจ าแนกขอ้มูล โดยการวดัค่าความแม่นย  า 
(Precision) ค่าความระลึก (Recall) และค่าความ 
ถ่วงดุล (F-measure) ซ่ึงสามารถสรุปผลไดด้งัตาราง
ท่ี 3 และรูปท่ี 4 
 จากตารางที่ 3 แสดงผลการเปรียบเทียบ
ประสิทธิภาพของอัลกอริทึมส าหรับการจ าแนก
ขอ้มูลความสนใจอาชีพของผูเ้รียนพบว่าการวดัค่า
ความแม่นย  า  (Precision) ของแบบจ าลองด้วย
เทคนิคการจ าแนกขอ้มูลดว้ยวิธีตน้ไมต้ดัสินใจ ดว้ย
อัลกอริทึม Random Forest ให้ค่าความแม่นย  าสูง
ท่ีสุดร้อยละ 91.30 และวิธีการเรียนรู้แบบเบยใ์ห้ค่า
ความแม่นย  านอ้ยท่ีสุดในของจ าแนกขอ้มูล  
 การวัดค่ าความระ ลึก (Recall) พบว่า
เทคนิคการจ าแนกขอ้มูลดว้ยวิธีตน้ไมต้ดัสินใจดว้ย
อลักอริทึม Random Forest ใหค้่าความระลึกสูงท่ีสุด
ร้อยละ 91.40 และวิธีการเรียนรู้แบบเบยใ์หค้่าความ
ระลึก นอ้ยท่ีสุดในของจ าแนกขอ้มูล 
 
 
 

ตารางที ่3 การเปรียบเทียประสิทธิภาพของอลักอริทึมส าหรับจ าแนกขอ้มูล 

Algorithms Precision (%) Recall (%)  F-measure (%) 

Decision Tree 
   J48 

 
90.00 

 
90.00 

 
90.00 

   LMT 91.20 91.30 91.20 
  Random Forest 91.30 91.40 91.30 
Naive Bayes 42.40 45.90 42.20 
Artificial neural network 81.90 82.20 81.90 
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รูปที ่4 กราฟเปรียบเทียประสิทธิภาพของอลักอริทึมส าหรับจ าแนกขอ้มูล 

  จากการเปรียบเทียบประสิทธิภาพการ
จ าแนกขอ้มูลพบวา่เทคนิคการจ าแนกขอ้มูลดว้ยวิธี
ตน้ไมต้ดัสินใจ ดว้ยอลักอริทึม Random Forest ให้
ค่าความถูกตอ้ง ค่าความแม่นย  า ค่าความระลึก และ
ค่าความถ่วงดุล ในการจ าแนกขอ้มูลมีประสิทิภาพ
สูงท่ีสุด ด้วยเหตุน้ีผูว้ิจัยจึงน าเทคนิคการจ าแนก 
ข้อมูลด้วยวิ ธีต้นไม้ตัด สินใจ ด้วยอัลกอริ ทึม 

ข้อมูลด้วยวิ ธีต้นไม้ตัด สินใจ ด้วยอัลกอริ ทึม
Random Forest มาใชใ้นการวิจยัคร้ัง สามารถแสดง
ตัวอย่างของแบบจ าลองต้นไม้ตัด สินใจด้วย
อลักอริทึม Random Forest ดงัรูปท่ี5 ซ่ึงโครงสร้าง
ตน้ไมต้ดัสินใจน้ีจะน าไปใชใ้นการพฒันาระบบการ
แนะน าอาชีพของผูเ้รียนต่อไป 
 

 
รูปที ่5 ตวัอยา่งของแบบจ าลองตน้ไมต้ดัสินใจดว้ยอลักอริทึม Random Forest 



Sci. & Tech. RMUTT J. Vol.9 No.1 (2019)   89 

4. สรุปผลการวจัิย 
 งานวจิยัน้ีไดท้ าการวเิคราะห์รูปแบบความ
สนใจเลือกอาชีพของผูเ้รียน โดยใช้แบบทดสอบ
ต ามทฤษ ฎี ขอ งจอ ห์น  ฮอลแลนด์ โ ด ยก าร
ประยุกต์ ใช้ เ ทค นิค เห มืองข้อมู ล เพื่ อห าตัว
แบบจ าลองท่ีเหมาะสมท่ีสุด ซ่ึงท าการเปรียบเทียบ
ประสิทธิภาพในการจ าแนกขอ้มูลความสนใจเลือก
อาชีพของผูเ้รียน ดว้ยวิธีการจ าแนกขอ้มูล โดยใช้
เทคนิคการจ าแนกขอ้มูลดว้ยวธีิตน้ไมต้ดัสินใจเลือก
อัลกอริทึม J48  LMT Random Forest เทคนิคการ
จ าแนกขอ้มูลดว้ยวิธีการเรียนรู้แบบเบย ์และเทคนิค
การจ าแนกขอ้มูลดว้ยวิธีโครงข่ายประสาทเทียม ซ่ึง
ตวัแปรท่ีใชใ้นการจ าแนกขอ้มูลคร้ังน้ีมี 11 ตวัแปร 
ไดแ้ก่ เพศ อาย ุระดบัการศึกษา สาขาวชิา เกรดเฉล่ีย
สะสม เป้าหมายทางการศึกษา ภูมิล าเนาเดิม อาชีพ
บิดา  อาชีพมารดา  รายได้เฉ ล่ียต่อ เ ดือนของ
ครอบครัว และกลุ่มบุคลิกภาพ ขอ้มูลท่ีใช้ในการ
จ าแนก ไดจ้ากการเก็บรวบรวมขอ้มูลของนกัศึกษา
วิทยาลยัเทคโนโลยีบริหารธุรกิจจ านงค ์จากผลการ
ทดลองทั้งหมดพบวา่ เทคนิคการจ าแนกขอ้มูลดว้ย
วิธีตน้ไมต้ดัสินใจ ด้วยอลักอริทึม Random Forest 
ให้ประสิทธิภาพในการจ าแนกขอ้มูลได้ดีกว่าทุก
เทคนิคท่ีเปรียบเทียบ เน่ืองจากเทคนิคการจ าแนก
ขอ้มลูดว้ยวธีิตน้ไมต้ดัสินใจ เป็นเทคนิคหน่ึงในการ
เรียนรู้ของเคร่ือง ซ่ึงอาศยัการแตกเง่ือนไขย่อยไป
เร่ือย ๆ เพ่ือน าไปสู่ค าตอบ ซ่ึงส่งผลให้ตวัจ าแนก
สามารถจ าแนกขอ้มูลท่ีมีคุณลกัษณะท่ีแตกต่างกนั
และส่งผลท าให้ตวัจ าแนกให้ประสิทธิภาพในการ
จ าแนกข้อ มูลสูงกว่าอัลกอริทึม อ่ืน ส่งผลให้
ประสิทธิภาพในการวดัค่าความถูกต้องสูงท่ีสุด
เท่ากับ 91.37% ค่าความแม่นย  าเท่ากับ 0.913 ค่า
ความระลึกเท่ากบั 0.914 และค่าความถ่วงดุลเท่ากบั 

0 . 9 1 3  ได้ค่ า สู งกว่ าอัลกอ ริ ทึ ม อ่ืน ท่ีท า ก า ร
เปรียบเทียบ จากผลการวิจัยสามารถสรุปไดว้่าตวั
แบบเทคนิคการจ าแนกขอ้มูลดว้ยวธีิตน้ไมต้ดัสินใจ 
ด้วยอัลกอ ริ ทึม  Random Forest เ ป็นตัวแบบท่ี
เหมาะสมท่ีจะน าไปพฒันาเป็นระบบการแนะน า
อาชีพของผูเ้รียนต่อไป 
 อย่างไรก็ตาม งานวิจัยน้ีน าเสนอการ
จ าแนกข้อมูลด้วยเทคนิคการจ าแนกข้อมูด้วยวิธี
ต้นไม้ตัดสินใจ ด้วยอัลกอริทึม Random Forest     
ในการจ าแนกข้อมูลด้วยตัวอย่างในการจ าแนก     
ไม่มากนัก หากสามารถน าไปทดสอบกบัชุดขอ้มูล
ตวัอย่างท่ีมีขนาดใหญ่ข้ึน จะสามารถแสดงให้เห็น
ถึงประสิทธิภาพในการจ าแนกท่ีชดัเจนมากข้ึน 
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