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บทคัดย่อ 

งานวิจัยนี้น าเสนอการจ าแนกความคิดเห็นทางการเมืองในช่วงที่มีการปฏิวัติในประเทศไทยด้วย
วิธีการจ าแนกแบบความสัมพันธ์ (Associative Classification) โดยจ าแนกความคิดเห็นจากข้อความคิดเห็นบน
เฟสบุ๊คที่ถูกเขียนขึ้นด้วยภาษาไทยซ่ึงเป็นภาษาที่มีความซับซ้อน งานวิจัยนี้ได้ท าการสกัดคุณลักษณะของ
ข้อความโดยใช้ค าเชิงบวกและค าเชิงลบที่รวบรวมจากข้อความที่อยู่บนเครือข่ายสังคมออนไลน์ และท าการ
จ าแนกความคิดเห็นโดยพิจารณาความสัมพันธ์ของคุณลักษณะด้วยวิธีการจ าแนกแบบความสัมพันธ์ ท าให้ได้
กฎที่ใช้ในการจ าแนกความคิดเห็นที่สามารถบ่งบอกถึงความเชื่อม่ันของความคิดเห็นในเชิงบวกหรือเชิงลบ ผล
การทดลองแสดงให้เห็นว่าวิธีการจ าแนกแบบความสัมพันธ์สามารถจ าแนกความคิดเห็นทางการเมืองได้ถูกต้อง
ถึง 77.75%  

ค าส าคัญ: การจ าแนกความคิดเห็น การจ าแนกแบบความสัมพันธ์ เหมืองความคิดเห็น เครือข่ายสังคมออนไลน์ 
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Abstract  

This paper presents opinion classification of politics during the government revolution in Thailand 
using associative classification. The opinions are classified from Facebook statuses written in Thai which are 
complex. Features of the statuses are extracted by using positive and negative words that are collected from 
social networking websites. Using feature association based on associative classification leads to the resulting 
rules for opinion classification with specifying the confidence of either positive or negative opinion. The 
experimental results show that associative classification can give accuracy to 77.75% for political opinion 
classification. 
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1. บทน า 
 เว็บไซต์เครือข่ายสังคมออนไลน์ (Social 

Networking Websites) เป็นเว็บไซต์ที่ใช้ในการ
ติดต่อส่ือสารระหว่างบุคคลทั่วโลก ท าให้สามารถ
พูดคุย แบ่งปัน แลกเปลี่ยนแนวคิด ความรู้ หรือเรื่อง
ที่ตัวเองสนใจได้อย่างไม่มีขีดจ ากัด เช่น การเมือง 
วัฒนธรรม เทคโนโลยี สินค้า และการศึกษา เป็นตน้ 
[1] ปัจจุบันมีเ ว็บไซต์เครือข่ายสังคมออนไลน์
จ านวนมากถูกสร้างขึ้นเพื่อใช้ในการแลกเปลี่ยน
และแบ่งปันข้อมูลกัน เช่น เฟสบุ๊ค (Facebook), 
ทวิตเตอร์ (Twitter) และ ลิงค์อิน (LinkedIn) เป็น
ต้น เฟสบุ๊คเป็นเว็บไซต์หนึ่งที่ได้รับความนิยมมาก
ที่ สุดในโลก โดยมีผู้ เ ข้ าใ ช้ เฟสบุ๊ ค  ประมาณ 
900,000,000 ต่อเดือน [2] เนื่องจากมีเครื่องมือ
หลากหลายที่ ช่วยอ านวยความสะดวกในการ
แลกเปลี่ยนข้อมูลกัน เช่น การแช็ต อัพโหลดรูป ส่ง
ไฟล์ การสร้างกลุ่ม การโพสข้อความ เป็นต้น ท าให้
ข้อมูลที่อยู่บนเฟสบุ๊คมีความหลากหลายและมี
จ านวนมากมายมหาศาล นอกจากนี้ข้อมูลดังกล่าว
ยังเป็นข้อมูลที่ผู้ใช้แสดงออกได้อย่างอิสระและทุก
คนสามารถเข้าใช้งานได้ไม่ว่าจะอยู่ประเทศใดก็
ตาม [3] ท าให้ข้อมูลเหล่านี้มีประโยชน์เป็นอย่าง

มากทางด้านการตลาด ด้านสังคม ด้านการศึกษา 
ด้านการเมืองและด้านอื่นๆ  

นอกจากเว็บไซต์เฟสบุ๊คจะถูกน ามาใช้
เป็นเครื่องมือที่ใช้ในการติดต่อส่ือสารแล้ว เฟสบุ๊ค
ยังเป็นแหล่งแสดงความรู้สึก ความคิดเห็นของผู้ใช้ 
คนส่วนใหญ่มักแสดงความคิดเห็นหรือความรู้สึก
ผ่าน Status ของตัวเองบนเฟสบุ๊ค ซ่ึง Status ดังกล่าว
เป็นข้อความส้ันๆแต่แสดงออกถึงความรู้สึก หรือ
ความคิดเห็นของผู้ใช้ ท าให้มีนักวิจัยจ านวนมาก
สนใจที่จะน าข้อความคดิเหน็บนเฟสบุ๊คมาวิเคราะห์
โดยใช้วิธีการที่เรียกว่าการท าเหมืองความคิดเห็น 
(Opinion Mining) [4] เช่น Akaichi และคณะ  [5, 6] 
ได้น าเสนอการจ าแนกความคิดเห็นของผู้ใช้งาน
เฟสบุ๊คจาก Status โดยใช้วิธี Naïve Bayes [7] และ 
SVM (Support Vector Machine) [8] จุดประสงค์
ของงานวิจัยนี้ก็คือ เพื่อวิเคราะห์พฤติกรรมและ
ความคิดเห็นของผู้ใช้งานบนเฟสบุ๊ค จ านวน 260 
คนในประเทศ Tunisia ในช่วงที่มีการปฏิวัติ โดย
รวบรวมคลังค าศัพท์ 3 ชนิดจากเครือข่ายสังคม
ออนไลน์เพื่อใช้ในการสกัดคุณลักษณะ คลังค าศัพท์
ตัวแรกส าหรับเก็บตัวย่อที่แสดงถึงความรู้สึก เช่น 
lol, gr8, cu เป็นต้น คลังค าศัพท์ที่สองส าหรับเก็บ
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สัญลักษณ์แสดงอารมณ์ เช่น ;(, :D ;), เป็นต้น คลัง
ค าศัพท์ที่สามส าหรับเก็บค าอุทาน เช่น Wow, Haha, 
Oh dear เป็นต้น จากนั้นท าการพิจารณาว่าค าศัพท์
แต่ละค าส่ือความหมายเชิงบวกหรือเชิงลบ  การ
เตรียมข้อมูลในงานวิจัยนี้เริ่มจากการขจัดค าหยุด 
การหารากค า การแทนค าที่พบด้วย 1 และค าที่ไม่
พบด้วย 0 ใชรู้ปแบบ n-gram และชนิดของค า (Part-
of-speed Tags) ในการสกัดคุณลักษณะ ท าการ
ก าหนดค่า n-gram จ านวน 7 รูปแบบเพื่อหาค่า n-gram 
ที่เหมาะสมในการจ าแนกข้อมูล ได้แก่ 1) unigram 
2) bigram 3) trigram 4) unigram รวมกับ bigram 5) 
unigram รวมกับ trigram 6) bigram รวมกับ trigram 
และ 7) การรวมกันระหว่าง unigram bigram และ 
trigram ผลจากการทดลองแสดงให้เห็นว่า Naïve 
Bayes มีความถูกต้องสูงสุด 69.42% เมื่อใช้ bigram 
ก าหนดคุณลักษณะ ในขณะที่ SVM ให้ความถูกต้อง
สูงกว่า Naïve Bayes เมื่อใช้ unigram เป็นคุณลักษณะ 
โดยมีค่าความถูกต้องถึง 72.74% งานวิจัยนี้พยายาม
สกัดคุณลักษณะหลายๆวิธี แต่ค่าความถูกต้องที่ได้มี
ค่าไม่สูงมากนัก 

Shrivatava และPant [3] ได้พัฒนาตัวจ าแนก
ความคิดเห็นจาก Status ที่เขียนลงในเว็บไซต์
เฟสบุ๊ค เพื่อจ าแนกความคิดเห็น 3 ขั้ว คือ GOOD 
BAD และ AVERAGE โดยพัฒนาโปรแกรม Facebook 
puller เพื่อท าการวบรวมข้อมูลจาก Status ของผู้ใช้
เฟสบุ๊คจ านวน 2,000 รายการ หลังจากนั้นท าการ
จ าแนกข้อมูลโดยใช้พจนานุกรมที่บรรจุค าพ้องเสียง
และโปรแกรม LIBSVM [5] ถูกน ามาใช้เพื่อสร้าง
ตัวแบบและทดสอบตัวแบบ ผลจากการทดสอบ
แสดงให้เห็นว่าค่าเฉลี่ยของความถูกต้องในการ
จ าแนกความคิดเห็นของผู้ใช้เฟสบุ๊คอยู่ที่  70.5% 
งานวิจัยนี้พัฒนาโปรแกรมที่สามารถดึงข้อความ
คิดเห็นด้านต่างๆได้ อัตโนมัติตามที่ผู้ใช้ระบุค าค้น
และสามารถจ าแนกข้อความคิดเห็นออกเป็น 3 ขั้ว

ท าให้ง่าย และสะดวกในการค้นหาคุณลักษณะแต่
ละขั้ว แต่อย่างไรก็ตาม งานวิจัยนี้เสียเวลาในการ
ตรวจสอบค าพ้องเสียง 

Ortigosa และคณะ [9] น าเสนอวิธีการ
ส าหรับวิเคราะห์ความคิดเห็นของผู้ใช้เฟสบุ๊คใน
ประเทศสเปน งานวิจัยนี้ได้น าเสนอวิธีการที่ช่ือว่า 
SenBuk เพื่อดึงข้อมูลที่อยู่บน Status บนเฟสบุ๊ค
และท าการจ าแนกความนึกคิดของผู้ใช้เฟสบุ๊คด้วย
วิธีการที่ เกิดจากการรวมกันระหว่างวิธีการที่ใช้
พจนานุกรม (Lexicon-based) และการเรียนรู้ของ
เครื่อง (Machine Learning) โดยได้สร้างรายการของ
อารมณ์ (List of emotion) ที่รวบรวมข้อมูลจาก 
Wikipedia เพื่อช่วยในการจ าแนก วิธีการที่น าเสนอ
ในงานวิจัยนี้มีทั้งหมด 4 วิธี คือ 1) การใช้พจนานุกรม
อย่างเดียว (Lexicon-based approach) 2) การใช้ Decision 
tree ร่วมกับ Lexicon-based Tagging 3) การใช้ 
Naïve Bayes ร่วมกับ Lexicon-based Tagging และ 
4) การ SVM ร่วมกับ Lexicon-based Tagging จาก
การทดลองในงานวิจัยนี้แสดงให้เห็นว่าการจ าแนก
ข้อมูลด้วย SVM ร่วมกับ Lexicon-based Tagging 
ให้ค่าความถูกต้องสูงที่สุดคือ  83.27%  ซ่ึงแสดงให้
เห็นว่าการใช้พจนานุกรมร่วมกับการเรียนรู้ของ
เครื่องในการจ าแนกความคิดเห็นจะให้ค่าความ
ถูกต้องที่สูง 

Keeshin และคณะ [10] ได้เสนองานวิจัย
เพื่อจ าแนกเพศของผู้ใ ช้งานเฟสบุ๊คจาก Status 
งานวิจัยนี้ได้ทดลองวิธีการที่ เหมาะสมในการ
จ าแนกเพศของผู้ใช้เฟสบุ๊คจากข้อความทั้งหมด 
170,000 ข้อความ ซ่ึงรวบรวมโดยใช้ Facebook 
Graph API จากการทดลองแสดงให้เห็นว่าข้อความ
ที่ไม่ได้สกัดคุณลักษณะให้ค่าความถูกต้องแค่ 62% 
เมื่อทดสอบกับโปรแกรม MaxEnt จากนั้นงานวิจัย
นี้จึงได้การพัฒนาอัลกอริทึมขึ้นมาเองเพื่อจ าแนก
เพศผู้ใช้งานเฟสบุ๊ค จากผลการทดลองแสดงให้เห็น
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ว่าอัลกอริทึมให้ความถูกต้องเพียง 53.2% บนข้อมูล
ที่ไม่ได้มีการเตรียมข้อมูล จึงได้ท าการปรับค่า 
Learning Rate และค่าน้ าหนักเพื่อให้ได้ความถูก
ต้องมากขึ้น แต่อย่างไรก็ตามความถูกต้องเพิ่มขึ้น
แค่ 56.6% ซ่ึงเป็นค่าที่น้อยมาก จึงได้ท าการทดลอง
จ าแนกเพศโดยใช้ Window algorithm และ Naïve 
Bayes ผลจากการทดลองแสดงให้เห็นว่า Naïve 
Bayes ให้ค่าความถูกต้องมากที่สุด 67.7% ในการ
จ าแนกเพศผู้ใช้งานเฟสบุ๊ค งานวิจัยนี้ให้ค่าความ
ถูกต้องที่ไม่สูง เนื่องจากผู้หญิงและผู้ชายเขียน
ข้อความคิดเห็นคล้ายคลึงกัน  ท าให้ยากในการ
จ าแนก 

Irfan และคณะ [11] ได้ท าการศึกษา
ขั้นตอนการเตรียมข้อมูลและอัลกอริทึมส าหรับการ
ท าเหมืองข้อความบนเครือข่ายออนไลน์ โดยแบ่ง
การเตรียมข้อมูลออกเป็น 3 ขั้นตอน คือ การสกัด
คุณลักษณะ การคัดเลือกคุณลักษณะ และการแทน
เอกสาร ส าหรับการสกัดคุณลักษณะแบ่งออกเป็น 3 
แบบ คือ 1) Morphological Analysis เป็นการสกัด
คุณลักษณะโดยใช้ค าซ่ึงประกอบไปด้วยการขจัดค า
หยุด การหารากค า เป็นต้น 2) Syntactical Analysis 
เป็นการสกัดข้อมูลโดยใช้โครงสร้างไวยากรณ์ภาษา 
และ 3) Syntactical Analysis เป็นการสกัดคุณลักษณะ
โดยใช้ชนิดของค า และการตรวจสอบโครงสร้าง
ของประโยค Parsing ส่วนการคัดเลือกคุณลักษณะ
ถูกน ามาใช้เพื่อลดความซ้ าซ้อนของข้อมูลและท า
ให้เวลาในการประมวลผลน้อยลง ซ่ึงการคัดเลือก
คุณลักษณะส่วนใหญ่จะใช้วิธีให้ค่าน้ าหนักของค า
และคัดเลือกค าที่มีค่าน้ าหนักมากกว่าค่าแบ่งเกณฑ์ 
ซ่ึงค่าน้ าหนักสามารถค านวณได้จากความถี่ Latent 
Semantic Indexing และ Random Mapping ส่วน
ขั้นตอนสุดท้ายคือการแทนข้อมูล โดยส่วนใหญ่จะ
แทนในรูปแบบของเวกเตอร์ (Vector Space) 
งานวิจัยนี้ได้สรุปแบ่งอัลกอริทึมที่ใช้ในการท า

เหมืองข้อความคิดเห็นออกเป็น 3 กลุ่ม คือ อัลกอริทึม
ที่อยู่บนพื้นฐานการเรียนรู้ของเครื่อง อัลกอริทึมที่
อยู่บนพื้นฐานออนโทโลยี (Ontology) และอัลกอริทึม
ที่เกิดจากการรวมกันของหลายอัลกอริทึม (Hybrid 
Approach) งานวิจัยนี้แสดงให้เห็นว่าอัลกอริทึมที่
เกิดจากการรวมกันหลายอัลกอริทึมให้ค่าความ
ถูกต้องมากกว่าการใช้อัลกอริทึมเดี่ยวๆ  
 จากงานวิจัยที่เกี่ยวข้องมีการศึกษาอย่าง
แพร่หลายในการวิเคราะห์ความคิดเห็นด้านต่างๆ
จากข้อความคิด เห็นที่ อยู่ บน เครือข่ ายสังคม
ออนไลน์ เฟสบุ๊ค  โดยมีการวิ เคราะห์ข้อความ
คิดเห็นจากหลายภาษา งานวิจัยนี้น าเสนอการ
วิเคราะห์ความคิดเห็นทางการเมืองจากข้อความ
ภาษาไทย ซ่ึงมีความซับซ้อน แตกต่างจากภาษาอื่น 
และใช้ข้อความคิดเห็นทางด้านการเมืองในช่วงที่มี
การรัฐประหารในประเทศไทย ซ่ึงข้อความคิดเห็น
ส่วนใหญ่เป็นข้อความเชิงเสียดสีท าให้เกิดความยาก
ในการจ าแนกความคิดเห็นมากกว่าข้อความคิดเห็น
ทางด้านอื่น ดังจะเห็นได้จากงานวิจัยของ Akaichi 
และคณะ [5,6] สามารถจ าแนกความคิดเห็นทางการ
เมืองได้ค่าความถูกต้องเพียง 72.74%  ดังนั้นงานวิจัยนี้
จึ งน า เ สนอการจ าแนกความคิ ด เห็น โดยใ ช้
ความสัมพันธ์ของคุณลักษณะเพื่อเพิ่มประสิทธิภาพ
ความถูกต้องในการจ าแนกความคิดเห็นทางด้าน
การเมืองที่อยู่บนเครือข่ายสังคมออนไลน์ และท า
ก า ร สกั ด คุ ณ ลั ก ษณะข อ งข้ อ ค ว าม โ ด ย ใ ช้
พจนานุกรมที่รวบรวบค าเชิงบวกและค าเชิงลบที่
เกี่ยวกับการเมืองที่ยู่บนเครือข่ายสังคมออนไลน์ ซ่ึง
การใช้พจนานุกรมที่รวบรวมขึ้นร่วมกับการเรียนรู้
ของเครื่องนั้นให้ค่าความถูกต้องที่สูง ดังจะเห็นได้
จากงานวิจัยของ Ortigosa และคณะ [9]  
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2. วิธีด าเนินการวิจัย 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

 รูปที่ 1 ขั้นตอนวิธีการด าเนินการวิจัย 

งานวิจัยนี้มีวัตถุประสงค์เพื่อจ าแนกความ
คิดเห็นที่มีต่อการรัฐประหารในประเทศไทยจาก
ข้อความคิดเห็นที่อยู่บนเว็บไซต์เครือข่ายสังคม
อ อน ไ ลน์ เ ฟ สบุ๊ ค ด้ ว ย วิ ธี ก า ร จ า แ น ก แบ บ
ความสัมพันธ์ กระบวนการจ าแนกความคิดเห็นใน
งานวิจัยนี้จะเริ่มจากการรวบรวมข้อความคิดเห็น
บนเฟสบุ๊คโดยใช้ Facebook Graph API การเตรียม
ข้อมูล การสร้างตัวจ าแนกความคิดเห็น และการ
ประเมินประสิทธิภาพ ภาพรวมของขั้นตอนวิธีการ
ด าเนินการวิจัยแสดงได้ดังรูปที่ 1 

 

 

2.1 การเก็บรวบรวมข้อมูล 
งานวิจัยนี้ได้เก็บรวบรวมข้อความคิดเห็น

บนเฟสบุ๊ค ซ่ึงเป็นข้อความแสดงความคิดเห็น
เกี่ยวกับการด าเนินงานของ คสช (คณะรักษาความ
สงบเรียบร้อยแห่งชาติ) ระหว่างวันที่ 22 พฤษภาคม 
พ.ศ 2557 ถึง 17 กรกฎาคม พ.ศ. 2557 สาเหตุที่ใช้
ข้อความที่อยู่บนเฟสบุ๊คเป็นข้อมูลในการวิจัย 
เนื่องจากในปัจจุบันประชาชนส่วนใหญ่แสดงความ
คิดเห็นบนเฟสบุ๊คและข้อความที่แสดงออกบน
เฟสบุ๊คเป็นข้อความที่ผู้ใช้สามารถแสดงออกได้
อย่างอิสระ ไม่ต้องมีการบังคับ ท าให้ข้อมูลที่แสดง
ออกเป็นข้อมูลความคิดเห็นโดยแท้จริง งานวิจัยนี้
ดึงข้อความคิดเห็นที่อยู่ ในเฟสบุ๊คโดยการใช้ 
Facebook Graph API ร่วมกับการเขียนภาษา PHP 
เพื่อรวบรวมข้อความคิดเห็นเกี่ยวกับ คสช. ไว้ใน
ฐานข้อมูลดังรูปที่ 2 จากนั้นท าการกรองเอาเฉพาะ
ข้อมูลที่เกี่ยวข้องกับความคิดเห็น คสช. โดยข้อมูลที่
รวบรวมมีทั้งหมด 467 ข้อความ แบ่งเป็นข้อความ
เชิงบวก 259 ข้อความและข้อความเชิงลบ 208 
ข้อความ ซ่ึงพิจารณาจากผู้ เ ช่ียวชาญ 3 คน ว่า
ข้อความแต่ละข้อความคือข้อความเชิงบวก หรือ
ข้อความเชิงลบ นอกจากนี้ยังได้รวบรวมค าที่เป็น
เชิงบวก 113 ค า และค าที่เป็นเชิงลบ 113 ค า ที่เกี่ยวข้อง
กับการเมืองเพื่อใช้ในการสกัดคุณลักษณะ      

 

 

 

 

    

Dataset 

Building Classifiers 

Evaluation 

Data Preprocessing 
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รูปที่ 2 ตัวอย่างข้อความคดิเห็นในฐานข้อมูล 

 

2.2 การเตรียมข้อมูล 
 ก่อนที่จะน าข้อมูลเข้า สู่กระบวนการ
จ าแนก จ าเป็นจะต้องแปลงข้อมูลให้อยู่ในรูปแบบ 
ทรานแซคช่ัน โดยแต่ละทรานแซคช่ันจะประกอบ
ไปด้วยเซตรายการและคลาสดังตารางที่ 1  

ตารางท่ี 1 ตัวอย่างข้อมูลที่จะน าไปจ าแนก 

ข้อความ เซตรายการ คลาส 

1 1 2 4  5 6 P 
2 1 4 5 6 N 
3 2 4 5 P 
4 2 3 4 5 P 
5 3  5 6 N 

 โดยคลาสประกอบไปด้วย 2 คลาส คือ P 
(ความคิดเห็นเชิงบวก) และ N (ความคิดเห็นเชิงลบ) 
แต่ละเซตรายการสร้างมาจากข้อความหนึ่งข้อความ 
โดยจะพิจารณา ว่าข้อความประกอบไปด้วย
คุณลักษณะล าดับที่ เท่ าไรบ้าง  เ ช่น  สมมติค า
คุณลักษณะประกอบไปด้วย 6 คุณลักษณะโดยเรียง
ตามล าดับดังนี้ 1) อิทธิพล 2) โกง 3) ตกต่ า 4) สงบ 

5) ยั่งยืน 6) เจริญ และข้อความแสดงความคิดเห็น 
คือ “ผู้มีอิทธิพลเหล่านั้นมักจะโกงกินบ้านเมือง ท า
ให้บ้ านเมืองไม่มีความสงบความเจริญ ” จาก
ข้อความแสดงความคิดเห็นดังกล่าวมีค าคุณลักษณะ
ที่ 1 2 4 6 ซ่ึงก็คือเซตรายการนั้นเอง   

2.3 การสร้างตัวจ าแนก 
เมื่อได้ข้อมูลที่ผ่านกระบวนการเตรียม

ข้อมูลแล้วจะน าข้อมูลดังกล่าวไปจ าแนก ใน
ง าน วิ จั ย นี้ ป ร ะ ยุ ก ต์ ใ ช้ วิ ธี ก า ร จ า แ นกแบบ
ความสัมพันธ์ในการจ าแนกความคิดเห็นเชิงบวก
หรือเชิงลบ ซ่ึงเป็นการรวมกันระหว่างการสืบค้น
กฎความสัมพันธ์ (Association Rule) [13] และการ
จ าแนกข้อมูล [14] เพื่อสร้างกฎที่ใช้ในการจ าแนก
ข้อมูลที่เข้าใจง่ายและให้ค่าความถูกต้องสูง โดยใช้
ความสัมพันธ์ของข้อมูลที่เกิดร่วมกันบ่อย กฎที่ใช้
ในการจ าแนกอยู่ในรูปแบบของ :r X c  โดยที่ 
X คือ เซตรายการและ c คือ คลาส กฎจะถูกน าไปใช้
ในการจ าแนกเมื่อค่าสนับสนุน (Support: supp(r)) 
ของกฎมีค่ามากกว่าหรือเท่ากับค่าสนับสนุนขั้นต่ า 
(Minimum Support Threshold: min_supp) และค่า
ความเช่ือมั่น (Confidence: conf(r)) ของกฎมีค่า
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ม ากก ว่ าหรื อ เ ท่ า กั บค่ า ค ว าม เ ช่ื อ มั่ น ขั้ น ต่ า 
(Minimum Confidence: min_conf) โดยค่า
สนับสนุนและค่าความเชื่อม่ันสามารถค านวณได้ดัง
สมการที่ (1) และ (2) 

| ( ) |
( ) 100

| ( ) |

g Xc
supp r

g D
   (1) 

| ( ) |
( ) 100

| ( ) |

g Xc
conf r

g X
   (2) 

โดยที่  
| ( ) |g X   คือ จ านวนทรานแซคช่ันที่มี X  
| ( ) |g Xc  คือ จ านวนทรานแซคช่ันที่มี X  
                 เกิดร่วมกับ c   
| ( ) |g D   คือ จ านวนทรานแซคช่ันทั้งหมด 

 อัลกอริทึมที่ใช้ในการสร้างตัวจ าแนกใน
งานวิจัยนี้ คือ CBA [14] เป็นอัลกอริทึมที่ไม่ซับซ้อน
แต่ให้ค่าความถูกต้องสูงในการจ าแนก โดยขั้นตอน
ของอัลกอริทึมประกอบไปด้วย 2 ขั้นตอนหลัก คือ 
การสร้างกฎความสัมพันธ์บนพื้นฐานของอัลกอริทึม 
Apriori [13] และการสร้างตัวจ าแนกจากกฎ  

ขั้นตอนที่ 1 การสร้างกฎความสัมพันธ์ซ่ึงมีขั้นตอน
ดังต่อไปนี้ 
สมมติก าหนดค่าสนับสนุนขั้นต่ าเท่ากับ 40% และ
ค่าความเชื่อม่ันขั้นต่ าเท่ากับ 60% 

1. เริ่มจากการหาค่าสนับสนุนของกฎที่มีเซต
รายการที่มีความยาว 1 และพิจารณาว่ากฎใดบ้างที่
ผ่ านค่ าสนับสนุนขั้นต่ า  จากนั้นตัดกฎที่ มีค่ า
สนับสนุนน้อยกว่าค่าสนับสนุนขั้นต่ าออกดัง
ตัวอย่าง  

 
 
 
 
 

กฎ supp (%) กฎ supp (%) 

1P 20 4N 20 

1N 20 5P 60 

2P 60 5N 40 

3P 20 6P 20 

3N 20 6N 40 

4P 60   

*กฎที่ถูกตัดออกคือกฎที่ระบายสีด า 

2. ส าหรับกฎที่มีเซตรายการเหมือนกัน จะ
เลือกเฉพาะกฎที่มีค่าความเชื่อม่ันสูงที่สุด เช่น  

conf(5P) = (3/5)*100 = 60% 
conf(5N) = (2/5)*100 =  40% 
กฎที่ถูกเลือก คือ 5P เนื่องจากมีค่า

ความเชื่อมั่นสูงสุด 
3. เลือกกฎที่มีค่าความเช่ือมั่นมากกว่าหรือ

เท่ากับค่าความเช่ือมั่นขั้นต่ าเพื่อน าไปใช้ในการ
จ าแนก จากตัวอย่างทุกกฎมีค่าความเช่ือมั่นมากกว่า
หรือเท่ากับค่าความเช่ือมั่นขั้นต่ า ดังนั้นถือว่าเป็น
กฎที่สามารถน าไปใช้ในการจ าแนกได้  

กฎ conf (%) กฎ conf (%) 

2P 100 5P 60 

4P 75 6N 67 

4. กฎที่ผ่านค่าความเช่ือมั่นขั้นต่ าจะถูกขยาย
โดยเพิ่มเซตรายการทีละ 1 รายการและกลับไป
ตรวจสอบข้อ 1-3 ท าแบบนี้ไปเรื่อยๆจนกว่าจะไม่
สามารถขยายเซตรายการได้อีก ดังนั้นจากตัวอย่าง
ข้อมูลจะได้กฎที่จะน าไปจ าแนกทั้งหมด 8 กฎ ดังนี้ 
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กฎ supp (%) conf (%) 

2P 60 100 

4P 60 75 

5P 60 60 

6N 40 67 

2 5P 60 100 

2 4  P 60 100 

4 5 P 60 75 

2 4 5P 60 75 

ขั้นตอนที่ 2 เมื่อได้กฎส าหรับจ าแนกความคิดเห็น
แล้ว กฎดังกล่าวจะถูกเรียงล าดับเพื่อสร้างตัวจ าแนก 
โดยก าหนดให้ กฎ  ri อยู่ ก่ อนกฎ  rj ก็ ต่ อ เ มื่ อ 
conf(ri)>conf(rj) หรือถ้า conf(ri)=conf(rj) ให้พิจารณา
supp(ri)>supp(rj) หรือถ้า supp(ri)=supp(rj) ให้
พิจารณา size(ri)<size(rj) หรือถ้า size(ri)=size(rj) 
ให้พิจารณา ri ถูกสร้างก่อน rj จากตัวอย่างเมื่อน ากฎ
มาเรียงจะได้ผลดังนี้ 

ล าดับ กฎ conf (%) supp (%) 
1 2 P 100 60 
2 2 4  P 100 60 
3 2 5P 100 60 
4 4 P 75 60 

5 4 5P 75 60 
6 2 4 5P 75 60 
7 6N 67 40 

8 5 P 60 60 

2.4 การประเมินผล 
งานวิจัยนี้ใช้ 10-fold cross validation ใน

การแบ่งข้อมูลเรียนรู้ (Training Set) และข้อมูล
ทดสอบ (Testing Set) เพราะผลที่ได้น่าเช่ือถือ
มากกว่าวิธีอื่นเนื่องจากข้อมูลทุกชุดจะถูกน ามา

ทดสอบเพื่อประเมินผล โดยในแต่ละรอบจะวัด
ประสิทธิภาพความถูกต้อง (Accuracy) ดังสมการที่ 
(3) จากนั้นหาค่าเฉลี่ยของความถูกต้องเพื่อดู
ประสิทธิภาพของตัวจ าแนก นอกจากนี้ยังท าการ
ปรับค่าสนับสนุนขั้นต่ าและค่าความเช่ือมั่นขั้นต่ า
เพื่อหาค่าที่เหมาะสมที่ให้ค่าความถูกต้องสูงในการ
จ าแนก 

( )

( )

tp tn
Accuracy

tp tn fp fn
 (3) 

โดยที่  
  tp คือ จ านวนข้อความที่ท านายถูกต้องว่าเป็น
ความคิดเห็นเชิงบวก 
   tn คือ จ านวนข้อความที่ท านายถูกต้องว่าเป็น
ความคิดเห็นเชิงลบ 
   fp คือ จ านวนข้อความที่ท านายว่าเป็นความคิด
เห็นเชิงบวกแต่ค าตอบคือความคิดเห็นเชิงลบ 
   fn คือ จ านวนข้อความที่ท านายว่าเป็นความคิด
เห็นเชิงลบแต่ค าตอบคือความคิดเห็นเชิงบวก 

3. ผลการวิจัยและวิจารณ์ผลการวิจัย  
งานวิจัยนี้ท าการทดลองจ าแนกความ

คิ ด เ ห็นทา งก าร เ มื อ ง โดย ใ ช้ วิ ธี ก าร จ า แนก
ความสัมพันธ์ด้วยขั้นตอนวิธี CBA ซ่ึงพัฒนาด้วย
ภ า ษ า จ า ว า แ ล ะ ส า ม า ร ถ ด า ว โ ห ล ด ไ ด้ ที่
http://cgi.csc.liv.ac.uk/~frans/KDD/Software/CBA
/cba.html [15] เนื่อง จากข้อมูลน าเข้าของโปรแกรม 
CBA ต้องเป็นตัวเลขทั้งหมดรวมถึงคลาส กระบวนการ
เตรียมข้อมูลจึงท าการแปลงข้อมูลน าเข้าแต่ละแถว
ให้เป็นหมายเลขของคุณลักษณะที่ปรากฏในแต่ละ
ข้อความคิดเห็นและตัวเลขสุดท้าย คือ คลาส ผลจาก
การเตรียมข้อมูลโดยใช้คุณลักษณะที่รวบรวมค าเชิง
บวก 113 ค า และค าที่เป็นเชิงลบ 113 ค า ปรากฏว่า
บางคุณลักษณะไม่ได้ถูกน ามาใช้เลย คุณลักษณะ
ดังกล่าวจึงถูกตัดทิ้งไป ดังนั้นคุณลักษณะที่น ามาใช้
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จริงคือ 202 คุณลักษณะเท่านั้น โดยตัวอย่างข้อมูลที่
ผ่านกระบวนการเตรียมข้อมูลแสดงได้ดังรูปที่ 3 
ตัวเลข 203 ก าหนดให้เป็นความคิดเห็นเชิงลบ และ
ตัวเลข 204 ก าหนดให้เป็นความคิดเห็นเชิงบวก   

รูปที่ 3 ตัวอย่างข้อมูลน าเข้าโปรแกรม CBA 

 จากนั้นน าข้อมูลที่ผ่านการเตรียมข้อมูล
เรียบร้อยแล้วไปทดสอบกับโปรแกรม CBA ดัง
ตัวอย่างในรูปที่ 4 และก าหนดค่าสนับสนุนขั้นต่ า
และค่าความเช่ือมั่นขั้นต่ าแตกต่างกันเพื่อหาค่าที่
เหมาะสม โดยก าหนดค่าสนับสนุนขั้นต่ าเท่ากับ 
1%, 5%, 10%, 15%, 20% และก าหนดค่าความ
เช่ือมั่นขั้นต่ าเท่ากับ 50%, 60%, 70%, 80%, 90%, 
100% เนื่องจากค่าความเช่ือมั่นไม่ควรจะต่ ากว่า 
50% 

 

 

 

 

 

 

 

 

 

 

 
 

รูปที่ 4 ตัวอย่างการประมวลผลขอ้มูล 
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ผลจากการทดลองแสดงได้ดังตารางที่ 2 
เมื่อก าหนดค่าสนับสนุนขั้นต่ าเป็น 1% จะเห็นได้ว่า
ค่าความเช่ือมั่นขั้นต่ าที่ 100% ให้ค่าความถูกต้อง
สูงสุด คือ 76.39% จากนั้นท าการปรับค่าสนับสนุน
ขั้นต่ าเพิ่มขึ้นเรื่อยๆ พบว่าค่าสนับสนุนขั้นต่ าที่ 5% 
และ 10% ให้ค่าความถูกต้องสูงถึง 77.75% เมื่อค่า
ความเช่ือมั่นขั้นต่ าเท่ากับ 80% และ 90% ส่วนค่า
สนับสนุนขั้นต่ าที่ 15% ให้ค่าความถูกต้องสูงสุด 
77.75% เมื่อค่าความเช่ือมั่นขั้นต่ าเท่ากับ  80% ส่วน
ค่าสนับสนุนขั้นต่ าที่ 20%  ให้ค่าความถูกต้องสูงสุด 
77.75% เมื่อค่าความเช่ือมั่นขั้นต่ าเท่ากับ 50% และ 
60% จะเห็นได้ว่าเมื่อปรับค่าสนับสนุนขั้นต่ าที่
สูงขึ้นจะท าให้ได้กฎที่มีค่าความเช่ือมั่นต่ าหรือ
อาจจะไม่ได้กฎในการจ าแนกเลย ท าให้ค่าความ
ถูกต้องเป็น 0 ดังนั้นค่าสนับสนุนขั้นต่ าและค่าความ
เชื่อมั่นขั้นต่ าที่เหมาะสมในงานวิจัยนี้ คือ 10% และ 
90% เพราะท าให้ได้กฎที่มีความน่าเช่ือถือมากที่สุด 
เนื่องจากกฎทุกกฎจะมีค่าความเช่ือมั่นถึง 90% ใน
การจ าแนกและเป็นกฎที่เกิดขึ้นบ่อยถึง 10% จาก
ข้อมูลทั้งหมด นอกจากนี้ยังสามารถจ าแนกความ
คิดเห็นทางการเมืองได้ถูกต้องสูงสุดถึง 77.75%  
 

ตารางท่ี 2 ความถูกต้องของการจ าแนกความคิดเห็น 
     
 

1 5 10 15 20 

50 70.32 70.69 62.75 68.38 77.75 
60 71.69 70.69 62.75 68.38 77.75 

70 70.28 71.65 70.35 71.71 41.49 
80 61.84 77.75 77.75 77.75 0 
90 60.84 77.75 77.75 70.02 0 
100 76.39 21.67 0 0 0 

 
 
 

4. สรุปผลการวิจัย  
งานวิจั ยนี้น า เสนอการจ าแนกความ

คิด เห็นทางการ เมืองที่อยู่บนเครือข่ ายสังคม
ออนไลน์โดยใช้วิธีการจ าแนกแบบความสัมพันธ์ 
ซ่ึงให้ค่าความถูกต้องในการจ าแนกสูง งานวิจัยนี้ได้
ท าการสกัดคุณลักษณะของข้อมูลโดยใช้ค าเชิงบวก
และค าเ ชิงลบที่รวบรวมจากข้อความที่ อยู่บน
เครือข่ายสังคมออนไลน์ และท าการจ าแนกโดย
พิจารณาความสัมพันธ์ของคุณลักษณะโดยใช้
เทคนิค CBA ผลจากการทดลองแสดงให้เห็นว่า
วิธีการที่น าเสนอ สามารถจ าแนกความคิดเห็นทาง 
การเมืองที่อยู่บนเว็บไซต์เครือข่ายออนไลน์ได้
ถูกต้องถึง 77.75% งานวิจัยที่จะท าต่อไปในอนาคต
คือท าการคัดเลือกคุณลักษณะที่เหมาะสมที่ใช้ใน
การจ าแนกซ่ึงอาจจะน าไปสู่การจ าแนกที่มีค่าความ
ถูกต้องสูงขึ้น  
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