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Abstract 

In this paper, testing the hypothesis of the equality of two covariance matrices from independent 
multivariate normal populations is of interested. To test the hypothesis, a test statistic is proposed based on an 
unbiased and consistent estimator of the ratio between two traces of two population covariance matrices. The 
asymptotic distribution of the consistent estimator is investigated using the delta method. Finally, it converges 
in distribution to normal as the number of variables and sample sizes go forward to infinity.  
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1. Introduction 

Let ,2,1;,...,1,  knj
kjk

X be random samples drawn from independent multivariate normal 

populations ),Σ,( kkpN μ where mean vector kμ  and covariance matrix kΣ  are unknown. It is one of the 
most important requirements in many statistical techniques to know whether covariance matrices of the two 
populations are equal or not, such as in discriminant analysis, testing the equality of two mean vectors, testing 
the equality of two mean sub-vectors, ([4], [5], [7], and [10]). Before applying any further analysis, this 
equality must be tested. The traditional technique for testing the hypothesis that 

210
:H  against 

,:
211

H where   is the common unknown covariance matrix of the two populations, when the 
sample sizes, ,kn  larger than the number of variables, ,p  is the modified likelihood ratio test. This test is not 
valid when .knp   In the present, many applications, such as economics or modern sciences, the data have 
very small sample sizes while the large number of the variables taken from each observation, i.e. .knp    
For instance, DNA microarrays typically measure thousands to millions of gene expressions on the small 
sample sizes [6]. When the data fails into a knp   situation, the sample covariance matrices kS are singular 
making the modified likelihood ratio test is not available. The recent tests under this problem were worked by 
[2], [9], [11], and [12]. 

In order to test the hypothesis, a new parameter function is suggested and its consistent estimator is 
investigated. The distribution of the consistent estimator is asymptotically distributed as the standard normal 
distribution for large ., knp   

The organization of this article is as follows. Section 2 gives some preliminary. A new parameter 
function and a consistent estimator are proposed in Section 3. The asymptotic distribution of the estimator is 
investigated in Section 4. The useful lemma is given in the Appendix. 

2. Preliminaries 

Let ,2,1;,...,1,  knj
kjk

X be random samples drawn independently normally distributed 

populations ),(
kkp

N μ  where 
k
μ  denotes an unknown mean vector of the th

k  population and 
k

  

denotes an unknown positive definite covariance matrix of the th
k  population.  
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Suppose there are independent estimates ,,
21

SS the sample covariance matrices of the covariance 
matrices 1  and ,

2
  respectively, with ,2,1),1,(~)1(  knWn

kkpkk
S  i.e. 

kk
n S)1(   has 

a Wishart distribution with 
k

n  degrees of freedom and covariance matrix ,k  see [1]. The common 
covariance matrix   is estimated by the pooled sample covariance matrix 
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p
S  i.e. S)1( n  has a Wishart distribution 

with 1n  degrees of freedom and covariance matrix .  Therefore, we let 
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3. The Consistent Estimator 

In order to test the hyphothesis  210 :H , a test statistic is developed based on the fact 
that if the null hypothesis 0H  holds, i.e. 

21
 , then .21  trtr  Thus, under the null hypothesis, we 

consider the parameter function as  

  ,1
12

11

2
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




a

a

tr

tr
b  

where .2,1,
1

1  ktr
p

a kk  

Therefore, the hypothesis 1:0 bH  can be tested against .1:
1

bH   
 The following assumptions are made: 

 (A1) As ),0(,,),(  cc
n

p
np   

 (A2) As ),,1(,,),(  kk

k

k cc
n

p
np   2,1k  

 (A3) As ),,0(,,  mmmap    16,...,1m  
 (A4) As ),,0(,,  lklklkap   ,8,...,1;2,1  lk  

where ,
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  By applying the results provided by [3], from one population to the case of two populations (Thus it 

is presented without proof here), unbiased and consistent estimator of )(
1

1 kk tr
p

a   is given by 

.2,1),(
1

ˆ1  ktr
p

a k S  Thus the quantity b can be estimated by 
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4. The Distribution of the Consistent Estimator 

It is provided in [3] that ,2,1,ˆ1 ka k  is asymptotically normally distributed with mean ka1 and 

variance .
2 22

pn

a

k

k
k   

The following lemma gives the asymptotic distribution of the consistent estimators of the 
parameters appeared in .b  
Lemma 4.1 Let ),1,(~)1(  kkpkk nWn S ,2,1,ˆ1 ka k  as defined in (2.1), and 

,4,...,1,2,1,/)(  lkptra l
klk  then under the assumptions (A2) and (A4) 
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where yx D  denotes that x  converges in distribution to .y  

Proof Since random samples ,2,1;,...,1,  knj
kjk

X  are drawn from two independent populations 

and sample covariance matrices kS are calculated from corresponding independent random samples ,1jX

and ,2jX  thus, 
1

S and 
2

S must be independent each other. In fact, the statistic 11â is a function of 
1

S

alone while the statistic 12â is also a function of 
2

S alone. Thus 11â and 12â are also independent and then 
it makes .0)ˆ,ˆ( 1211 aaCOV  Since 2,1,ˆ1 ka k  are asymptotically normally distributed with mean 

ka1  and variance ,2
k  and the fact that the covariance between 11â and 12â is zero, then the jointly 

asymptotic distribution of statistics 11â and 12â are the bivariate normal distribution with mean vector and 
covariance matrix as given above. The proof is completed. 
 By applying the delta method given in the Appendix to a function of two random variables, the 
following theorem provide an asymptotic distribution of the consistent estimator b̂ .  
Theorem 4.1   Let ,b and b̂  be as defined above.  Then, under the assumptions (A1)-(A4),   

),,(ˆ 2bNb
D
  

where  
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Proof  We note that .ˆ/ˆˆ
1211 aab   Hence the partial derivative of )ˆ,ˆ(ˆ 1211 aab  with respect to 11â is 
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The proof is completed. 
Corollary 4.1   Let b̂  be as defined above. Under 

210
:H  and the assumptions (A1)-(A4), 

then  
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  It follows Theorem 4.1, then the proof is 

completed.   
Appendix 
Lemma A.1 (The delta method) 
 Suppose 

n21
,...,, XXX  are random vectors in the k Euclidean space and assume that 

),()(  0μX
k

D

nn
N , where μ  is a constant vector and  

n
  is a sequence of constants 

.
n

  In addition, presume that (.)g  is a function from k  to  which is differentiable at μ  with a 
gradient (vector of first partial derivatives) of dimension k1  at μ  equal to ),(μg  then  

    .)()(,0)(
TD

nn
ggNgg μμμX   

Proof see [8] 
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