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Abstract  

Due to the severity of the recent PM 2.5 and COVID-19 pandemic situations, the work-from-

home lifestyle has been widely adopted as a new normal. Consequently, it’s necessarily preferable to 

cook at home instead of dining out as usual. However, the common problems are the unplanned and 

overstocked grocery items which are usually unrecognized and improperly managed. To address this 

issue, the "What To Cook" web application was developed with the theoretical application of Term 

Frequency-Inverted Document Frequency (TF-IDF) calculations to search for recipes based on the 

stocked groceries and then applied Cosine Similarity to calculate the similarity between each recipe and 

the stocked grocery items. Users can input the list of own stocked grocery items into the application 

and then apply the content-based filtering system to recommend recipes to utilize the stocked grocery 

items.  

Additionally, the application supports the image capturing using Google Cloud Vision API. 

The application also stores the user's cooking history and saves the under interested recipes for future 

reference. After testing the application in real-world scenarios, it was found to be easy to use with 

satisfiable results. 
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1. Introduction  

The residential grocery stocking has 

becoming necessarily popular in Thailand due to 

the recent PM 2.5 and COVID-19 pandemic 

situations which result in the recent work-from-

home trend as new normal.  This is to facilitate 

the home cooking due to that the people are 

encouraged to stay home for better safety. 

Hence, the consequences are the overstocking of 

groceries and the repetition of cooking menus 

due to the lacking of proper menu suggestions.  

Hence, some of rarely used grocery items are 

unintentionally forgotten and eventually spoiled 

and wasted. 

With the stated condition, any home 

cooking menu suggestions with cooking 

instructions as web-based application would be 

really beneficial. This is also the motivation to 

develop an application for cooking menu 

recommendation based of the in-stock grocery 

items. The main objectives are as the follows. 

1) Add more cooking menu selection 

based on the stocked grocery items to anticipate 

the needs of homemakers to utilize the stored 

items before being spoiled and wasted. 

2) To extend the consumption of all 

stocked grocery items with developed web-

based application. 
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3) To enable user-generate contents 

via user-added cooking menus as desired. 

2. Literature Reviews 

Research in recommender system has 

received more attention and more diversified 

from the past decades (12, 13). The related 

theoretical background of this paper is described 

as the follows. 

2.1 Related Theories 

Research in recommender system has 

recently received more attention and more 

diversified from the past (14). Academic 

research in recommender was recently 

diversified in terms of techniques and methods 

used.  However, the major theoretical methods 

found among academic publications are as the 

follows. 

2.2.1 Term Frequency-Inverted Document 

Frequency (TF-IDF) 

TF-IDF is the weighting of terms in 

order to determine their significance in a 

document which was widely applied in many 

recent researches for making relevant decisions 

(18). TF-IDF is widely used in computer-based 

information retrieval and text mining (1, 5, 8, 

22), which consists of two factors as the follows. 

 

• TF (Term Frequency) is the frequency 

of a term that is existing in a document which 

can be determined as the following formula: 

𝑇𝐹 =
𝑓(𝑡,𝑑)

∑𝑓(𝑡,𝑑)
    (2.1) 

Where  TF = Term frequency  

f  = Frequency 

t  = Term  

d  = Document 

 

Invert Document Frequency or IDF is the 

measurement of importance of a term in all 

documents. IDF can be calculated as the 

following equation.  

𝐼𝐷𝐹(𝑡𝑒𝑟𝑚, 𝑎𝑙𝑙𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡) = 𝑙𝑜𝑔
𝑁

𝑑𝑓(𝑡)
 (2.2) 

Where  

           IDF = Importance of a term in all 

                      documents 

           N    = Total number of documents 

              df(t) = number of document with term t 

The combination of TF and IDF can be 

calculated to determine the weighting of a term 

in documents.  The higher weighting means the 

higher frequency that term is existing in 

documents or vice versa.  The TF-IFD is as the 

following equation. 

𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹 ×  𝐼𝐷𝐹  (2.3) 

Where  TF-IDF = Weighting of a term  

TF         = Term frequency 

IDF       = Invert document frequency 

2.2.2 Cosine Similarity 

The Cosine Similarity is the 

measurement of whether two vectors are 

conforming in the similar direction or not.  If A 

and B are two vectors to be measures, the Cosine 

Similarity are as the following equation. 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = cos(𝛩) =
𝐴 ∙ 𝐵

‖𝐴‖ ‖𝐵‖
   

                                         =
∑ 𝐴𝑖𝐵𝑖

𝑛
𝑖=1

√∑ 𝐴𝑖
2𝑛

𝑖=1
  √∑ 𝐵𝑖

2𝑛

𝑖=1

  (2.4) 

Cosine Similarity are in between 1 to -1 where: 

• If approaching 1, directions of both A 

and B vectors are CORRELATED.  

• If approaching -1, directions of both A 

and B vectors are ANTI-CORRELATED. 

• If approaching 0, directions of both A 

and B vectors are NOT CORRELATED. 

Cosine similarity is one of the most 

popular methods applied in researches involving 

with recommender systems. Pertaining to Singh 

et al. (18) (the application of Cosine similarity in 

combination with KNN) and that of Khatter et al. 

(9) (the application of Cosine similarity in 

combination with sentiment analysis) for movie 

recommender system was discovered as 

beneficial in finding and recommending similar 

objects. 

2.2.3 Recommender systems 

The Recommender system will 

suggest the alternative information for more 

selections in deciding to purchase goods or 

services which may also be interested (8-11). 

This is based on the historical information or  
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reference from users with similar behavior or 

characteristics.  Recommender systems are 

classified into three conceptual types which are: 

1) Content-based Filtering 

Content-based Filtering system will 

suggest the information base on the filtering of 

contents that may be interested by users based on 

the historical data and the behavior of an 

individual user (3, 10, 13-15). Base on the 

characteristics of objects, the database of 

individual user will be retrieved and evaluated 

for similarities to recommend the information 

that similar to what user may need. Content-

based recommender system was recommended 

to combine with the Machine Learning (ML) and 

matrix factorization techniques as the modern 

focus (16). 
2) Collaborative Filtering 

Collaborative Filtering system will 

suggest the alternative information based on user 

reviews and scorings toward goods or services.  

This is based on not only an active user’s 

preferences towards the others’ preferences (13, 

14), but also historical interaction patterns (2).  

This is to investigate and compare the behavior 

similar consumers. The system will match the 

similarities among users, based on the scoring to 

suggest the information. 

3) Hybrid Filtering 

Hybrid Filtering system is the 

combination of two previous types to merge the 

advantages of each type to solve the cold-star 

problem and to enhance the better efficiency.  

The two previous types above can be adopted 

with combination of the other approaches, such 

as the fuzzy expert system (20), knowledge-

based system (6), and so on. This is to be 

beneficial from not only the complementary 

advantages of both systems above, but also the 

combination with the other techniques as well 

(7). 

2.2.3 Web Application 

Web Application is the application 

that is accessible via web browsers through 

either the internet or intranet.  Web application 

enhance the better ubiquity which composes of 

Client-side Technology (web browsers, plug-in, 

adds on, or extensions) and Server-side 

Technology (web application, Front-End and 

Back-End Technologies, and web server).  

Regarding the application with recommender 

system, the possibility is even more to offer 

personalized and context-sensitive 

recommendations (4, 11). 

2.2.4 Related Work 

Base on the popular search keyword 

on Google (Thailand) in the past Covid-19 

epidemic period, most searching keywords about 

food menu and cooking instructions are 

historically increased. There is new development 

of web applications to anticipate home user 

during the stay-home-for-better-safety period as 

the examples below. 

 

1) SuperCook (www.supercook.com) 

With the concept as being a “Zero 

Waste Recipe Generator”, menus from the 

stocking grocery items can be selected, based on 

user input or pre-set menus. However, most 

available cooking menus are westernized and 

most user interfaces are inconvenient since they 

are not designed for Thai cooking context as seen 

in the homepage demonstrated in Figure 1. 

 

Figure 1 The Homepage of supercook.com 

(www.supercook.com) 

2) Recipeland (www.recipeland.com) 

Recipeland.com is the website to 

determine the cooking menu from the stocking 

grocery items.  Beyond the list of stocking 

groceries, specific condition can also be added 

such as the cooking time and so on.  However, 

web pages must be refreshed at each time and 

also no web instruction in Thai language, as seen 

in the homepage demonstrated in Figure 2. 

 

Figure 2 The Homepage of recipeland.com 

(www.recipeland.com) 
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3) Allrecipes Dinner Spinner 

(www.allrecipes.com) 

Allrecipes Dinner Spinner is the 

cooking menu recommendation website base on 

the stocking groceries. The advantage is that 

both main dishes and dessert menus are 

available. However, the searching of cooking 

menu must be manually typed in without auto 

fill-up. The homepage of this site is shown in 

Figure 3. 

 

Figure 3 The Homepage of Allrecipes Dinner  

Spinner (www.allrecipes.com) 

3. Methodology 

This section will demonstrate the 

system framework and operations, consisting of 

input, processing, and output. Beginning from 

the use case diagram as shown below (in Figure 

4), users can be both registered users and guest 

users. The registered users can be logged into the 

system via Facebook API with more privilege to 

utilize the system more that of guest users 

(visiting users who are not willing to sign up). 

 

Figure 4 System’s Use Case Diagram 

 

 

Figure 5 System Framework 

The system framework as shown in 

Figure 5 above illustrates how the system 

operate beginning from data input to output as 

described below. 

1) Text Input 

Input data about the stocked grocery 

item(s) can be entered as text via web page and 

then processed by API Recommendation.  

2) Image Input 

Image as input can be imported via 

uploading image files from the devices or via 

web camera. Then, the Google Cloud Vision API 

will be employed as image processor and deliver 

output as text in English.  Consequently, the 

Google Translate API (12) will translate the 

output text into Thai and will eventually process 

via Recommendation API. 

Both input text and images will be 

processed for similarity and will thus compare to 

the data about the stocked groceries in order to 

recommend the suitable menus to be cooked.  

TF-IDF and Cosine similarity were implemented 

in the recommender system (to find the 

similarity) with Training Set and Test Set.  The 

sub processes in the entire text processing 

procedures can be described as the follows.  
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Beginning with the text pre-

processing, system will pre-process the input 

text data to be ready for TF-IDF vectorization 

(19). The common pre-processing procedures 

include:  

• tokenization - where the input text is 

separated into individual words of tokens 

• elimination of stop words - the 

deletion of common words that may provide 

none meaningful information including articles 

(a, an, the, this, that, etc.), prepositions (in, on, 

at, ect.), and so on. 

• lowercasing – all the input text from 

the previous steps will be lowercased to ensure 

consistency 

After pre-processing of text input, TF-

IDF Vectorization is the consequence. This 

technique is to convert the text descriptions into 

numerical vectors to enable the representing of 

text data into numerical format that is suitable for 

calculating the cosine similarity. 

In this context, there is the calculation of 

cosine similarity between the TF-IDF vectors of 

menu items (as pre-processed text input) where 

the angle between two vectors and is a common 

metric for text similarity would be measured. 

Coding for TF-IDF and Cosine are coded with 

Python on Jupyter, as shown in Figure 7.  This is 

to process to determining the weighting of term 

(grocery items). Cosine similarity is the 

calculation of similarities in each possible menu.  

The 360 Training data sets for training the 

system to evaluate the accuracy is also 

demonstrated in Figure 6. 

 

Figure 6 Code for TF – IDF and Cosine 

 

 

Figure 7 Example of Training Data Set 

The Test Sets as data that are imported 

into the system to for accuracy test in TF-IDF 

and Cosine calculation (as shown in Figure 7). 

 

Figure 8 Example for the Test Set data 

Regarding similarity test for 

recommender system, each command 

implemented in finding similarity of cooking 

menus is accurate as needed. In this test, B is 

assumed to be the input for searching and the 

outcome as closely similar menus are C and F (in 

Figure 8). 

After the overall processing, the 

system outcome will be displayed as cooking 

menus which have at least three input grocery 

items as cooking part(s) of ingredients, as pre-set 

condition. 

3.1 Results and Discussion  

As the development outcome, the 

completed recommender system is included with 

the following features. 

3.1.1 Textual Input  

Textual input can be manually type in 

via text box and confirmation pop-up box will be 

displayed prior to proceeding the textual input 

data processing. Then, the output as  
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recommended cooking menus with the input as 

cooking ingredient(s) will be display (as shown 

in Figures 9-10). 

 

Figure 9 Textual Data Input 

 

Figure 10 The Searching Result as Outcome 

3.1.2 Image Input 

As stated above that pictorial input can 

be imported to the system via techniques: 

uploading from the devices and from camera, the 

outcome was similar as those of textual input 

method stated previously (as exhibited in 

Figures 11-12). 

 

     

Figure 11 Image Data Input 

      

Figure 12 Image Data Input 

3.1.3 Adding Cooking Menu(s) 

Through “add menu” page, extra 

cooking menus can be added into the 

recommender system.  This includes grocery 

ingredients, cooking procedures and illustration 

image(s). The newly added menu can be 

previewed after finish adding, via user profile 

page (Figures 13-15). 
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Figure 13 New Menu Adding 

     

 

Figure 14 New Menu Adding 

 

Figure 15 New Menu Adding 

The results are supported and 

strengthened by the study of (22) in that the 

cosine similarity method gives the best value of 

proximity or similarity compared to Jaccard 

similarity and a combination of both. 

The developed recommender system 

based on the TF-IDF and Cosine Similarity 

yielded the desirable results but however, there 

are system limitations as the following:  

1) The pre-set menu within the system 

are rather few that may result to the fewer 

recommended menus per one searching output.     

2) The image data input via Google 

Cloud Vision API yielded under expected result 

in that the processed output were diversified 

pertaining to one image data input.  The counter 

solution to this limitation was to allow users to 

checkbox the co-ingredients. 

The above limitations may affect the 

system’s actual efficiency in some degree but the 

continuous improvement of Google Cloud 

Vision with the more pre-set menu list would 

enhance the better overall system efficiency in 

the future. Also, the image processing devices 

and technologies those are continuously 

improved would also enhance the better quality 

of input image data and thus improve the overall 

system efficiency as well. 
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4. Conclusions  
The developed Web-based Cooking 

Recipe Recommender System, based on the 

Stocked Groceries, where input data can be via 

either textual or pictorial.  As web-based design, 

the local application installation is not required.  

The data processing yielded the expectable 

output as the recommended cooking menus that 

included the input grocery items as ingredients.  

Regarding image data input, user checkbox can 

allow the better accuracy and thus partially 

resolve the limitations of Google Cloud Vision 

API.  System operates based on the following 

theoretical methods and techniques: 

• TF-IDF as processor to determine the 

weighting of term (herein as grocery items) 

• Cosine as similarity calculator for each 

menu 

• Google Could Vision API for image 

data input 

This developed system utilizes the 

combination of TF-IDF and cosine similarity 

yielded the desirable accuracy which is 

supported by the study of (22) which confirmed 

that the cosine similarity method yields the best 

value of proximity. 

5. Recommendation for Future Development 

Since the system is initially developed 

as web-based application with the combination 

of TF-IDF and Cosine Similarity, there are 

recommendations for future improvement as the 

follows. 

1) The pre-set menus should be added 

beyond the current 150 menus which will 

enhance the better searching results and 

outcomes. 

2) The further development should 

enable the multichannel system accessibility, 

such as via Google account, LINE account, and 

typical membership application. 

3) The application-particular image 

processor should be further developed for the 

better accuracy and to support the further 

development. 
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