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Abstract

This research retrieved the dataset from the Facebook online articles of the tourism by
extract positive and negative review words and compares the efficiency of accuracy rate by Naive
Bayes K-Nearest Neighbors and decision tree. The result showed the Naive Bayes algorithm accuracy
was 87.97% K-Nearest Neighbors accuracy was 83.80 and decision tree algorithm accuracy was
79.89 %. The researchers selected the Naive Bayes algorithm to be the prototype for develop the
online analysis system and select the Facebook online reviews in the Lampang Province legion’s
accommodation. The result showed the positive and negative review word extraction system can

use functionally.
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predict class
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Model Confusion Matrix Polarity
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Precision 78.32 80.73
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Precision 76.81 77.64
Decision Tree Recall 79.45 78.95
Accuracy 75.10 74.68
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