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Abstract 

The purposes of this research were to compare the optimization for 13 benchmark 

functions by solving add- ins between Newton- Raphson ( NR)  and conjugate gradient ( CG)

methods in Microsoft Excel 2007 and generalized reduced gradient (GRG) and evolutionary (EV)



  

methods in Microsoft Excel 2019.  The criteria to test optimization for 13 benchmark functions 

are including: 1. The most success rate ( maxSR )  2. The lowest mean absolute error ( minMAE ) 

3.  The most success rate and the lowest standard deviation absolute error ( max minandSR SAE ) 

and 4. The lowest mean time ( minAT ). For each scenario that was repeated 100 times, the result 

indicated that EV method is the best solution for the 1- 3 criteria.  However, the result of the 

fourth criteria, the NR method provided the lowest time for solving solution. 
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Benchmark problems 13 

Decision method 4 

                           

13                        

NR CG 

 GRG EV 

2019  
 

2.  

                     

Benchmark functions 3

Maximum 

success rate maxSR )

Minimum mean absolute error:

minMAE )

maxSR and minimum standard deviation 

absolute error: maxSR minSAE

Minimum average time: minAT )

 

 2.1  (Default)  

 GRG, EV, NR CG 

 2.1.1 GRG EV

Options  

 1 Constraint precision: 0.000001  

Constraint)

Upper bound

Lower bound  

2 Use automatic scaling true 

3 Solving limits Max time 

5,000  

Convergence  

Population size 100 

6 Random seed 0  

7) Require bounds on variables true 

8 Maximum time without 

improvement 30 

9  GRG Derivatives

forward and use multistart true  

10 EV  Mutation 

rate 0.075 

 2 .1.2 NR CG

 

1) Precision: 0.000001  

 Constraint 

precision  GRG EV   

2 Use automatic scaling true 

3 Max time 5,000  

Solving 

limits GRG EV   

Convergence  

5 Derivatives forward   

6 Estimates tangent  

GRG, EV, NR CG 

Random) 

Continuous uniform distribution) 
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 SR   

Function NR CG GRG EV 
AF 0 1 12 43* 
BeF 51 29 100* 96 
BoF 100* 100* 100* 100* 
BuF 0 0 0 0 
CF 11 17 100* 100* 
HF 8 6 100* 100* 
LF 2 5 17 100* 
RaF 0 1 16 100* 
RoF 14 8 100* 98 
SaF 0 2 43 100* 
ScF 6 5 96 98* 
ShF 1 2 94 100* 
YF 8 11 78 100* 
1) 

   2  

 

 MAE   

Function NR CG GRG EV 
AF 17.72715 17.62522 5.92782 0.00001* 
BeF 0.44868 0.46218 0.00000* 0.03048 
BoF 1.341E-11 4.93E-12* 1.21E-11 4.97E-12 
BuF 0.05758 0.05697 0.02922 0.01447* 
CF 0.29936 0.28498 6.51E-13 4.51E-13* 
HF 13.11363 13.31175 7.66E-11* 2.96E-10 
LF 33.08004 31.28148 1.07336 0.00000* 
RaF 18.67526 14.17808 2.03966 0.00000* 
RoF 0.24693 0.68916 0.00000* 0.00483 
SaF 0.28887 0.29688 0.05993 0.00000* 
ScF 411.33137 375.15197 4.73753 2.36877* 
ShF 158.17261 159.01208 5.55588 0.00000* 
YF 2.97483 2.40890 0.10785 0.00000* 

1)  

   2  
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Function NR CG GRG EV 
AF 3.93858 4.19389 3.79961 0.00001* 
BeF 0.99449 0.98746 0.00000* 0.14933 
BoF 5.35E-12* 1.48E-11 1.95E-11 7.98E-12 
BuF 0.02465 0.02273 0.01631 0.01083* 
CF 0.17169 0.19049 1.38E-12 6.31E-13* 
HF 4.89729 4.83640 2.10E-10* 1.31E-09 
LF 27.56965 29.31534 1.20896 0.00000* 
RaF 11.22209 9.15178 1.75392 0.00000* 
RoF 0.44750 1.31931 0.00000* 0.03431 
SaF 0.09989 0.11785 0.05471 0.00000* 
ScF 182.38158 175.97635 23.20908 16.58137* 
ShF 25.87790 31.06219 22.57442 0.00000* 
YF 2.13718 2.18399 0.28085 0.00000* 

1)  

   2 SAE   

 AT   

Function NR CG GRG EV 
AF 0.57* 0.60 1.18 47.37 
BeF 0.27* 0.28 0.81 44.23 
BoF 0.43* 0.58 0.64 47.61 
BuF 0.51* 0.58 0.82 46.85 
CF 0.68 0.72 0.59* 45.53 
HF 0.75* 0.79 4.49 35.49 
LF 0.88 0.86* 0.92 45.46 
RaF 0.49* 0.52 1.29 46.72 
RoF 0.27* 0.49 1.37 44.55 
SaF 0.56 0.49* 4.01 47.67 
ScF 0.59 0.55* 3.97 46.92 
ShF 0.48 0.45* 4.79 45.70 
YF 0.47* 0.49 0.84 46.21 
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