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บทคัดย่อ 
งานวิจัยน้ีมีวัตถุประสงค์เพื่อเปรียบเทียบวิธีการหาค่าเหมาะที่สุด วิธีเกรเดียนต์ลดรูปแบบวางนัยทั่วไป 

(Generalized reduced gradient: GRG) และเชิงวิวัฒน์ (Evolutionary algorithm: EV) ด้วยโซลเวอร์ของ
โปรแกรม Excel เวอร์ชัน 2019 และการหาค่าเหมาะที่สุดแบบวาฬ (Whale optimization algorithm: WOA) 
ที่พัฒนาใน Visual basic for application (VBA) โดยใช้ฟังก์ชันเกณฑ์เปรียบเทียบสมรรถนะจ านวน 16 ฟังก์ชัน
ส าหรับหาค่าเหมาะที่สุด และใช้เกณฑ์การตัดสินใจ 4 เกณฑ์ คือ 1) อัตราความส าเร็จ (Success rate: SR ) 2) 
ค่ าความคลาด เคลื่ อนสัมบู ร ณ์ เฉลี่ ย  ( Mean absolute error:  MAE )  3 )  อัตราความส า เ ร็ จและค่า                       
ความคลาดเคลื่อนสัมบูรณ์ส่วนเบี่ยงเบนมาตรฐาน ( SR  and SAE )  และ 4) เวลาเฉลี่ย (Average time: AT ) 
เป็นตัวก าหนดวิธีการค้นหาค าตอบที่มีประสิทธิภาพมากที่สุด โดยในแต่ละฟังก์ชันมีการท าซ้ า 100 รอบ 
ผลการวิจัยพบว่า เกณฑ์การตัดสินใจล าดับที่ 1) ถึง 3) วิธีการ WOA เป็นวิธีการหาค าตอบที่ดีที่สุด ส่วนเกณฑ์
การตัดสินใจล าดับที่ 4) วิธีการ GRG เป็นวิธีการที่ใช้เวลาในการหาค าตอบได้เร็วที่สุด 
ค าส าคัญ: วิธีการหาค่าเหมาะที่สุดแบบวาฬ วิธีเชิงวิวัฒน์ วิธีเกรเดียนต์ลดรูปแบบวางนัยทั่วไป 
 

Abstract 
 This research aims to compare the optimization method between generalized reduced 

gradient (GRG)  and evolutionary algorithm (EV)  in solver of Excel 2019 and whale optimization 
algorithm (WOA)  which was developed in visual basic for application (VBA) .  The criteria to test 
optimization for 16 benchmark functions including: 1) success rate ( SR ), 2) mean absolute error 
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( MAE ) , 3)  success rate and standard deviation absolute ( SR  and SAE )  and 4)  average time        
( AT ), were used to compare the efficiency of the methods. Each method was applied to solve 
16 benchmark functions and repeated 100 iterations for each function.  The numerical result 
indicated that WOA provided the best solutions for criteria 1)  -  3) .  However, for the fourth 
criterion GRG gave the shortest running time. 
Keywords: Whale Optimization, Evolutionary, Generalized reduced gradient 

 
1. บทน า 

โปรแกรม Microsoft Excel เป็นโปรแกรมที่
พัฒนาโดยบริษัท Microsoft และเป็นโปรแกรมหน่ึง
ในชุด Microsoft Office เป็นโปรแกรมที่นิยมใช้กัน
อย่างแพร่หลาย สามารถหามาใช้งานได้ง่าย เหมาะ
กับลักษณะงานในหลากหลายด้าน เช่น ด้านบัญชี 
ด้านสถิติ ด้านวิศวกรรมศาสตร์ ด้านงบประมาณ และ
ด้านการวางแผน ฯลฯ มีความสามารถในด้าน                                   
การสร้างตาราง การค านวณ การวิเคราะห์ การออก
รายงานในรูปแบบตารางและกราฟ และยังง่ายต่อ
การป้อนข้อมูล แก้ไขข้อมูล สะดวกต่อการค านวณ
และการน าข้อมูลไปประยุกต์ใช้ และยังสามารถจัด
ข้อมูลต่าง ๆ ได้อย่างเป็นหมวดหมู่และเป็นระเบียบ
มากยิ่งขึ้น และนอกจากน้ีใน Excel ยังมีชุดส าหรับ
การหาค่าเหมาะที่สุด (Optimization) ที่ เรียกว่า                       
โซลเวอร์ (Solver) 

โซลเวอร์เป็นโปรแกรมย่อย (Add-in) ของ 
Excel ที่สามารถใช้เพื่อช่วยในการหาค่าเหมาะที่สุด 
(Optimization) จากข้อจ ากัดหรือเงื่อนไขที่มีอยู่ เช่น 
บางครั้งจะให้ผลลัพธ์ที่ดีที่สุดในขอบเขตหรือเงื่อนไข
ที่ก าหนด บางครั้งอาจให้เพียงผลลัพธ์ที่ดีที่สุดเท่าที่
หาได้ภายในเวลาที่ก าหนด เป็นต้น โดยในโซลเวอร์ 
จะ มี วิ ธี ให้ เ ลื อกใช้ทั้ งหมด  5  วิ ธี  ได้ แ ก่  1 )  วิ ธี
ก าหนดการเชิง เส้นซิมเพล็กซ์  (Simplex linear 
programming: LP) 2) วิธีนิวตัน-ราฟสัน (Newton-

raphson:  NR)  3)  เกรเดียนต์สั งยุค (Conjugate 
gradient: CG) 4) วิธีเกรเดียนต์ลดรูปแบบวางนัย
ทั่วไป (Generalized reduced gradient: GRG) และ 
5) วิธีเชิงวิวัฒน์ (Evolutionary algorithm: EV) โดย
แต่ละวิธีจะมีเงื่อนไขการใช้งานที่แตกต่างกัน วิธี LP 
เหมาะส าหรับใช้แก้ปัญหาแบบจ าลองที่เป็นเชิงเส้น 
(Linear)  ส าหรับปัญหาแบบจ าลองที่ ไ ม่ เชิงเส้น 
(Non-linear) เม่ือเซลล์วัตถุประสงค์ (เซลล์ที่แสดงค่า
วัตถุประสงค์) และเงื่อนไขบังคับ เป็นฟังก์ชันต่อเน่ือง
และเปลี่ยนแปลงอย่างค่อยเป็นค่อยไปของเซลล์
ตัดสินใจ วิธี NR CG และ GRG เหมาะสมที่จะใช้ใน
การหาค าตอบ และวิธี EV เหมาะส าหรับใช้แก้ปัญหา
ที่มีความซับซ้อน ที่ต้องการผลลัพธ์ใกล้เคียงผลลัพธ์            
ที่ดีที่สุด รวมทั้งปัญหาที่เซลล์วัตถุประสงค์ และ/หรือ
เงื่อนไขบังคับเป็นฟังก์ชันที่มีค่าไม่ต่อเน่ืองหรือไม่
เปลี่ยนแปลงอย่างค่อยเป็นค่อยไปของเซลล์ตัดสินใจ 
[1, 2]  

วิธีการหาค่าเหมาะที่สุดด้วยโซลเวอร์วิธี LP 
NR และ CG ของ Excel จะถูกติดตั้งอยู่บนโซลเวอร์ 
ของ Excel เวอร์ชัน 2007 และ วิธี LP GRG และ EV 
ของ Excel จะถูกติดตั้งอยู่บนโซลเวอร์ของ Excel 
เวอร์ชัน 2010 ขึ้นไป ในงานวิจัยของ Minsan และ 
Minsan [2] ในปี ค.ศ. 2019 ได้ทดลองเปรียบเทียบ
วิ ธี  NR CG GRG แ ล ะ  EV ใ น ฟั ง ก์ ชั น เ ก ณ ฑ์
เปรียบเทียบสมรรถนะ  (Benchmark function)                                                           
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13 ฟังก์ชัน พบว่า วิธี EV เป็นวิธีการที่ค้นหาค าตอบ
ที่ มีประสิทธิภาพมากที่สุดทั้ งอัตราความส าเร็จ 
(Success rate: SR ) ที่สูงในการหาค่าต่ าสุดวงกว้าง 
(Global minimum)  แ ละค่ า ค วามค าด เ คลื่ อน
สัมบูรณ์เฉลี่ย(Mean absolute error: MAE ) และ
ค่าความคาดเคลื่อนสัมบูรณ์ส่วนเบี่ยงเบนมาตรฐาน 
(Standard deviation absolute error: SAE ) ที่ต่ า 
และวิธี GRG เป็นวิธีที่ค้นหาค าตอบได้อย่างรวดเร็ว
โดยมีเวลาเฉลี่ย (Average time: AT ) ในการค้นหา
ค าตอบที่มากกว่าวิธี NR และ CG อยู่เล็กน้อยแต่
ประสิทธิภาพของค าตอบที่ได้จะดีกว่ามาก และในปี 
ค.ศ. 2021 Minsan [3] ได้ท าการศึกษาเพิ่มเติม
เปรียบเทียบวิธี NR CG GRG และ EV ในตัวแบบ
ทางด้านสถิติศาสตร์ ซ่ึงผลที่ ได้ ก็เป็นในทิศทาง
เดียวกันกับ [2] คือการใช้ Excel เวอร์ชัน 2019 ที่มี
วิธี GRG และ EV ในการหาค าตอบจะท าให้ผลลัพธ์
ของงานวิจัยออกมามีคุณภาพ 

อย่างไรก็ตามมีขั้นตอนวิธีการหาค่าเหมาะ
ที่สุดอีกหลายวิธีที่ถูกคิดค้นและพัฒนาขึ้นมาเรื่อย ๆ 
และเริ่มถูกน ามาใช้โดยทั่วไปแต่ยังไม่มีการทดลอง
หรือพัฒนาวิธีการเหล่าน้ันบน Excel หน่ึงในวิธีการ
ใหม่ที่ถูกพัฒนาขึ้นในปี ค.ศ. 2016 และถูกน าไป
อ้างอิงงานวิจัยแล้วกว่า 3,000 รายการ คือขั้นตอน
วิ ธี ก า ร ห า ค่ า เ ห ม า ะ ที่ สุ ด แ บ บ ว า ฬ  ( Whale 
optimization algorithm:  WOA)  ซ่ึ ง เป็นห น่ึง ใน
ขั้ น ต อ น วิ ธี เ ม ต า ฮิ ว ริ ส ติ ก  ( Meta- heuristic 
algorithm)  ที่ มี แ นวคิ ด ม าจากการ เ ลี ย นแบบ
ปรากฏการณ์ท าง ธรรมชาติ  ในลักษณะข อง                                       
การเลียนแบบพฤติกรรมของสัตว์ โดยขั้นตอนวิธีแบบ 
WOA ได้รับการพัฒนาขึ้นโดย Mirjalili และ Lewis 
[4] ได้รับแรงบันดาลใจมาจากพฤติกรรมการหา
อาหารของวาฬหลังค่อม ซ่ึงมีลักษณะการล่าเหยื่อที่

พิเศษ คือ วาฬหลังค่อมจะระบุต าแหน่งของเหยื่อได้ 
เม่ือทราบต าแหน่งของเหยื่อ วาฬหลังค่อมจะสร้าง
ฟองอากาศในรูปเกลียวล้อมรอบเหยื่อไว้ (Bubble-
net feeding) และบีบวงล้อมเข้าไปเรื่อย ๆ พร้อมกับ
เคลื่อนที่เป็นรูปเกลียว และว่ายน้ าขึ้นมาบนผิวน้ าเพื่อ
กินเหยื่อ  

ดังน้ันผู้วิจัยจึงมีความสนใจที่จะน า WOA มา
พัฒนาด้วยโปรแกรม Visual basic for application 
(VBA) บน Excel เพื่อเปรียบเทียบประสิทธิภาพ                                                    
การหาค่าเหมาะที่สุดของวิธี WOA กับโซลเวอร์ ของ 
Excel เวอร์ชัน 2019 ด้วยวิธี GRG และวิธี EV จาก
การแ ก้ปัญหาของฟั ง ก์ชัน เกณฑ์ เปรี ยบ เที ยบ
สมรรถนะ โดยจะใช้เกณฑ์การตัดสินใจทั้งหมด 4 
แบบ คือ SR MAE SAE   และ AT  [2]  
 

2. วิธีด าเนินการวิจัย 
ในการศึ กษาครั้ ง น้ี จะ ใช้ วิ ธี  WOA และ                                                      

โซลเวอร์ โดยวิธี GRG และ วิธี EV ในการทดสอบผล
การห าค่ า เ หมาะที่ สุ ด  โ ด ย ใ ช้ ฟั ง ก์ ชั น เ กณฑ์
เปรียบเทียบสมรรถนะเป็นเกณฑ์ เปรียบเทียบ
ประสิทธิภาพของวิธีการหาค่าเหมาะที่สุดภายใต้ 16 
ฟังก์ชัน แต่ละฟังก์ชันทดสอบซ้ า 100 รอบ โดยมี
เกณฑ์การตัดสินใจส าหรับวิธีการหาค่าเหมาะที่สุด 
ด้วยกันทั้งหมด 4 เกณฑ์  ซ่ึงมีรายละเอียดตามล าดับ
ดังน้ี 

2.1 ขั้นตอนวิธีการหาค่าเหมาะที่สุดแบบ
วาฬ [4, 5] 

วิ ธี  WOA ได้รับแรงบันดาลใจมาจาก
พฤติกรรมการล่าเหยื่อของวาฬหลังค่อม ด้วยเทคนิค
การปล่อยฟองอากาศออกมาเพื่อต้อนให้ฝูงปลา
รวมกลุ่ม เรียกว่า การสร้างฟองอากาศในรูปเกลียว
ล้อมรอบเหยื่อไว้ หรือ Bubble-net feeding วิธีน้ี
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วาฬหลังค่อมจะด าน้ าลงไปและเริ่มสร้างฟองอากาศ
ในรูปเกลียวรอบตัวเหยื่อและว่ายน้ าขึ้นไปบนผิวน้ า
เพื่อกินเหยื่อ วิธี WOA จะน าหลักการหาอาหารของ
วาฬมาใช้ในการสร้างแบบจ าลองทางคณิตศาสตร์เพื่อ
หาค่าเหมาะที่สุด ซ่ึงมีทั้งหมด 3 ขั้นตอน  

2.1.1 การล้อมเหยื่อ (Encircling prey) 
วาฬหลังค่อมทราบต าแหน่งของ

เหยื่อและล้อมพวกมันไว้ โดยก าหนดว่าค าตอบที่ดี
ที่สุด เป็นต าแหน่งของเหยื่อที่เป็นเป้าหมายหรือจุดที่
ใกล้เคียงกับค่าเหมาะที่สุดจากน้ันตัวแทนของค าตอบ
อ่ืน ๆ จะปรับปรุงต าแหน่งของตัวเองโดยอ้างอิงกับ
ต าแหน่งของเหยื่อ เปรียบได้กับวาฬหลังค่อมที่พุ่งเข้า
ไปล้อมเหยื่อ ซ่ึงพฤติกรรมดังกล่าว ดังสมการที่ (1) 
และ (2) 

 

. *( )= −D C X t X(t)     (1) 

( 1) *( )+ = − X t X t A D      (2) 
 

เม่ือ t  คือ จ านวนรอบการท าซ้ าในปัจจุบัน 
(Current iteration) A  และ C  คือ สัมประสิทธ์ิค่า
เวกเตอร์ค่า *X  คือ เวกเตอร์แสดงต าแหน่งของ
ค าตอบที่ดีที่สุด X  คือ เวกเตอร์แสดงต าแหน่งของ
ค าตอบ   คือ ค่าสัมบูรณ์   คือ การคูณแบบจุด
ต่ อ จุ ด  ( Element- by- element multiplication) 
โดย A  และ C  สามารถค านวณได้จากสมการที่ (3) 
และ (4) 
 

2=  −A a r a       (3) 
2= C r      (4) 

 

เ ม่ือ a   ลดลงแบบเชิง เส้นจาก 2 ถึง 0 
ระหว่างรอบของการท าซ้ า และ r  คือเวกเตอร์แบบ
สุ่มในช่วง  0,1  ดังน้ันเม่ือวาฬหลังค่อมด าเนินการ

ตามสมการที่ (1) ที่ใช้เหยื่อเป็นเป้าหมายการเคลื่อนที่
จะได้ค่า D  เพื่อน าไปใช้ในการก าหนดการเคลื่อนที่
ในรอบต่อไปของวาฬหลังค่อมในสมการที่  (2) แล้ว
วาฬหลังค่อมก็จะเข้าใกล้เหยื่อมากขึ้น 

2.1.2 การโจมตีด้วยฟองอากาศแบบ
เกลียว (Bubble-net attacking method) 

จ าลองพฤติกรรมการโจมตีด้วย
ฟองอากาศของวาฬหลั งค่ อมด้ วยสมการทาง
คณิตศาสตร์ สามารถแบ่งได้เป็น 2 วิธีดังน้ี 

1)  การบีบวงล้ อม (Shrinking 
encircling mechanism) 

พฤติกรรมน้ีเป็นตามสมการที่ (2) 
และสามารถแสดงได้ด้วยการลดลงของค่า a   ใน
สมการที่ (3) เน่ืองจากช่วงการเปลี่ยนแปลงของค่า 
A  น้ันขึ้นอยู่กับการลดลงของค่า a  โดย A  น้ันจะมี
ค่าสุ่มอยู่ ในช่วง  ,−a a  ซ่ึงจะส่งผลต่อขอบเขต                     
การค้นหาค าตอบรอบบริเวณค าตอบที่ดีที่สุดในรอบ
การค านวณปัจจุบัน หาก A  มีค่าลดลงขอบเขต                                       
การค้นหาค าตอบก็จะยิ่งแคบลง 

2 )  การ เคลื่ อนที่ แบบ เ กลี ย ว 
(Spiral updating position) 

พ ฤ ติ ก ร ร ม น้ี จ ะ จ า ล อ ง                            
การเคลื่อนที่แบบเกลียวของวาฬหลังค่อมที่พุ่งเข้าไป
หาเหยื่อในสมการที่ (5) ดังน้ี 

 

( 1) cos(2 ) *( )+ =   +blX t D e l X t     (5) 
 

ที่ *( ) ( ) = −D X t X t  b  คือ ค่าคงที่ส าหรับ

การก าหนดรูปร่างของเกลียว l  คือ ค่าสุ่มระหว่าง 

 1,1−   
วาฬหลังค่อมจะแสดงพฤติกรรม

การว่ายน้ ารอบเหยื่อโดยค่อย  ๆ บีบวงล้อมหรือ                  
การเคลื่อนที่แบบเกลียวเข้าไปอย่างใดอย่างหน่ึงใน
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จ าลองพฤติกรรมน้ี วิธี WOA จะก าหนดความน่าจะ
เป็น 50% ระหว่างการเกิดพฤติกรรมการบีบวงล้อม
และการเคลื่อนที่แบบเกลียว แสดงดังสมการที่ (6) 

 

*( ) if 0.5
( 1)

if 0.5cos(2 ) *( )

 −  
+ = 

   +
bl

X t A D p
X t

pD e l X t
  (6) 

 
เม่ือ p   คือ เลขสุ่มในช่วง  0,1   

นอกเหนือจากการโจมตีด้ วย
ฟองอากาศแล้ว วาฬหลังค่อมจะค้นหาเหยื่อ (Search 
for prey) ต่อไปด้วยวิธีการสุ่ม 

2.1.3 การค้นหาเหยื่อ 
ในการก าหนดการเคลื่อนที่ของ

วาฬหลังค่อมอาจจะด าเนินการตามสมการที่ (1) ที่ใช้ 
 

เหยื่อเป็นเป้าหมายในการเคลื่อนที่หรืออาจจะให้วาฬ
หลังค่อมจะค้นหาเหยื่อด้วยการสุ่ม โดยมีเกณฑ์ที่ใช้
ก าหนดจาก A  ในสมการที่ (3) ถ้า โดยถ้าสมาชิกใน 

1A   จะด าเนินตามสมการที่ (1) แต่ถ้าสมาชิกใน 
1A   จะด าเนินการค้นหาเหยื่อแบบสุ่มตามสมการที่ 

(7) และ (8) 
 

.= −randD C X X      (7) 

( 1)+ = − randX t X A D      (8) 
 

ที่ 
randX   คือ เวกเตอร์สุ่มซ่ึงคัดเลือกจาก

ประชากรค าตอบในรอบการค านวณปัจจุบัน 
รหัสเทียมของ WOA แสดงได้ดังภาพที่ 1 
 
 

 
ภาพที่ 1 รหัสเทียมของขั้นตอนวิธี WOA  ก าหนด Search agent = 50 และ Max iteration = 5,000 [4] 

 
2.2 ก าหนดค่าปริยาย (Default) ของ

วิธีการค้นหาค าตอบของ GRG และ EV [2] 
การใช้วิธี GRG และ EV ในการประมาณ

ค่าพารามิเตอร์  ก าหนดค่าปริยาย ในตัวเลื อก  
(Options) ของโซลเวอร์ไว้ดังน้ี 

1) Constraint precision: 0.000001  
2) Use automatic scaling: true 
3) Solving limits มี Max time เท่ากับ 

5,000 วินาที  
4) Convergence: 0.0001 

1 

8 

5 
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5) Population size: 100 
6) Random seed: 0  
7) Require bounds on variables: true 
8) Maximum time without 

improvement: 30 
9) ส าหรับวิธี GRG ก าหนด Derivatives: 

forward and use multistart: true  
10) ส าหรับวิธีการ EV ก าหนด Mutation 

rate: 0.075 
หมายเหตุ: ในงานวิจัยน้ี เงื่อนไขบังคับ 

(Constraint) คือ ขอบเขตบน (Upper bound) และ 
ขอบเขตล่าง (Lower bound) 
 วิ ธี  GRG และ EV จะก าหนดค าต อบ
เริ่มต้นจากค่าสุ่ม (Random) ตามการแจกแจงเอกรูป
ต่อเน่ือง (Continuous uniform distribution) จาก
ขอบเขตบน และ ขอบเขตล่าง ของแต่ละฟังก์ชัน
เกณฑ์เปรียบเทียบสมรรถนะ 

2.3 ฟังก์ชันเกณฑ์เปรียบเทียบสมรรถนะ  
ในการศึกษาวิธีการหาค่าเหมาะที่สุดน้ัน

จะใช้การศึกษาแบบจ าลอง (Simulation study) 
โดยการน าวิธีการที่ต้องการศึกษาไปค้นหาค าตอบกับ
ฟังก์ชันที่เป็นที่รู้จักและทราบค่าต่ าสุดวงกว้างดังเช่น
งานวิจัยของ Karaboga [6] ที่ เป็นผู้ เสนอแนวคิด               
การหาค่ า เหมาะที่ สุ ด แบบฝู งผึ้ ง  (Honey bee 
swarm) ซ่ึงใช้ ฟังก์ชันเกณฑ์เปรียบเทียบสมรรถนะ 
3  ฟั ง ก์ ชั นที่ เ ป็ นที่ รู้ จั ก โ ด ยทั่ ว ไ ปคื อ  Sphere, 
Rosenbrock และ Rastrigin เดชา และ สุภาภรณ์ 
[7] ศึกษาขั้ นตอนวิ ธีการผสมเกสรดอกไ ม้เพื่อ
แก้ปัญหาการหาค่าเหมาะที่สุดไม่เชิงเส้นแบบเฟ้นสุ่ม 
เปรียบกับวิธีขั้นตอนวิธีเชิ งพันธุกรรม (Genetic 
algorithm) และ  การหาค่ า เหมาะที่สุ ดแบบฝูง
อนุภาค (Particle swarm optimization)  โดยใช้

ฟังก์ชันเกณฑ์เปรียบเทียบสมรรถนะแบบ 2 ตัวแปร
จ านวน 8 ฟังก์ชัน ในงานวิจัยน้ีจึงก าหนดปัญหา                    
การหาค่าเหมาะที่สุดเป็นฟังก์ชันเกณฑ์เปรียบเทียบ
สมรรถนะจ านวน 16 ฟัง ก์ชันจากการสุ่ ม จ าก
แหล่งข้อมูลฟังก์ชันที่ เป็นที่รู้ จักและใช้เป็นแหล่ง
อ้างอิงจ านวน 3 แหล่ง [8-10] ทุกปัญหาเป็นแบบ 2 
ตัวแปร ( 2)=d  มีรายละเอียดต่อไปน้ี 

2.3.1 Ackley N.2 function ดังสมการที่ 
(9) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  
 

2 2
1 20.2

1 2( , ) 200
− +

= −
x x

f x x e  (9) 
* * *

1 2( , ) 0,at (0,0) for 1,2if x x x i= = =  
[ 32,32] for 1,2 − =ix i  

 

ผิว (Surface) และ เส้นชั้นความสูง 
(Contour) ของ Ackley N.2 function แสดงดังภาพ
ที่ 2 (ก) และ 2 (ข) ตามล าดับ 
 

   
(ก)                     (ข) 

ภาพที่ 2 Ackley function 
 

2.3.2 Adjiman function ดังสมการที่ 
(10) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  
 

1

1 2 1 2 2

2

( , ) cos( )sin( )
1

= −
+

x
f x x x x

x
 (10) 

* * *

1 2( , ) 2.02181,at (0,0)

for 1,2

if x x x

i

= − =

=
 

1 2[ 1,2], [ 1,1] −  −x x  
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ผิว และ เส้นชั้นความสูง ของ Adjiman 
function แสดงดังภาพที่ 3 (ก) และ 3 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
ภาพที่ 3 Adjiman function 

 

2.3.3 Bartels conn function ดังสมการที่ 
(11) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  
 

2 2 2 2

1 2 1 2 1 2

1 2

( , )

sin( ) cos( )

= + +

+ +

f x x x x x x

x x

 (11) 

* * *

1 2( , ) 1,at (0,0) for 1,2= = =if x x x i  
[ 500,500] for 1,2 − =ix i  

 

ผิว และ เส้นชั้นความสูง ของ Bartels conn 
function แสดงดังภาพที่ 4 (ก) และ 4 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
 ภาพที่ 4 Bartels conn function 

2.3.4 Bird function ดังสมการที่ (12) 
ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 
2

2

2
1

(1 cos( ))

1 2 1

1 sin(x )) 2

2 1 2

( , ) sin( )

cos( ) ( )

−

−

=

+ + −

x
f x x x e

x e x x

 (12) 

* *

1 2

*

*

( , ) 106.764537,at

( 1.58214, 3.13024)

or (4.70104,3.15294) for 1, 2

= −

= − −

= =

i

i

f x x

x

x i

 

[ 2 ,2 ] for 1,2 − =ix i   
 

ผิว และ เส้นชั้นความสูง ของ Bird function 
แสดงดังภาพที่ 5 (ก) และ 5 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
 ภาพที่ 5 Bird function 

 

2.3.5 Bohachevsky N.2 function ดัง
สมการที่ (13) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ 
ขอบเขตล่าง คือ  

 
2 2

1 2 1 2

1 2

( , ) 2

0.3cos(3 )cos(4 ) 0.3

= +

− +

f x x x x

x x 
 (13) 

* * *

1 2( , ) 0,at (0,0) for 1,2= = =if x x x i  
[ 100,100] for 1,2 − =ix i  

 

ผิ ว  แ ละ  เ ส้ นชั้ นค วามสู ง  ข อง 
Bohachevsky N.2  function แสดงดังภาพที่ 6 (ก) 
และ 6 (ข) ตามล าดับ 
 

 
 (ก) (ข) 

 ภาพที่ 6 Bohachevsky N.2 function 
 

2.3.6 Brent function ดังสมการที่ (14) ค่า
ต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 
2 2
1 22 2

1 2 1 2( , ) ( 10) ( 10)
− −

= + + + +
x x

f x x x x e  (14) 
* * 200 *

1 2( , ) ,at ( 10, 10) for 1,2−= = − − =if x x e x i  
[ 20,0] for 1,2 − =ix i  
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ผิ ว  แ ละ  เ ส้ นชั้ นค วามสู ง  ข อง  Brent 
function แสดงดังภาพที่ 7 (ก) และ 7 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
 ภาพที่ 7 Brent function  

 

2.3.7 Drop-wave function ดังสมการที่  
(15) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 
2 2

1 2

1 2

1 2 2 2

1 cos(12 )
( , )

0.5( ) 2

+ +
−

+ +
=f

x x

x x
x x  (15) 

* * *

1 2( , ) 1,at (0,0) for 1,2= − = =if x x x i  
[ 5.2,5.2] for 1,2 − =ix i  

 

ผิว และ เส้นชั้นความสูง ของ Drop-
wave function แสดงดังภาพที่ 8 (ก) และ 8 (ข) 
ตามล าดับ 
 

 
 (ก) (ข) 
 ภาพที่ 8 Drop-wave function 
 

2.3.8 Easom function ดังสมการที่ (16) 
ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 
2 2

1 2

1 2

( ) ( )

1 2cos( )cos(( , ))
− − − −

= −
x x

xx x x ef
   (16) 

* * *

1 2( , ) 1,at ( , ) for 1,2= − = =if x x x i   

[ 100,100] for 1,2 − =ix i  
 

ผิว และ เส้นชั้นความสูง ของ Easom 
function แสดงดังภาพที่ 9 (ก) และ 9 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
ภาพที่ 9 Easom function 
 

2.3.9 Egg crate function ดังสมการที่ (17) 
ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 

1 2

2 2 2 2

1 2 1 225(sin ( ) sin ( ))( , ) + + += x x x xf x x  (17) 
* * *

1 2( , ) 0,at (0,0) for 1,2= = =if x x x i  
[ 5,5] for 1,2 − =ix i  

 

ผิว และ เส้นชั้นความสูง ของ Egg 
crate function แสดงดังภาพที่ 10 (ก) และ 10 (ข) 
ตามล าดับ 
 

 
 (ก) (ข) 

 ภาพที่ 10 Egg crate function 
 

2.3.10 Exponential function ดังสมการที่ 
(18) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 
2

2

1

0.5

1 2( , ) =

− 
= −

i

i

x

f x x e  (18) 
* * *

1 2( , ) 1,at (0,0) for 1,2= = =if x x x i  
[ 1,1] for 1,2 − =ix i  
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ผิว และ เส้นชั้นความสูง ของ Exponential function 
แสดงดังภาพที่ 11 (ก) และ 11 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
ภาพที่ 11 Exponential function  
 

2.3.11 Himmelblau function ดังสมการ
ที่ (19) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขต
ล่าง คือ  

 
2 2 2 2

1 2 1 2 1 2( , ) ( 11) ( 7)= + − + + −f x x x x x x  (19) 
* * *

1 2

*

*

*

( , ) 0,at (3,2)

or ( 2.805118,3.283186)

or ( 3.779310, 3.283186)

or (3.584458, 1.848126) for 1,2

= =

= −

= − −

= − =

i

i

i

i

f x x x

x

x

x i

 

[ 6,6] for 1,2 − =ix i  
 

ผิ ว  แ ละ  เ ส้ นชั้ นค วามสู ง  ข อง 
Himmelblau function แสดงดังภาพที่ 12 (ก) และ 
12 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
 ภาพที่ 12 Himmelblau function 

 
2.3.12 Leon function ดังสมการที่ (20) 

ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  
 

3 2 2

1 2 2 1 1( , ) 100( ) (1 )= − + −f x x x x x  (20) 
* * *

1 2( , ) 0,at (1,1) for 1,2= = =if x x x i  

[ 0,10] for 1,2 − =ix i  
 

ผิว และ เส้นชั้นความสูง ของ Leon 
function แสดงดั งภาพที่  13  (ก)  และ  13  (ข ) 
ตามล าดับ 
 

 
 (ก) (ข) 
 ภาพที่ 13 Leon function 
 

2.3.13 Levy No.13 function ดังสมการที่ 
(21) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 
2

1 2

2

1 1

2 2

2

2

2 2

sin 3 1

1 si

( , ) ( ) ( )

( ( )n 3 1 1 sin) ( ) (2( ))

f x x x x

x xx



 

+ −

+ + − +

=  (21) 

* * *

1 2( , ) 0,at (1,1) for 1,2if x x x i= = =  
[ 10,10] for 1,2ix i − =  

 

ผิว และ เส้นชั้นความสูง ของ Levy 
No.13 function แสดงดังภาพที่ 14 (ก) และ 14 (ข) 
ตามล าดับ 

 

 
 (ก) (ข) 

 ภาพที่ 14 Levy No.13 function 
 

2.3.14 Matyas function ดังสมการที่ (22) 
ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  
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2 2

1 2 1 21 2 0.26( ) 0.4) 8( , + −= xf x x x xx  (22) 
* * *

1 2( , ) 0,at (0,0) for 1,2= = =if x x x i  

[ 10,10] for 1,2 − =ix i  
 

ผิว และ เส้นชั้นความสูง ของ Matyas function 
แสดงดังภาพที่ 15 (ก) และ 15 (ข) ตามล าดับ 
 

 
 (ก) (ข) 
 ภาพที่ 15 Matyas function  
 

2.3.15 Qing function ดังสมการที่ (23) 
ค่าต่ าสุดวงกว้าง ขอบเขตบน และ ขอบเขตล่าง คือ  

 
2

2 2

1 2

1

( , ) ( )
=

= − i

i

f x x x i  (23) 
* *

1 2

*

( , ) 0,at

( , ) for 1,2

=

=   =i

f x x

x i i i
 

[ 500,500] for 1,2 − =ix i  

 
ผิว และ เส้นชั้นความสูง ของ Qing 

function แสดงดังภาพที่ 16 (ก) และ 16 (ข) ตามล าดับ 
 

 
 (ก) (ข) 

 ภาพที่ 16 Qing function  

2.3.16 Styblinski- tank function ดั ง
สมการที่ (24) ค่าต่ าสุดวงกว้าง ขอบเขตบน และ 
ขอบเขตล่าง คือ  

 
2 4 2

1 2 1

1
( , ) ( 16 5 )

2 =
= − + i i ii

f x x x x x  (24) 
* *

1 2

*

( , ) 39.16559(2),at

( 2.903534,2.903534) for 1,2

= −

= − =i

f x x

x i
 

[ 5,5] for 1,2 − =ix i  
 

ผิ ว  แ ละ  เ ส้ นชั้ นค วามสู ง  ข อง 
Styblinski-tank function แสดงดังภาพที่  17 (ก) 
และ 17 (ข) ตามล าดับ 

 

 
 (ก) (ข) 
 ภาพที่ 17 Styblinski-tank function  

 
2. 4  จ า น ว น ร อ บ ใ น ก า ร ท า ซ้ า  

(Replication) [2] 
ในงานวิจัยน้ีก าหนดจ านวนรอบในการ

ท าซ้ าแต่ละสถานการณ์ ( )R  100 รอบ โดยในแต่ละ
รอบก าหนดค่าปริยายของเวลาสูงสุด (Max time) ใน
แต่ละวิธีการค้นหาค าตอบเท่ากับ 5,000 วินาที หรือ 
ประมาณ 83.33 นาที ดังที่กล่าวไว้ในหัวข้อ 2.2 

2.5 วิธีการตัดสินใจ (Decision method) [2] 
2.5.1 อัตราความส าเร็จในการค้นหา

ค าตอบ (Success rate: SR ) ที่ มีค่ามากที่สุด เป็น
ตัวก าหนดวิธีการค้นหาค าตอบที่มีประสิทธิภาพมาก
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ที่สุด โดยมีสูตรดังสมการที่ (25) และ (26) อัตรา
ความส าเร็จในการค้นหาค าตอบ คือ  

100, GRG,EV,WOA=  =k

s
SR k

R
 (25) 

 

เม่ือ S  คือ จ านวนครั้งที่หาค่าต่ าสุดวงกว้าง 
โดย ถ้าค่า * *

1 2 1 2( , ) ( , )e f x x f x x= −  ที่ 510e −  ถือว่า
การหาค่าเหมาะที่สุดในครั้งน้ัน มีค่าต่ าที่สุดโดยรวม 
R  คือ จ านวนรอบของการท าซ้ าในแต่ละสถานการณ์ 
ก าหนด 100=R  
 

max GRG EV WOAMax( , , )=SR SR SR SR   (26) 
 

เม่ือ 
maxSR  คือ วิธีการที่ดีที่สุดในการหาค าตอบ 

2.5.2 ค่าความคาดเคลื่อนสัมบูรณ์เฉลี่ย 
(Mean absolute error: MAE  ) โดยมีสูตรดังสมการ
ที่ (27) และ วิธีที่มีประสิทธิภาพมากที่สุดจะเป็นค่า
ต่ าสุดของ MAE  ของแต่ละวิธี ดังสมการที่ (28) 
 

* *

1 2 1 2

1

( , ) ( , )
,

=

−
=

R
i

k

i

f x x f x x
MAE

R
  

GRG,EV,WOA=k  (27) 
 

เม่ือ 
1 2( , )if x x  คือ ค่าที่ต่ าที่สุดรอบที่ i  , 

1,2,3,...,=i R  
* *

1 2( , )f x x  คือ ค่าต่ าสุดวงกว้าง 
 

min GRG EV WOA=Min( , , )MAE MAE MAE MAE  (28) 
 

เม่ือ 
minMAE  คือ วิธีการที่ดีที่สุดในการหา

ค าตอบ 
2.5.3 ค่าความคาดเคลื่อนสัมบูรณ์ส่วน

เบี่ยงเบนมาตรฐาน (Standard deviation absolute 
error: SAE ) โดยมีสูตรดังสมการที่ (29)  
 

( )
2

1 2

1

( , )
,

=

−
= 

R
i k

k

i

f x x MAE
SAE

R
  

GRG,EV,WOA=k  (29) 
 
เม่ือ 

1 2( , )if x x  คือ ค่าที่ต่ าที่สุดรอบที่ i  , 
1,2,3,...,=i R  

 

kMAE  คือ ค่าความคาดเคลื่อนสัมบูรณ์เฉลี่ย 

GRG,EV,WOA=k  และ วิธีที่ มีประสิทธิภาพมาก
ที่สุดจะพิจารณาจากวิธีที่ให้ 

maxSR  มากที่สุดและมีค่า

minSAE ต่ าสุด เน่ืองจากการมีอัตราความส าเร็จที่สูง
และมีส่วนเบี่ยงเบนมาตรฐานน้อยน้ันแสดงว่าวิธีการ
หาค าตอบวิธีการน้ันเป็นวิธีการที่แกร่ง (Robust) 
หรืออาจจะกล่าวได้ ว่าเป็นวิ ธีการที่ทั้ งแ ม่ นย า  
(Accuracy) และ เที่ยงตรง (Precision) ต่อค าตอบ 
ค่า 

minSAE ต่ าสุด ดังสมการที่ (30) 
 

min GRG EV WOA=Min( , , )SAE SAE SAE SAE  (30) 
 

เม่ือ 
maxSR และ 

minSAE  คือ วิธีการที่ดีที่สุด
ในการหาค าตอบ 

2.5.4 เวลาเฉลี่ย (Average time: AT )   
คือเวลาเฉลี่ยในการหาค าตอบแต่ละรอบ โดยมีสูตร
ดังสมการที่ (31) 
 

1 , GRG,EV,WOA== =


R

i

i

k

T

AT k
R

 (31) 

 
วิธีที่มีประสิทธิภาพมากที่สุดจะเป็นค่าต่ าสุด

ของ AT  ดังสมการที่ (32) 
 

min GRG EV WOAMin( , , )=AT AT AT AT   (32) 
 

เม่ือ 
minAT   คือ วิธีการที่ดีที่สุดในการหาค าตอบ 
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2 . 6  เ ค รื่ อ งค อมพิ ว เ ต อ ร์ ที่ ใ ช้ ใ น ก าร
ประมวลผล 

CPU and mainboard:  Corei5-9400 
2.9 GHz  

RAM: DDR4 (2400) 8 GB 
Hard disk: NVMe SSD 240 GB 

 

3. ผลการวิจัยและอภิปรายผล 
ในการวิจัยน้ีได้ท าการทดสอบผลการหาค่า

เหมาะที่สุด  โดยใช้ฟั ง ก์ชันเกณฑ์ เปรียบ เที ยบ
สมรรถนะ จ านวน 16 ฟังก์ชัน ด้วยวิธีการหาค่า
เหมาะที่สุด WOA และโซลเวอร์วิธีการ GRG และ EV 
ได้ผลการวิจัยดังน้ี 

3.1 อัตราความส าเร็จในการค้นหาค าตอบที่
มีค่ามากที่สุด 

จากตารางที่ 1 วิธีการหาค่าเหมาะที่สุด 
WOA เป็นวิธีที่ให้ค่า SR  ที่ดีที่สุด โดย SR  มากที่สุด
จ านวน 16 ฟังก์ชัน อันดับสองเป็นวิธี EV ให้ค่า SR  
จ านวน 12 ฟังก์ชัน และอันดับสุดท้ายเป็นวิธี GRG 
ให้ค่า SR  จ านวน 7 ฟังก์ชันต่ าสุดของ MAE  ของแต่
ละวิธี จากตารางที่ 2 วิธีการหาค่าเหมาะที่สุดที่ให้ค่า 
MAE  ที่ดีที่ สุด  คือ วิ ธี  WOA ค่า MAE  ต่ าที่ สุ ด
จ านวน 10 ฟังก์ชัน อันดับสองเป็นวิธี GRG ให้ค่า 
MAE  ต่ าที่สุดจ านวน 3 ฟังก์ชัน คือ Adjiman, Bird 
และ Brent และวิธี EV ให้ค่า MAE  ต่ าที่สุดจ านวน 
3  ฟั ง ก์ ชั น  คื อ  Himmelblau, Levi N.  13 และ 
Styblinski-Tank 

3.2 ค่าความคาดเคลื่อนสัมบูรณ์เฉลี่ยที่มีค่า
ต่ าที่สุด 

ใช้ค่าความคาดเคลื่อนสัมบูรณ์เฉลี่ยที่มีค่า
ต่ าที่สุด โดยวิธีที่มีประสิทธิภาพมากที่สุดจะเป็นค่า 

3.3 อัตราความส าเร็จในการค้นหาค าตอบที่
มีค่ามากที่สุดและค่าความคาดเคลื่อนสัมบูรณ์ส่วน
เบี่ยงเบนมาตรฐานที่มีค่าต่ าที่สุด 

วิธีที่มีประสิทธิภาพมากที่สุดจะพิจารณา
จากวิธีที่ให้ SR  มากที่สุดและมีค่า SAE  ค่าต่ าสุด 
จากตารางที่ 3 วิธีการหาค่าเหมาะที่สุดที่ให้ค่า SAE  
ที่ดีที่สุด คือ วิธี WOA โดยที่ วิธี WOA ให้ค่า SAE  
ต่ าที่สุดจ านวน 11 ฟังก์ชัน วิธี EV ให้ค่า SAE  ต่ า
ที่สุดจ านวน 4 ฟังก์ชัน และวิธี GRG ให้ค่า SAE  ต่ า
ที่สุดจ านวน 1 ฟังก์ชัน เม่ือพิจารณาร่วมกับค่า SR  
พบว่าวิธีที่ให้ค่า SR  มากที่สุดและมีค่า SAE  ต่ า
ที่สุด คือ วิธี WOA จ านวน 11 ฟังก์ชัน วิธี EV จ านวน 
4 ฟังก์ชัน และ วิธี GRG มีเพียง 1 ฟังก์ชันที่ให้ค่า 
SR  มากที่สุดและมีค่า SAE  ต่ าที่สุด คือฟังก์ชัน 
Brent  

 
ตารางที่ 1 ค่า SR   ของวิธีการหาค่าเหมาะที่สุดของ
แต่ละฟังก์ชันเกณฑ์เปรียบเทียบสมรรถนะ 

No Function GRG EV WOA 
1 Ackley N. 2 7 53 100 
2 Adjiman 100 100 100 
3 Bartels conn  38 100 100 
4 Bird 100 100 100 
5 Bohachevsky 

N. 2 
52 100 100 

6 Brent 100 100 100 
7 Drop-wave 2 100 100 
8 Easom 15 2 100 
9 Egg crate 98 100 100 
10 Exponential 100 100 100 
11 Himmelblau 100 100 100 
12 Leon 97 43 100 
13 Levi N. 13 15 100 100 
14 Matyas 100 100 100 
15 Qing 19 97 100 
16 Styblinski-

tank 
100 100 100 

หมายเหตุ:       เป็นวิธีดีที่สุด 
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ตารางที่ 2 ค่า MAE  ของวิธีการหาค่าเหมาะที่สุดของ
แต่ละฟังก์ชันเกณฑ์เปรียบเทียบสมรรถนะ 
No Function GRG EV WOA 
1 Ackley N. 

2 
7.0351E-

05 
2.0509E-

05 
0 

2 Adjiman 2.2754E-
11 

1.5983E-
08 

3.216
6E-06 3 Bartels 

conn  
7.5882E-

05 
1.6316E-

08 
0 

4 Bird 1.2252E-
09 

1.4481E-
09 

2.510
9E-07 5 Bohache

vsky N. 2 
0.11304

877 
6.5871E-

09 
0 

6 Brent 4.7416E-
14 

1.1262E-
11 

5.294
1E-10 7 Drop-

wave 
0.17524

641 
3.4105E-

11 
0 

8 Easom 0.84999
431 

0.97999
945 

3.223
6E-11 9 Egg crate 0.18976

395 
2.2423E-

11 
0 

1
0 

Exponent
ial 

1.0864E-
13 

3.5295E-
14 

0 
1
1 

Himmelb
lau 

6.6298E-
11 

3.989E-
11 

1.267
8E-09 1

2 
Leon 2.9248E-

06 
0.18280

174 
7.323
3E-09 1

3 
Levi N. 
13 

1.08154
123 

7.2043E-
12 

1.537
2E-10 1

4 
Matyas 3.3083E-

13 
1.8879E-

13 
0 

1
5 

Qing 0.42248
724 

0.00985
883 

1.186
3E-11 1

6 
Styblinski
-tank 

1.2824E-
10 

1.2427E-
11 

9.138
6E-10 หมายเหตุ:       เป็นวิธีดีที่สุด 

 

ตารางที่ 3 ค่า SAE  ของวิธีการหาค่าเหมาะที่สุดของ
แต่ละฟังก์ชันเกณฑ์เปรียบเทียบสมรรถนะ 
No Function GRG EV WOA 

1 Ackley 
N. 2 

4.4816E
-05 

2.9309E
-05 

0 
2 Adjiman 7.6222E

-14 
9.6623E

-08 
1.971
6E-16 3 Bartels 

conn  
0.00028

47 
3.0991E

-08 
0 

4 Bird 4.5282E
-10 

2.9678E
-10 

5.972
9E-10 5 Bohache

vsky N. 2 
0.12419

644 
8.7998E

-09 
0 

6 Brent 1.8176E
-13 

1.8887E
-11 

9.115
8E-10 7 Drop-

wave 
0.12454

82 
4.9925E

-11 
0 

8 Easom 0.35706
903 

0.13999
992 

7.695
1E-11 9 Egg crate 1.32834

763 
3.3594E

-11 
0 

1
0 

Exponen
tial 

1.3235E
-13 

6.0538E
-14 

0 
1
1 

Himmel
blau 

9.4189E
-11 

5.6176E
-11 

6.885
9E-09 1

2 
Leon 1.8766E

-05 
0.36314

349 
1.969
E-08 1

3 
Levi N. 
13 

1.48022
412 

9.0444E
-12 

2.753
4E-10 1

4 
Matyas 5.6585E

-13 
2.4816E

-13 
0 

1
5 

Qing 0.85966
915 

0.09800
109 

3.830
6E-11 1

6 
Styblinsk
i-tank 

9.4589E
-11 

2.0452E
-11 

2.011
7E-09 หมายเหตุ:       เป็นวิธีให้ค่า SAE  ต่ าสุด 

ตารางที่ 4 ค่า AT  (หน่วย: วินาที) ของวิธีการหาค่า
เหมาะที่สุดของแต่ละฟังก์ชันเกณฑ์เปรียบเทียบ
สมรรถนะ 

No Function GRG EV WOA 
1 Ackley N. 2 0.42 57.51 6.95 
2 Adjiman 0.17 12.56 7.03 
3 Bartels conn  0.23 51.35 6.98 
4 Bird 0.43 48.74 7.01 
5 Bohachevsky 

N. 2 
0.27 48.14 7.48 

6 Brent 0.25 48.70 7.11 
7 Drop-wave 0.44 40.37 7.06 
8 Easom 1.22 1.54 7.57 
9 Egg crate 1.63 47.66 7.03 
10 Exponential 0.34 38.77 7.01 
11 Himmelblau 0.37 48.13 7.10 
12 Leon 0.76 16.88 7.05 
13 Levi N. 13 0.42 38.83 7.87 
14 Matyas 0.40 38.90 7.00 
15 Qing 0.37 38.43 7.12 
16 Styblinski-

tank 
0.59 39.09 7.16 

หมายเหตุ:       เป็นวิธีดีที่สุด 
 

3.4 เวลาเฉลี่ยที่มีค่าต่ าที่สุด 
วิธีที่มีประสิทธิภาพมากที่สุดจะพิจารณา

เวลาเฉลี่ยในการค านวณหาค าตอบที่ต่ าสุด จาก
ตารางที่ 4 แสดงให้เห็นว่าวิธีการหาค่าเหมาะที่สุดที่
ให้ค่า AT  ที่ดีที่สุด (หน่วย: วินาที) คือ วิธี GRG โดย
ที่  วิธี GRG ให้ค่า AT  ต่ าที่สุดทุกฟังก์ชัน มีเวลา
เฉลี่ยในการหาค าตอบเพียง 0.52 วินาที อันดับสอง
คือวิธี WOA เวลาเฉลี่ยในการหาค าตอบเพียง 7.16 
วินาที และอันดับสุดท้ายเป็นวิธี EV เวลาเฉลี่ยในการ
หาค าตอบเพียง 38.48 วินาที ซ่ึงผลสรุปน้ีสอดคล้อง
กับงานวิจัย Minsan และ Minsan [2] และ Min [3] 
ที่กล่าวว่าวิธี GRG เป็นวิธีที่สามารถหาค าตอบได้
อย่างรวดเร็ว  
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4. สรุปผลการวิจัย 
วิ ธีการหาค่าเหมาะที่ สุด  WOA เป็นวิ ธี มี

ประสิทธิภาพมากที่สุดในงานวิจัยน้ี โดยเอาชนะวิธี  
GRG และ EV ที่มีอยู่ในโซลเวอร์ ของ Excel เวอร์ชัน 
2019 คือ WOA เป็นวิธีที่มีอัตราความส าเร็จในการ
ค้นหาค าตอบมากที่สุดและยังเป็นวิธีการที่แกร่ง
เ น่ืองจากการมีอัตราความส าเร็จที่สูงและมีส่ วน
เบี่ยงเบนมาตรฐานที่น้อยกว่า และยังให้ค่าความคาด
เคลื่อนสัมบูรณ์เฉลี่ยที่ต่ าที่สุด เน่ืองจากวิธี WOA 
เป็นวิธีการค้นหาแบบความฉลาดแบบกลุ่ม (Swarm 
intelligence) ที่จ านวนตัวแทน (Agent) ที่ก าหนด
โดยในที่น้ีคือจ านวนวาฬน้ันจะช่วยกันค้นหาค าตอบ
ทั้งในพื้นที่วงกว้างของค าตอบที่เป็นไปได้และค่อย ๆ  
รวมตัวกันค้นหาในพื้นที่วงแคบเม่ือกลุ่มตัดสินใจแล้ว
ว่าพื้นที่แถวน้ันเป็นเป้าหมาย ท าให้การค้นหาค าตอบ
มีประสิทธิภาพและเป็นวิ ธีการที่ นิยมศึกษาและ
น ามาใช้ประโยชน์ในปัจจุบัน จึงสรุปจากผลการวิจัย
ได้ว่าการน า WOA มาพัฒนาบน VBA เพื่อใช้ในการ
หาค่าที่เหมาะที่สุดเป็นวิธีการที่ดี เป็นทางเลือกหน่ึงที่
เหมาะสมส าหรับผู้ใช้งาน Excel อย่างไรก็ตาม WOA 
ยังมีเวลาในการค้นหาค าตอบมากกว่า GRG ทั้งน้ีเวลา
ในการค้นหาค าตอบน้ันมีปัจจัยที่เก่ียวข้อง 2 ปัจจัย
คือ ขั้นตอนวิธีของ WOA เองที่ท าให้การค้นหา
ค าตอบใช้เวลามาก เช่นการก าหนดจ านวนตัวแทน 
(หรื อจ านวนวาฬ)  ที่ อาจจะยั งปรับเปลี่ ยนให้
เหมาะสมเพิ่มขึ้นได้ เป็นต้น หรือ การเขียนค าสั่ง 
(Code) ใน VBA เองยังมีจุดที่สามารถลดเวลาลงได้
อีก น่ันหมายถึงผู้ที่สนใจน าวิธี WOA ไปพัฒนาต่อบน 
VBA อาจจะต้องศึกษาการเขียนโปรแกรม VBA เชิง
ลึกเพื่อเพิ่มประสิทธิภาพ WOA ต่อไป 

 
 

5. กิตติกรรมประกาศ 
งานวิ จัย น้ี ได้ รั บการสนับสนุนจากคณะ

วิทยาศาสตร์ มหาวิทยาลัยเชียงใหม่ 
 

6. อ้างอิง 
[1]  พิศาล สีนวล. การใช้โปรแกรมทางคณิตศาสตร์

ส าหรับแก้ปัญหาจัดสรรทรัพยากรเพื่อลดเวลา
ในการวางแผนการผลิต [วิทยานิพนธ์วิศวกรรม
ศ า ส ต ร ม ห า บั ณ ฑิ ต ] .  ก รุ ง เ ท พ ฯ : 
มหาวิทยาลัยธรรมศาสตร์; 2559. 

[2] Minsan P, Minsan W.  Comparing 
methods of optimization in solver of 
Microsoft Excel 2007  and 2019 .  UTK 
Research Journal. 2019;13(2):144-61. 

[3] Minsan P. Comparing Methods of 
Optimization in Solver of Microsoft Excel 
2007 and 2019:  A Case Study of 
Statistical Models.  The Journal of King 
Mongkut’ s University of Technology 
North Bangkok. 2021;31(2):496-511. 

[4] Mirjalili S, Lewis A.  The Whale 
Optimization Algorithm.  Adv Eng 
Software. 2016;95:51-67. 

[5] ดรันภพ ยอดเพชร. อภิรัฐ  ศิริธราธิ วัตร ,                     
รองฤทธ์ิ ฉัตรถาวร และคณะ. การจัดเรียง
รูปแบบโครงข่ายไฟฟ้าที่ เหมาะสมเพื่ อลด
ก าลังไฟฟ้าสูญเสียด้วยวิธีจ าลองการล่าเหยื่อ
ของวาฬ. งานประชุมวิชาการ และนวัตกรรม 
กฟภ. ปี 2561; วันที่ 24-25 กันยายน 2561; 
ณ ศูนย์ประชุมวายุภักษ์ ศูนย์ราชการเฉลิมพระ
เกียรติ แจ้งวัฒนะ; 2561. น. 75-80. 



 

ปีที่ 15 ฉบับที่ 2 กรกฎาคม - ธันวาคม 2564 - 120 - Vol.15 No.2 July - December 2021 

[6] Karaboga D. An Idea Based on Honey 
Bee Swarm for Numerical Optimization. 
Technical Report-TR06, Engineering 
Faculty Computer Engineering 
Department Kayseri/Türkiye, Erciyes 
University. 2005. 

[7] เดชา พวงดาวเรือง, สุภาภรณ์ สุวรรณรังษี. การ
ประยุกต์ขั้นตอนวิธีการผสมเกสรดอกไม้เพื่อ
แก้ปัญหาการหาค่าเหมาะที่สุดไม่เชิงเส้นแบบ
เฟ้นสุ่ม. การประชุมวิชาการข่ายงานวิศวกรรม
อุตสาหการ ประจ าปี พ.ศ. 2560; วันที่ 12-15 
กรกฎาคม 2560; ณ โรงแรมดิ เ อ็ม เพร ส 
เชียงใหม่; 2560. น. 1077-83. 

[8]  Indusmic Private Limited [ Internet] . 
Benchmark function; 2021 [ cited 2021 
July 1] .  Available form:  https: / / www. 
indusmic.com/blog/categories/benchma
rk-function. 

 
 
 
 
 
 
 
 
 
 
 
 
 

[ 9 ]   Global Optimization Benchmarks and 
AMPGO [ Internet] .  Test functions index; 
2021 [cited 2021 July 1]. Available form: 
http://infinity77.net/global_optimization
/ test_functions. html#test- functions-
index. 

[10]  Mazhar Ansari Ardeh Internet ] .  
BenchmarkFcns; 2021 [cited 2021 July 
1] .  Available form:  https: / / github. 
com/ mazhar- ansari- ardeh/ 
BenchmarkFcns/tree/master/benchmarks. 
 
 

https://github/

