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Abstrat

This research is an application of image processing technology with deep learning
techniques to classify the indigo fabric pattern of natural indigo dye processing groups that have
been registered to use the symbolizing geographical indication. In Sakon Nakhon province, there
were 42 groups, with a collection of 216 images of fabric patterns. The model is developed

using the architecture of the convolutional neural network (CNN) which uses the RestNet50 model.
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The model accuracy assessment was 93% with a lower loss of 0.09%. Then the model was used
in the information retrieval system of indigo fabric pattern with deep learning techniques. As a
result, the accuracy on 10 samples of indigo fabric pattern was more than 80%. In addition, the
system can support the identity and basic information of the indigo pattern, which is a part of
public relations for community tourism called “The Indigo Way”. As a result, the community
income has increased and the community also has stability and sustainability.
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