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ABSTRACT

The objective of this research is to compare the performance of machine learning
models for lung cancer patient classification. The study includes five different models: decision
tree, random forest, naive Bayes, k-nearest neighbors, and support vector machine. The research
utilizes secondary data from the Kaggle.com website, consisting of 309 records, and uses
accuracy as the metric to compare the performance of these models. The study result showed

that the most efficient model for lung cancer patient classification is the random forest model,
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achieving the highest accuracy of 90.32%. Meanwhile, the decision tree, naive Bayes, k-

nearest neighbors, and support vector machine models demonstrated classification accuracies

of 87.10%, 83.87%, 80.65%, and 87.10%, respectively, in identifying lung cancer patients.
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ool P(x) Ao avuunaziduiivsifnmnnisa

X; uazdisnua N bARNTTEY
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