aw sS1BUIAA
IFA1TINY Lﬂl( nsJnw
ISSN 1906 - 0874, ISSN 2651-2130 (Online)

nswaunlusunsulyuseivgdiniunisnsiaiiasnzi
wasuzsnssiwizlaaas
Development of Artificial Intelligence (Al) for urothelial

carcinoma detection

Y107 1NART, WIS INASIEANA”
Suchada Katedee', Thiwaporn Thesawadwong®

" gundynienssuaeniinmes Anzasianseaannsu uninendemealulagvusnansyuns
2 @ TUNLS IR NTUNISUNNG NTENTWEITITUGY
" Major of Computer Engineering, Faculty of Industrial Education,
Rajamangala University of Technology Phra Nakhon
2 National Cancer Institute, Department of Medical Services, Ministry of Public Health
* Corresponding Author: Email: suchada.k@rmutp.acth Tel.: 0841318664
Received: 24-10-2024 Revised: 2-12-2024  Accepted: 27-12-2024

UNANED

At nguszasdfionanlusunsuyy wazivg vielusunsuelodmiuamaiingsy
waduziSeanszmnzlaane vila urothelial carcinoma TnenistmaluladdganussAvgundssyndld
TunrseunawadInenvesdaans i erreliaiusainseinazduwunivad nsuinizdaany
(urothelial cells) amuLNu9i Y03 The Paris System for Reporting Urinary Cytology, version 2.0 1ae
Ifweialassngszamifisuwuuasuligdu (Convolutional Neural Network, CNN) lagideanldy
SanesTiueudiiin (DenseNet121) iilosnifudane3fiudifiuszavsammuzandmiudusuusiass
(model) #ildlunswaulusunsuele InglifeyawadnszmnzdaanizananituusSauimnilunns
a519YARNAOUYANTIABULALYANAHOUKUUTIABY KT8 UTLiIUUTE AN NMUUUTIABIIENTAY
Al (sensitivity) A1AI1UTUNTE (specificity) A1AIIUGNABY (accuracy) LAZAIAINUL B9ATS
(precision) wagmmanudedeldlunisliditedswadnssamnelaanzsenindusunsuolofunens
wnng $1uu 50 AY (benchmark) Tagmarauaenadadtunislinaiidsainnismeandulseans
Cohen’s kappa kaN15M1AIMADULTEFIU @IUNITNIAINLUUATININLNLY (criterion volatility)
el Itadevesfiunensunnduasinwadinenduinasininggiu (sold standard) naainn1s3de
wuhiAauly Arrnudunig ARNgnees wazAANLLTiBInse Souay 97.50, 100, 98.33 uaz 100
audIdy 81 kappa 0.716 - 0.970 dsfinuaenndoslusedud - fuin wazdenmaaousisegu
YosmANdenAaodlunsAIdd lunnANeiY ﬁﬂﬁu%ﬂﬂjﬂléf’jﬂﬂ3LLﬂSMﬁZyJQJﬂU§$aU§:ﬁ’m§Uﬂ’]S
palinieaduzssnszmnztaanziduniedlofifiniunindede aunsaldifuedosdeativayy
msdpdulamsnsumdlunisitadougiSanssinedaanyles
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Abstract

This research aimed to develop an artificial intelligence program or Al program for
urothelial carcinoma diagnosis software. By using artificial intelligence technology for classifying
images of urothelial cells in urine liquid-based cytology specimens according to the criteria of
The Paris System for Reporting Urinary Cytology version 2.0. Using Convolutional Neural Network
(CNN) techniques by choosing to use the DenseNet121 algorithm. Because it is an efficient
algorithm suitable for use as a model used in developing Al programs. It uses urothelial cell
data from the National Cancer Institute to create a training set, validation set, and test set of
the model. The researcher evaluated the model's performance by determining the sensitivity,
specificity, accuracy, and precision and determining the reliability of urothelial cell diagnosis
between the Al program and 50 pathologists (benchmark). The consistency of the diagnostic
results was determined by finding Cohen's kappa coefficient and finding the median test value.
As for finding accuracy according to criteria (Criterion volatility), the researcher used the diagnosis
of a team of pathologists and cytologists as a standard criterion (gold standard). The results of
the research found that the sensitivity, specificity, accuracy, and precision were 97.50%, 100%,
98.33%, and 100% respectively. It has a Kappa value of 0.716 - 0.970, which is consistent at a
good - very good level and there was no difference in the median test value of the consistency
in giving the decision. Therefore, it can be concluded that the artificial intelligence program for
urothelial carcinoma detection is a reliable tool. It can be used as a medical decision-support

tool in the diagnosis of urothelial carcinoma.
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1. unih Haaududen Jasfotiddouenisaanisa
wsifanssmnedaaniy e uothelial  Bu 19U nsziwzdaanizdniau Femsnuunme
carcinoma fie TsaflinanerufinUnfivensad  szuumaiudaanziieTiadeliuyueu
Tunsumedaansiiinisadayivln fnsulen  denumddnuseifnaznsiasnaniouds ali
ot uTuiuead@auniegresands qu  Hiudaanzananaiesujuininionsaiaind
nareidutounsidsiun wasdeumiounfed  Windenvniviewaduziiwyduaywiol
annsasyiulatudes @ weadiunsuwe  oegndaanizazgniesizateldndes
NEGREE qmamlﬂé’aa’?mzLLawfam’gwmﬁaa qansseliiedumisaduzds (urne cytology)
T1LABY wazunsnszegnszsuaionls win Faflarwusiugria 80% usilnnuiladoudaas
ananulsaléiSatezilonamels eghlsfiony e 16% [1-2]
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yrifesiadnnlentansvund usileas  vaeUusziufe anufssmsiunsasiafiunnug

(recurrence) uzidanszimzdaanizidunzised YIANTNYINT LU oS unmdauiead Inen
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wazlunisnsvdesndesganssaiiie
prrngadfanUnfldnatuunazduey fu
NNwELazAUTIUYVILNEaa N dnali
AULILAZAIUTINIZVDINITATIDILATIZH
anas MIvszenalilayausehvglunsinges
ATIYASINEIAIAI1av T euA Teynina il b
FaduiideadingusrasdfiasfauTusunsud
annsadieszinmasviavesadluiaany
NifumesugiSaisel
ludagdumalulagaudyayiuseivg
(Artificial Intelligence, Al) A& UNUINBYY
wnluunanIsunng isedaueanadivny
2817 @111509A97 PuNLarUTEINaNaTYa
(a1 @ee Toanw) Taegrsliusza@nsain 1agy
aussnatiunisifeugvesini o9 (Machine
Leaming, ML) #ifin15158usa1ndaya udnh
am{tuunldlunsiinaesinianisa vie
Fuipdeudsing 4 Wiy ussing nsFeus
voua3 aaansaluldanldvareguuunlog
ardelusunsuiiisenindane3iu (algorithm)
wazdaneifiuimaslasumnudende nmsFeus
13980 (Deep Learning, DL) %aﬁ%’%miﬁauiﬁw
wadansyhnuiidudnvuzinievisussaim
2.1 msaiadeuzansznzdaaizaiunae
UINIZIUVBY The Paris System for reporting
urinary cytology, version 2.0 (TPS)
YU udMsWauIT2UUNITI18UNA
71399 urine cytology 1ag TPS version 2.0 i
inasinmsidadeiduinasgufoaduildiui
Tan [5] devilldditedeitinugndeanseiu
Fanndt 1 (6] 1 eaaninasiuinsgIu TPS
version 2.0 lalwineuai (criteria) Tun1s3ady
wenadsevinneadfasdeindueadugise
nsziwrzdaanie (Suspicious for high-grade
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Wiga (Artificial Neuron Network, ANN) ﬁﬁmm
Snvanetu (Deep Neural Network, DNN) Aae
lassneusvamluaueavesuywd wazlud ..
1998 LeCun et al. [3] loinauslasaiguszam
Wieni ddnwaznsvhausuuasulagfu
(convolutional networks) Ingnsifiuduaudu
au (hidden layer) 1l 092819 n15FM UMY
SnwaiziiuvesgunmiuseAniamanniu way
Sonmedaid Tassdisdsvamifeuuuunou
I’Jausljuu (Convolution Neural Network, CNN)
wannisiaudunssuiunisaindnwasiau
(feature extraction) IA&NSHENLBIAMENYAY
iwuresingioglunwesnuiiou WU lduvey
ulAs uanidudes annandunmsuindi (nput)
Foyamaniululszananaluedetiodulszam
(Neural Network) 1 811A2 111191 uwda
Fuun (classification) Y Had s nT ooy ad
dsoon (output) Hudeexls [4] Fewgiisding
dnalan1siseusideanaelaseiguszam
Wisnuuuasuligtusnlduselovilunisdnuun
AEaAN NS Toudusin1sitadelsn

2. vaufjuazaudseiineadas

urothelial carcinoma, Suspicious HGUC) A
waauzLsanssinigTa@anay (High-grade
urothelial carcinoma, HGUC) A 38n15Wean/13l
USunanwadiinu nanie dmuwadidesnin 5-
10 wadazdnogluvda Suspicious HGUC Tagi
sUTwasgadainilouiu Felunasediduns
Anneiianednuuzveneadisda 2 nquil
Wurdaneidu wagldnisidadeniuineue
UIAIFIUYEI TPS version 2.0 1unauiveniin
wasuziSenszmnzdaaney fimsned 1
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The Paris System for reporting urinary cytology, version 2.0

Is there increased nucleus-cytoplasm (NC) ratio of at least 0.5?
Not including intermediate cells and basal urothelial cells.

r—-- NC ratio 0.5

Is atypia commensurate with
non-neoplastic findings?

- Polyomavirus?

- Granuloma?

- lleal conduit?

- Urolithiasis?

- Reactive changes?

Check for presence of:
- Hyperchromasia
- Coarse chromatin

- Irregular chromatinic rim

- @

At least 2 features present NC ratio 0.7

and
High NC ratio (at least 0.7)

At least
1 feature present

| [Quantltv of cells with these features]

[ Few, <5 — 10 cells |
1

[many |
i

A
-fod

Negative for high-grade
urothelial carcinoma
(NHGUC)

Atypical urothelial
cells (AUC)

High-grade urothelial
carcinoma
(HGUCQ)

Suspicious for
high-grade urothelial
carcinoma
(suspicious HGUC)

i 1 Lﬂmsﬁmmgﬁwum The Paris System for reporting urinary cytology, version 2.0 (TPS) [6]

SEUUNITINENUNALIARINYIRINAIUA
q Y9439NBEINTI “negative category”
nu18de n1snuweLtgaa und taglinunis
Wasuwlaswosead winsdiinunisidsuntas
L’Sﬂﬁam“mﬁm’]ﬂu “atypical category” GR
mﬂmvmmumaa TPS version 2.0 ¥MANTZUY
5y 9 Fuaznuin “atypical category” %UIWU
wnuazlifiusslovinienadn [6] Fadu TPS
version 2.0 Sesaungaddnuaizsng 4 filidain

dedlunsiin HGUC Tunendslindu “necative
for HGUC” Tnedi wadna i dodladl atypia
wsgIa1d9gdney Ty atypical cell (AUC)
wanand sUamuneves TPS version 2.0 Ao
Foantsueniaartastiu q Irdanudsses
HGUC w3 eyl saifunaslel “Negative for High
Grade Urothelial ( NHGUQ)
category” 3aiiUszloviiun

Carcinoma

A51991 1 anwauvvaLaaaNiS STy daaInLnaeiues The Paris System for reporting

urinary cytology version 2.0 (TPS)

AnwaLaIAY VI ITAS

LNEEINISRRANSMINLNLET TPS

awwad

1. wasnsywnzdaanizun® (NHGUC)
- Dupdgavuindn

- N/C 88111 0.5

- Chromatin agldun@An@ans

Negative for high-grade

urothelial carcinoma

e
®e

(NHGUC)
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2. waansyinglaaneiaund (AUC)
Tedavruinnany

- N/C0.5-0.7

- Chromatin @

Atypical urothelial cells

(AUC) “‘ A

3. wasuzsnsemnzdaanig (HGUC)
- Tedgauuinlig

- N/Cunndn 0.7

- Chromatin weURRELTLY

- Irregular chromatinic rim

High-grade urothelial

carcinoma

(HGUQO)

2.2 lasevnguszamiisuuuunauligdu
Tuns3seilifeadestunsimaianig
Weusldaanaielasigussamiiguiuuney
Tgtuanldmedunisnisunmgvsensiiasien
A deell un3nende Stanford [7] Uszay
anudnsalunstinuuuinaeswunnnseslsa
Aandeiidsaduuze Ineldiadenne Deep
Learning lsfanunsasuunainseslsafiandaiisl
audssandunzise Undsuleilnaeulasadne
Uszanmiiisuseguaneseslsauuilvisiilasy
arudevngainlsanin 2,000 Tsa savuandn
129,000 3U nouvzt1danainulunnaey
Aiasrzdnssunawimilafiunftuninses
TspfamdafiBunzide InawSeudfioutunanis
Aadyvaunng A Usingindanesiiu
aursadnunninseslsadmdslagndes
Wiguwivs emtleninan1siiadsvesunng
Aautle Hashmi et al. [8] lavinns@nwnnisin
oluveslpemsnienennisFeuduulaseas
Resnet18, DenseNet121, MobileNetV2,
InceptionV3 lag Xception 1aga1nn15A Nw1
WU7 1 DenseNet121 uay Resnetl8 Lo mAau
Laiug1gen38n 3 WUU Pattanasuwan et al,
[9] lavinmsAnwinisAnnsesindlsauulaseasig
P81 VGG16, Resnet50, DenseNetl21 wha e
EfficienNetBO LA g a1nN1SA N ¥INUII
DenseNet121 l@A11uusiug1g9n318n 3 wuy
Apipawinwongsa et al. [10] Lavn1sA nwn
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wmadansiseuddnd miunissdnnndan
AsziUndanusuAluNUaau vulAsIas 19909
VGG16 wag DenseNet121 371AN15ANWINUIN
DenseNet121 lamuusiuggendn VGG16 Bibi
etal.[11] lavn1s@n¥In15AsI99ULaENNS
Suunlsanzisadindonudnlud@laeld IoMT
lngldn1siseusidednuulaseasnees Resnet3s
Lag DenseNetl2l 91AA1SA AEINUIN
DenseNet121 @111 ueMg4n71 Resnet34
Tsuneki et al. [12] la¥inn1sAnwIn1sARNT B9
uziSeiedaanizlagldnisSeusidedinluguuuy
WSl ansegstaanizmasadinen Inglens
\Fousein vulaseas1eves Resnet3d wag
DenseNet121 91A15AN®INUI1 DenseNet121
1AAI1UAUEIFINT Resnet3d Krishnadas et
al. [13] ladnwnsn1smsiamlsaunanseuuy
gnludfnliunislaenisseuiiddnmelausis
Pytorch UulAS39d519084 Resnet50 way
DenseNet121 31nN15ANWINUIN DenseNet121
emnausiugnanit Resnet50
Fafunsisedsadonmaiaues CNN
yulAIAS19 DenseNet121 [2], [8-12], [14] 11
Wuwvudaesdunisiamuilusunsueledmsu
AINSINTATITTwRd NS anseinslaaiey
Wowndusuusiaesiifivszdnsanliamenu
wiuguarAnulIlunsnTIliasgias
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DenseNet121 1 ulassas 19150
SanesfiunvunislulaswisUszamifisunuy
CNN Lﬁué’ana'%ﬁuﬁgmauaima Huang et al.
[2] fmseenuuufitiunsdeusessuingaees
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lum3edngegramutuuienAUgminismely
V9D ARALNITH YA HUBINITLTBUS 1819
ARTUlULATOUIBLUULAL AININT 2

Ai 2 laseaselaseanedsyamuuu Dense Block in DenseNet

s [ a o
3. ?ﬂq‘dizﬁﬂﬂﬂ]aﬂﬂ'ﬁ?ﬁ]ﬂ
L DWW LUSUASUATIVILAS IS
I3 @ o a
wasuzisanseiwgdaanie nanisiunalulad
YJayauseAvgundunussenaldluniseuna
Wwaa I nen A INIT AT I WAL IBUNYAR
AIULNETI V8BS The Paris System for Reporting
Urinary Cytology, version 2..0

ad o a

4. FWAUUUNISIY
n535eTiTunsised aiaun (Development
Research) inseunwiAnlun1s3ds denni 3
laua 1) n1ssrusinuasinssudeyanimead
Asgin1eUdanay 2) NISRNEBULALES NS
LUUFNADITIUNNINTadnIEINETaaay 3)
N15UTEHUUTEANT AL UUINEDY 4) N1TWRILD
TUsunsu 5) nMsnadeulszansninlusunsu
4.1 NM3FUTIUAsISENTRYAN NLLEE
nszwnzlaanaz

Ms3seildnmmadnssmne Jaanzann
AU UNLLSUNIVIR NTUNITUNNG ATENTI
a1550ug SinasilunisAndenaniead lag
Fndonanzandiivounsadinau AN
XVDINTINA Qmauﬂ’ﬁmmmmmﬁﬁﬁﬁ’muﬂu
Paris System d1sulsiazUszian
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Prediction
= “HGUC”
nMsTuTAuLasnssNdayan wadnsswizlaa1iz | e

|

nistinasunazaiisuuuInassduunnwgadnssiwizlaanas

Train Data Set

Test Data Set

Data Set

| |

nsUssdivussansnmuuudnaes

]

nmswanlusunsuele

I

nsnaasudszansniwldsunsuele

-~

= a aw
2 # 3 AseuuuIAnluN1SITY

nswwIsuyateyaninddunouded 1)
dumdlas (slides) filesunsidaseinduad
nszwnnzdaanzun® (NHGUC) lwaansyinng
JagzAnund (AUC) uazvisaduziSanseinigy
Jaa1ie (HGUC) 2) a18a Nigasansyiniy
Jaanzun@ (NHGUC) wwaansyiwigdaaniy

fnUnd (AUC) waztwadueisansennslaanie
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(HGUC) ¥finay 240 wad sauidusuiu 720
MnLEaa

Tneduneaaing) 91u 1 AY Lazdl
NYITUNNE WU 2 AW B1UBUTUNaIINTD 1)
Wi atud uninsgiunisideds (gold
standard) @3y label Tlusunsuelofiwmun
IaSeusludiuvestayalnasu (training set)
T93an539d0U (validation set) 3) Juvinifiu
Toyalvldnniwad

4.2 N1SANEDULAZES 19ULUUTI8DY
Juunmwadnsziwizdaaizuaznisudayn
dayanin

3398114 8anes7iu DenseNet121 lu
asasawuuinass lngvhnisususunanmdu
224x224 WaLga uwdusuainadeyalvden
581319 0 019 1 A1835 normalization lagvinnns
Wstayanie 255 wagvinnisuuadayaludnn
waanszwnedaannydu 3 via loun nwead
NHGUC nwiwaa AUC waznwieaa HGUC lng
dnsdanseudeyalnd ningadnsziniy
Yaanzdmsuldluwuudiaewdadu 3 ¢a
loun Jeyaringeu (training set) oyansiadeu
(validation set) LLam”a;guamaaU (test set)
AIUEIRY 9915199 2 Taevin1snadeunis
FUTBILUUTIABIRIUIY 3 ASe WEARAY

dl 1 o & &
A15199 2 NI WRANT TN
Jaanzdwmsuldluiuuinass

awewad |, o v
doya doya doya
asTg | . 394
Hngau | msa98eu | nagau
Udanae
NHGUC 200 20 20 240
AUC 200 20 20 240
HGUC 200 20 20 240
39U 600 60 60 720
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4.3 n3UT2iuUIEaNSANLUUINEDY

M5 UsvdusEanE LU as
728 confusion matrix @ a1 ua1519% 14
UTLLTUNAE NS N1TUIUIENS BHAANTIINNTT
FUUNVDIUVUTIABY aetUSauliiaunuanass
(actual) w3ou1nsgrunsidads Tnemisradu
wuuwianguilu 2 ngu (binary classification) &
naviuie 2 Uszian laun tduwaddnuni
(abnormal cells) waztduiwad Un@ (normal
cells) [15] Tnei3uduasiiaidosavlaanun 4
A1 A
1) True Positive (TP) Aa Lwad A AUNALAZHA
Puneduwaaiaund
2) True Negative (TN) A9 Lgaa Unfuazua
ueduwaduni
3) False Positive (FP): lwagunfiuasnainuig
Wuwadiaund
4) False Negative (FN): tloaddaunfLayna
Munedueadund
nsiasgrideyaid etinan1sviiuneves
WsunsuelonnuFausuduunsgiunis
194w laaldmn1919 confusion matrix T u
w3osdlolunsuszifiunadndvesnsyueves
LuUSaes ATl wadnsymny aanedile
fnsimunwadidu 2 ngu elddoyalumng
confusion matrix §sti
- nqu7t 1 1wadund (Normal cell) Ao Lwad
nszanedaansiwadidusiln Negative for
High Grade Urothelial Carcinoma (NHGUC)
- nguil 2 lwadiiaUni (Abnormal cell) fio 1wad
nsgnnedaanieiwad Wduvida Atypical
Urothelial Cells (AUC) wagi9aa nsyinig
Yaaefwadifuviin Higsh Grade Urothelial
Carcinoma (HGUC) (Amunlsn AUC way HGUC
seglunguiwadiaun)
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Tngainansis 4 Andiledannisnaasy
wuuSaesazamsatlumuaatl g
4 a1 oA

1) ArAula (Sensitivity) Aan153nAY
usiud faulagrunisviuneiignieadundn
\dunsfiansanmsiunedigndesdmiunad
Li‘]ummﬁa‘ur“fumsv‘huwﬁgﬂﬁaaﬂ%wmﬂuawa
Mdunauinuazay 51msﬁwmaﬁﬁ1ﬁyqq TGN
Jfinnuaunsalunisnsaes unsevuieend
aulalad aeaunis (1)

e TP
sensitivity = *100 (1)
y TP

+ FN

3) A1AUTUNTE (Specificity) ABN1S
fnsannishueiigndesdmiunaiiduauy
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nsJnw
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Wieudunsvhwefignseaisiunvesmaiduns

YINLAZaU Aeaunis (2)
specificity = l*100 2
TN + FP

4) A1AUYNA B (Accuracy) ABdAdIY
Wesidusianugnses fsaunis (3)

TP+TN
accuracy =

100 (3)
TP+ FP+TN +FN

5) Aaiieanss (Precision) Wunisaula
lunsviunenatiu m‘sv‘fmwﬁgﬂéfaqé’w%’u
nahduvindianuaadunsiwalvg faaunis
(4)

precision:L*loo (4)
TP +

FP

M15197 3 M1519 Confusion Matrix VBITEUUNTIMUNLUU 2 Classes [2]

Tsunsuiele viune
(predicted)
U3n (positive) au (negative) By
waaraAUNR \waaunf (total)
(abnormal) (normal)
AUC HGUC NHGUC
o —
2| © T | HeuC
= a2l & E TP FN
o> 2 a8l & O o ) TP+FN
SRS Z| €& & (True Positive) (False Negative)
= 5 | S| ® 2| AUC
£ o
= 3
=5 3.
=21 5 SF FP ™
< 2 | 2 @ £ | NHGUC N . FP+TN
Y Sl g 8 (False Positive) (True Negative)
@
97U (total) TP+FP FN+TN TP+FN+FP+TN
8
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4.4 mswaulusunsutele
uiseidldlavans PyTorch 1asdu
2.0.1 [13], [16-17] WAEET1ILUUIIADINT
Anaoudludanaifiu DenseNet121 [2] 7 &
Usgansnmlunisiinaeuiieduunguain
Qﬂi‘éﬂuamﬁﬁaﬁawﬁwﬁ [2], [8-12], [14] Tmelu
U3 Fo1 191w Python 1785 Fu 3.10.13
s1easidenn1sAng PyTorch UnABYRAasT
TdnuasUszurananans (Central Processing
Unit; CPU) 10U Intel® Core™ i7 6700HQ 2.60
GHz #u1gA11uT1%a n (Random Access
Memory; RAM) 9119 8 GB ¥ uuUuanng
(Operating System; OS) 10y Window11 wag
nigUszuranansaviln (Graphic Processing
Unit; GPU) vJu NVIDIA® GeForce® GTX 960M

Output
Input Process
o Classification
‘ » Model
< O PyTorch

Crop image

29 4 nszuiunsTasnsiaulusunsuele

4.5 nMsnagdauyseansnmlusunsutele

Nuideinageulszansamlusunsute
lolagvnisiuS g uLiounani1sILASIEy
waguziSanszimnedaanzserindusunsuele
AunanistuarTdadelnene1sunng
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TUsunsuelevhung (predicted)
uIn (positive) au (negative) 573
waarRaUn@ (abnormal) waaund (normal) (total)
auC | Heuc NHGUC
= | €% AUC
3 c 2 2 E
2 5 S *g = 9 39 1 a0
& D a G Q9
& O 2 < HGUC
£ =
< o
23 <
S D —~
= Q) ® =
S © = 5 g
® 3 & 5 | & § | NHGUC 0 20 20
= 2 € Z
531 (Total) 39 21 60

Na1NN15UTLLHUUTZANSANLUUIA DS
wul1 A1ANla (Sensitivity) ATAINTILNNY
(Specificity) A1A11QNHBY (Accuracy) ANAIY
wiug (Precision) 97.50% 100% 98.33%
100% AUa6U
5.3 nan1snadaulszansamlusunsuale

N3350 LavinaasuUssdns aan
TUsunsutale lnan1siuseuligunan1snsia
Tas1gvwadusiSanszmnsdaaniegsening
TUsunsutalafunanisliaiidadeveanens
Wnng 91U 50 au taeldisuseiiuniiy
A0AAABIVBINITIATIEHLTAF LIS INTEINY
YaanzvedUsunsueladuuinsgiunisidade
wazMIIATIERwaaNzISanseine Yaagves
neSunndAunInsgunsidads (woniduns
Uszflupuaenadondusier) Inananismen
AMUEBAAA BILUNSITNAITEBRINA1TNIAN
&uUs¥anS Cohen’s kappa Lazn1SMIAIMAZDU
Ws8g1u WUl fA1 ANADARRDY Kappa B¢
5¥%914 0.716 - 0.970 Gaflauaenndadly
JEAUR - ANN wazdlAN1INAaeUlsEgILYEIAN
AUADAAG BILUNITIANANTITATIILATIEH
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6. d5duazanusnena

Tun1s3 e waurlusunsulagin
wialulagUgyayusevgitnuiussenaldlunis
gruNalwaa e liaunsaasimadugis
N5EIEUaaIE LaYaNUNINTIBIUNANITATID
TuudazsrosiauswadUunfouiswadanunii
Dueaduzis Fensfnvil i deyaiwad
nszmnzdaansainalandlduiainmsaisnim
TnefiuneSunmduazinioaa nen

I1ANANITANYIT U1 anas iy
DenseNet121 31ldlunisnsaaduinguadi
Anundla3uazusiugngs uaz PyTroch Fady
Library AU Deep Learning 7 tunldlunas
Puunsinnnuinunfvesaanseinizlaane
MNMTIATIERveyalaeTiunuIlusunsuele
dAauudugn (Accuracy) lun1sanuunigad
winuSesay 98.33 faula (Sensitivity) Tunis
weniwadiaunfdlaeg1egndesiosay 97.50
Tugued AT (Specificity) Tun1suen
wadUndlregregneeaviniuesay 100 wadile
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MadylneweSunng

Tun1sneasulszansamveslisunsuie
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UINAFBU 31UIU 60 Awiead daudavidu
Frurudesdnsulusunsuele uaduindu
Sruunmgadiunndmsuiduwuuneaouli
W Bunnd $1uau 50 v wilinsideds e
dnanlglunisiSeuiisudulusunsutele wuin
TUsunsuele dn1sudanalalnatAssiuneis
wing Judululaiiazarusaveusunanis
Aipseimadnssneaanzaniusunsueoled
1]

PMnHaNTIATIEvadlUsunsuela wull
false negative 91u7U 1 1Ad As An15719de
wasAnUnf (AUC) sndumaduni (NHGUC) &4
ausasensuld insziermuau sensitivity
WUIgada 97.50% yonandgamuiiaanisle
nsatdadelaglusunsuelelid false positive
wae F9liiAn specificity §9 100% @ ad111e1
Tusunsueleyniluldaiefag dunaiunn
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[12] wmszUszinalnediniosaunualadianyly
lsaSsuunndvsatuaud andunmsunmdlug o
whilu uAdeidsanmsariliaauslenivay
faunaasialauinnin

wilusunsuele agamisaliuanis
Fiaseid faunsudigs uidslaiaiunsa
nawnunTIladelagnesunmdlaegvanysal
Tsunsuele arsgniunldiduas oadlo
aduayw (Supportive) Wi 9Y8RTITEIULAY

a

JUdUNaNITILATIENVO NI INY AT NS
wnne SNdTannsElunIEUIUNITIASIER
Awadildnauy uenanilusunsutele &
ausaviud 19 i uias eedowuusuile
(Collaborative) TngyianusauAvtnigaainen
wagnensunnglunssuiunisitadensenis
faaula wu nslimuuzinfiudug ugons
PinzitoyaogisasiBoninds iiletaedn
ﬂiaﬂLLazammszmmﬁaqﬁudauvﬁ’wzjmﬁﬁﬂéfa
dudulnenendunngd
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Tssmenunaluituivihslnaldldlusunsueleds
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Thn193tadde

2. MUsunsuelaldldlnrinwelunng
psaAsIvaanseinneYaanglriuindnwm
A1V UNTARINYT UNANWILNNE 3 aunndUsean
VU

M9viuddmsan (specimen collection)
minilnng fixation fiandnazyhliwad deuann
(degeneration) dswalininlndans cell lu
audn WethunUssananasesana3fiu azvily
Ienasnsilaldfvinfinasuazdinunainndou
Funanisliaidadoveanensunng fay
wuansudlude Tdvhn1ssauiud sdansaa
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