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บทความที่ลงตีพิมพ์ในวารสารเป็นความคิดเห็นของผู้เขียน 

กองบรรณาธิการไม่จ าเป็นต้องเห็นด้วยเสมอไป 
  
ความเป็นมา 

วารสารวิจัยมหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพ ISSN 1906 - 0874 เป็นวารสารวิชาการของมหาวิทยาลัย
เทคโนโลยีราชมงคลกรุงเทพ โดยสถาบันวิจัยและพัฒนา ได้มีการจัดท าวารสารอย่างต่อเนื่องตั้งแต่พ.ศ. 2550 
จนถึงปัจจุบัน ซึ่งเป็นวารสารที่อยู่ในฐานข้อมูลของศูนย์ดัชนีการอ้างอิงวารไทย (TCI) กลุ่มที่ 1 ด้านวิทยาศาสตร์ 
และเทคโนโลยี โดยเผยแพร่เป็นราย 6 เดือน ซึ่งตีพิมพ์ปีละ 2 ฉบับ (ฉบับละ 15-20 บทความ) และ                           
มีการด าเนินงาน จัดพิมพ์บทความประเภทต่าง ๆ ได้แก่ บทความวิจัย (Research paper) และ บทความ
วิชาการ (Academic paper) 

 
บทความที่ได้รับการตีพิมพ์เผยแพร่ในวารสารวิจัย มทร.กรุงเทพ  เป็นบทความที่สร้างองค์ความรู้                                                                                                                               
และมีคุณภาพในทางวิชาการสามารถน าไปใช้ประโยชน์เพื่อการอ้างอิงได้ เพราะผ่านการพิจารณากลั่นกรอง           
และประเมินคุณภาพจากผู้ทรงคุณวุฒิในสาขาวิชาที่เกี่ยวข้อง อย่างน้อย 2 ท่าน ซึ่งเป็นการประเมินแบบไม่แสดง
ช่ือผู้แต่งและผู้ประเมิน (Double blinded) ก่อนที่จะเผยแพร่สู่สาธารณชน จึงท าให้วารสารวิจัย มทร.กรุงเทพ 
เป็นวารสารวิชาการที่มีคุณภาพ 

 
กองบรรณาธิการ วารสารวิจัย มทร.กรุงเทพ จัดท าวารสารเป็นรูปเล่มฉบับสมบูรณ์และเผยแพร่ให้กับ
สถาบันการศึกษาต่าง ๆ ทั่วประเทศไทย นอกจากนี้ยังสามารถสืบค้นเพื่ออ้างอิงหรืออ่านบทความที่เปี่ยมด้วย
องค์ความรู้ได้ที่ https://www.tci-thaijo.org/index.php/rmutk 
 
วัตถุประสงค ์

1. เพื่อเผยแพร่บทความวิจัย (Research paper) และบทความวิชาการ (Academic paper) ที่มีคุณภาพ
ของอาจารย์นักวิจัย นักวิชาการทั้งภายในและภายนอกมหาวิทยาลัย ในสาขาวิชาวิทยาศาสตร์และ
เทคโนโลยี ได้แก่ สาขาวิชาวิทยาศาสตร์ วิศวกรรมศาสตร์ และสาขาอื่น ๆ ที่เกี่ยวข้อง และสาขาต่าง 
ๆ ที่มีการบูรณาการข้ามศาสตร์ที่เกี่ยวข้องวิทยาศาสตร์และเทคโนโลยีเพื่อให้เกิดองค์ความรู้ใหม่ที่
ทันสมัย 

2.    เพื่อส่งเสริมและเป็นกลไกการขับเคลื่อนงานวิจัย ท าให้เกิดผลงานวิจัยท่ีเข้าไปสู่การพัฒนาต่อภาคสังคม 
ชุมชน และน าไปประยุกต์ในการเรียนการสอนเพื่อต่อยอด และเกิดความเช่ือมโยงระหว่างงานวิจัย              
งานวิชาการ ซึ่งน ามาสู่การเกิดประโยชน์ต่อมหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพ และตอบสนอง
ต่อการพัฒนาเทคโนโลยีของประเทศไทย 
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นโยบายการรับบทความ 
กองบรรณาธิการวารสารวิจัย มทร.กรุงเทพ มีความยินดีที่จะรับบทความจากอาจารย์ นักวิจัย นักวิชาการทั้ง
ภายในและภายนอกมหาวิทยาลัย ในสาขาวิชาวิทยาศาสตร์และเทคโนโลยี ได้แก่ สาขาวิชาวิทยาศาสตร์ 
วิศวกรรมศาสตร์ และสาขาอื่น ๆ ที่เกี่ยวข้อง  รวมถึงสาขาต่าง ๆ ที่มีการบูรณาการข้ามศาสตร์ที่เกี่ยวข้อง
วิทยาศาสตร์และเทคโนโลยี ที่เขียนเป็นภาษาไทยหรือภาษาอังกฤษ ซึ่งผลงานวิชาการที่ส่งมาขอตีพิมพ์ต้องไม่
เคยเผยแพร่ในสิ่งพิมพ์อื่นใดมาก่อน และต้องไม่อยู่ในระหว่างการพิจารณาของวารสารอื่น 
 
การละเมิดลิขสิทธิ์ถือเป็นความรับผิดชอบของผู้ส่งบทความโดยตรง  บทความที่ได้รับการตีพิมพ์ต้องผ่าน                                                         
การพิจารณากลั่นกรองคุณภาพจากผู้ทรงคุณวุฒิ และได้รับความเห็นชอบจากกองบรรณาธิการ 
 
ข้อความที่ปรากฏอยู่ในแต่ละบทความท่ีตีพิมพ์ในวารสารวิชาการเล่มนี้ เป็นความคิดเห็นส่วนตัวของผู้เขียนแต่ละ
ท่าน ไม่เกี่ยวข้องกับมหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพแต่อย่างใด ความรับผิดชอบด้านเนื้อหา และการ
ตรวจร่ างบทความแต่ละบทความเป็นของผู้ เขียนแต่ละท่าน  หากมีความผิดพลาดใด ๆ  ผู้ เขียน                           
แต่ละท่านจะต้องรับผิดชอบบทความของตนเองแต่ผู้เดียว 
 
กองบรรณาธิการขอสงวนสิทธ์ิมิให้น าเนื้อหา หรือข้อคิดเห็นใด ๆ ของบทความในวารสารวิจัย มทร.กรุงเทพ ไป
เผยแพร่ก่อนได้รับอนุญาตจากกองบรรณาธิการ อย่างเป็นลายลักษณ์อักษร ผลงานที่ได้รับการตีพิมพ์ถือเป็น
ลิขสิทธิ์ของวารสาร 

 
ผู้ประสงค์จะส่งบทความกรุณาอ่านรายละเอียดการส่งบทความที่ค าแนะน าส าหรับผู้ เขียนบทความ                  
ซึ่งได้ระบุไว้ในเล่มวารสารวิจัย มทร.กรุงเทพ หรือ https://www.tci-thaijo.org/index.php/rmutk                   
และสามารถส่ง Online ได้โดยกรอกรายละเอียดให้ครบถ้วนในระบบการส่งบทความ Online หากต้องการ
สอบถามข้อมูลเพิ่มเติม ติดต่อได้ที่ 

สถาบันวิจัยและพัฒนา มหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพ 
เลขท่ี 2 ถนนนางลิ้นจี่ แขวงทุ่งมหาเมฆ เขตสาทร กรุงเทพฯ 10120 
โทร. 0 2286 9600 ต่อ 1177 โทรสาร 0 2287 9684 
E-mail: utk_research_journal@mail.rmutk.ac.th 
www.rdi.rmutk.ac.th 

ก าหนดการเผยแพร่ ปีละ 2  ฉบับ (ทุก 6 เดือนต่อฉบบั)  
 ฉบับท่ี 1 เดือนมกราคม – มิถุนายน 
 ฉบับท่ี 2 เดือนกรกฎาคม – ธันวาคม 
การเผยแพร่ มอบให้สถาบันการศึกษาต่าง ๆ ทั่วประเทศไทย และ  
 https://www.tci-thaijo.org/index.php/rmutk 
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Abstract 

This research study the effect of the baffles type on pressure drop and the overall heat 

transfer coefficient in the shell and tube heat exchanger that replaces on vapor recovery unit 

located at PTT public company limited Prakanhong branch. The 3 types of baffles were 

employed including segmental baffles (SB) , double segmental baffles (DSB) and helical baffles 

(HB). The solving in this research was carried out by CFD to improve heat transfer efficiency in 

this heat exchanger. A pressure drop found to be 222.36, 170.32 and 100.57 Pa and the overall 

heat transfer coefficient were 13.07, 8.93 and 14.57 W/m2K respectively. It can be concluded 

that the shell-and-tube heat exchanger using HB gave the lowest pressure drop and highest 

overall heat transfer coefficient in this research. The effectiveness between VRU system and 

heat exchanger with HB system is improved 72.77%  

Keywords: Baffle types, Heat exchanger, Pressure drop, Overall heat transfer coefficient 
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   Tetrahedral Wedges Hexahedra 

SB 755,965 1,117,846 489,530 18,642 609,674 
DSB 869,643 2,683,467 2,260,122 9,994 413,351 
HB 941,468 3,873,409 3,610,747 7,696 254,966 
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 , kW As, m2 U, kW/m2K 

SB 312.31 2.41 13.07 

DSB 251.91 2.41 8.93 

HB 387.89 2.44 14.57 
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Abstract 

Development of software for computer vision system which does not depend upon 

computer platforms can be accomplished by appropriate programming language. This paper 

presents the computational method for color vision of coffee bean roasting using the open 

source of C++ programing language. Digital image processing is performed on the image file 

recording in secondary memory unit of computer system.  The programmatic object of image 

file is created by the library of OpenCV (open source computer vision) using HSV (hue-saturation-

value) color space where the color channels separate into the instances of object-oriented 

programming. The histogram equalization operates on selected instance for intensity stretching 

before all of them are modeled with discrete probability distribution of color intensity in red 

green and blue. The numerical color representations of roast coffee beans are determined by 

expected values and standard deviation of random variables. The developed program can 

execute in both personal computer and Raspberry Pi computer single board with Widows and 

Linux operating system respectively. 

Keywords: Computer vision, Digital image processing, Programmatic object, HSV color space,     

                Histogram equalization, Probability distribution, Expected value, Random variables 
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ABSTRACT 

This research proposes the design and development of an electrical measuring 

systemprototype which can be used to measure electrical current included direct and 

alternating current. The prototype can measure voltage, resistance, capacity, frequency, and 

electrical basis. A prototype of the electrical measuring system which was creates that has the 

results of experiment can measure direct and alternating current in units of Amperes. It can 

measure at 0.2 to 40 Ampere, and can measure 1 to 400 Ampere.  The measurement of voltage 

can measure at 0 Volts to 1,000 Volts. The measurement of resistance can measure at 1 Ohm 



40 

 

to 40 mega-Ohms. The measurement of capacity can measure at 1to 4000  in units of micro-

farad ( ). The measurement of frequency at 10 Hz. to 1 MHz in units of Hertz. In other 

measurements of leakage electricity and shortage circuit that can be measured. A prototype of 

the electrical measuring system can measure electrical basis compared to instrumental standard 

Fluke model 325 that the result was precisely and percentage of tolerance did not more than 

5 percentages.  

Keywords: Electric energy, Clamp Meter, Measurement 
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Abstract 

This research proposes an invention of the switching power supply designed for a 

thermoelectric dehumidifier This switching power supply consists of many important part which 

are a soft-start circuit, rectifier, boost converter, full-bridge inverter, high frequency transformer 

and the output rectifier circuits The switching power supply can produce two voltage levels;

12 and 24 volts The microcontroller PIC16F886 integrated in the main control unit manages the 

operation of the boost converter circuit and full-bridge inverter circuit by generating the driving 

signal to the IGBT switch in both circuits for better output-voltage stability This switching power  



  

supply can provide power rating of 94. 85 watts in total and have 83. 20 %  efficiency with a 

power factor high as 0.95 lagging. 
Keywords: Switching power supply, Thermoelectric, Dehumidifier 
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Abstract 

 The article presents hydroponics house with an automation control system using solar 

energy The structure of the system is divided into 2 parts the first part is the solar energy  
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system which can produce electric power at 842. 21 Watt per day and the second part is the 

control system which consists of 5 operations; fertilizer mixing control system, water charging 

control system, water pump control system, temperature control system and humidity control 

system.  The dimension of the hydroponics house is 12 meters wide and 2. 4 meters in length. 

The house is covered with a gable roof with 0.8-meter height up from the roof frame for better 

ventilation, meanwhile, the floor frame is also 0.8-meter-high up from the ground for the release 

of overused water.  During the daytime, the system can control 80%  of humidity inside 

hydroponics .  The water charging control system will work in 

conjunction with the fertilizer mixing system with a ratio of 400 mL fertilizer per 80 liters of 

water at 13 seconds run time.  The system is functioned to run every 7 days for 4 times and 

then at the fifth time, the water charging control system will still work as usual while the fertilizer 

mixing system will stop working.  From the performance testing of the system, it is found that 

the designed hydroponics-house can work efficiently and is suitable for the application. 

Keywords: Solar energy, Automation control system, Hydroponics-house 
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ABSTRACT 

 This research presents a method of managing and assessing portfolio under risk from 

interest rates of bonds. The dataset used is interest rates of government zero coupon bonds 

data from March 2011 to May 2018. The bonds' maturity ranges between 3 months to                                     
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45 years. This research started by evaluating the interest rates of the government zero coupon 

bonds, using principal component analysis. To explain the fluctuations of the interest rates, the 

research found that the first three principle components consist of level, slope and hump. The 

research then performed stress test using sample variables at ±1SD and ±2SD, and computed 

value at risk (VaR). The results from the two methods were then used to compute Net Present 

Value (NPV) for comparison. This research found that, for the same 95 percent accuracy, the 

stress test used less calculation than VaR, since there is no need for Yield-Curve scenario 

simulation. Also, the stress test's result corresponded to that of VaR, which simulated interest 

rate curve from 100,000 randomizations. In conclusion, the stress test method presented in this 

research could be adopted by insurance companies, whose main investment is government 

bonds, to effectively manage risks and assess profits. 

Keywords: Zero coupon bond, Principal component analysis, Stress test, Value at risk  
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10 %                    

40 x 40 30 

600 15 N

ASTM G133 95 % 

10 %  

 : ASTM G133 

 

Abstract  

This research aims to design and fabricate a manual reciprocating wear testing machine 

which is easy to use, durable, long-time continuous testing, reliability and the error of testing 

result must not exceed than 10%. The result showed that the size of the machine was 40 x 40 

cm. and a load of a machine was 30 kg. maximum speed was 600 rpm and maximum load was 

15 N. The testing result of the machine (refer to ASTM G133) showed that the machine has 

reliability at 95 % confidence and testing result error was less than 10 % of theoretically. 

Keywords: Wear testing machine, Wear rate, Reciprocating method, ASTM G133 
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1.  

 

 

450,000 

200,000 – 250,000 

[1] 

                                                          

30,000  

 -

  

- 7 

 [2]  

                         

 

 

Charles Hatchett [3] 

 George 

Rennie [4] 

Friction) 

(Abrasion) Surface of 

solids) 

-

 [5]                              

-

 Archard [6] 

                     

Sliding wear) 

Archard 

Q) 

K) P) 

H) 

(Mild wear) -

 (Severe wear) [7] 

Archard  

3  

(Wear rate) Friction )  

(Lubrication  

(Tribology) 3 

              

-
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-

Eshaghi [8] 

Heat 

treatment) 

[9] 

 

 

Albers, Savio  Lorentz [10] -

Friction coefficient : 

µ) 

-

-

-

Kubiak [11] Rough 

surface) 

Fretting)  

-

Pin on

disc) ( 1 )  

Pin)  (Load) -

Normal 

force) 

 (Disc) 

-

-

-
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(Reciprocating) ( 1 )

 

 

 
 

 
 (  

 

 
 

 1  

[12] ( [13]  

 

(Reciprocating) -

-

ASTM G133  -

 

 

2.   

 2.1  

  

 

  -

–

 



 

  

  

 - x x : 40 x 40 x 

65  

 - 24V 

 : 600 . 

 - Normal force) 

: 15 N  

 -  : 10 

Flat) 

 - Stroke length) :  20 

 ( 3 10, 15

20  

 

 
2 

  

  

 2.2  

  -

2 1 -

2  

-

 

   ( ) 

 -

0.02 – 0.05 m

 

 

 
 

 

 Plate) 

            

0.02 – 0.05 m
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5 N

N 12.5 

 N N 

 

  

 

  

 

 3.1 

 

 

10 5 N 

5 10 N 5 -

-

0.044 m 

274.58 HV 1 

2 

  

(One sample t-test) 

3 ( SPSS V16) 
 

 
5 

( N) 



 

1 5 N 
 

  (   (  

      

1 91.6801 91.6708 0.0102 116.3327 116.3200 0.0127 

2 91.3924 91.3899 0.0025 118.3044 118.2922 0.0122 

3 91.3698 91.3605 0.0093 115.7632 115.7506 0.0126 

4 92.0615 92.0581 0.0034 119.3066 119.2932 0.0134 

5 88.9418 88.9390 0.0028 112.2945 112.2822 0.0123 

 91.0891 91.0836 0.0055 116.4003 116.3876 0.0126 

 

2   10 N 
 

  (   (  

      

1 88.9364 88.9176 0.0188 117.6936 117.6798 0.0138 

2 90.8873 90.8831 0.0042 115.4796 115.4660 0.0136 

3 91.4811 91.4707 0.0104 116.2574 116.2432 0.0142 

4 90.9351 90.9320 0.0031 119.9156 119.9020 0.0136 

5 88.4222 88.4148 0.0074 117.6067 117.5938 0.0129 

 90.1324 90.1236 0.0088 117.3906 117.377 0.0136 

 

3  
 

 t df Sig.(2-tailed) Test value 

5N 0.083 4 .938 0.0055 

5N 0.189 4 .895 0.0126 

10N -0.007 4 .995 0.0088 

N 0.095 4 .929 0.0136 
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 1 – 3 

5 N 

0.0028 – 0.0102 

0.0055 

 t

One sample t-test) 

 t 0.083 

Sig. .938 0.0055) 

Sig. 0.05)

5 N 

N

10 N Sig. .895, .995 

.929 

 

         3.2  

  

10 N 

-

6.34 x 10-5 – 8.94 x 10-5 

[14 ] 7700 kg/m3 (7.7x10-3 

g/mm3) 

Archard [2] 

  
H

WL
KV   (1) 

 

 
WL

VH
K    (2) 

 

 K    wear 

coefficient) 

 V    mm3) 

 H Vickers: N/mm2) 

 W g) 

 L mm) 
 

  4 

 0.0039 

0.0039/ 7.7 x10-3 = 

0.506 mm3, 210 

N/mm2 300 

12.5 

= 300 x 12.5 x 20 x 2  = 

150,000 mm  
 

   

   

= 7.08 x 10-5 
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4 10N 

 Pin (  Plate (  

      

1 90.0645 90.0585 0.0060 29.4709 29.4682 0.0027 

2 90.0075 90.0040 0.0035 29.2321 29.2289 0.0032 

3 89.8810 89.8777 0.0033 29.5522 29.5499 0.0023 

4 90.0583 90.0554 0.0029 29.0261 29.0230 0.0031 

5 90.0938 90.0903 0.0035 29.5115 29.5073 0.0042 

 90.0210 90.0171 0.0039 29.3585 29.3554 0.0030 

  

 

 

                

 

Archard 

7.08 x 10-5

6.34 x 10-5 – 8.94 x 10-5 

                                     

                                 

 %
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A2 A3 

0.550 0.551 

A1 A4 

 

 

 

:   

   
 

Abstract 

 The objective of this research is to purpose an approach for selecting road transportation 

routes using “Technique for order preference by similarity to the ideal solution” (TOPSIS). 

Decision criteria for routes selection are transportation cost, transportation time and potential 

level of each transportation route. This approach is tested on a case study of electrical wire 

manufacturer. The results show that the route A2 and A3 are taken the best alternative routes 

with the relative closeness to the ideal solution values at 0.550 and 0.551, which are not 
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significantly different. The route A1 is taken the second alternative route and the route A4 is 

taken the last alternative routes. Moreover, the purpose approach which is a proactive method 

for transport route selection can be applied to real-world problems. It overcomes the subjective 

decision-making and respond to the requirements of decision-makers effectively by determining 

the relative weights of decision criteria. 

Keywords:  TOPSIS, Selection of transportation routes, Potential assessment, Physical characteristics  
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5                                    

 

    2.1.1 (C11) 

 

   2.1.2 

(C12)

 

     2.1.3  (C21) 

 [10] 

1 
 

1  

  

1  

2 2

3 3

4 4

5 4
 

  2.1.4 (C22) 

2 

2 

 

  

1  2.00  

2  2.00 3.00 

3  2.00  3.25 

4 3.25 3.50 

5 3.50
 

  2.1.5 (C23) 

[15] 

 

3 
 

3  

  

1 0.50  

2 0.50  1.00 

3  1.00 1.50 

4 1.50 2.00 

5 2.00
 

  2.1.6 (C24) 

  

[16]  

4 

  2.1.7 (C25) 

 [9]



 

 

5 

4  

  

1 
 

2  

3  

4  

5  
 

5 

 

  

1  50% 
2  35%  50% 

3 20%  35% 
4 10%  20% 

5 10% 
 

  2.1.8  (C26) 

 

 

 

 [9] 

 6 
 

6 

 

  

1  10% 
2 8% 10% 
3 6%  8% 
4 4% 6% 

5 4% 

  2.1.9  

 (C27)  

                                        

 7 
 

7 

 

  

1  40% 

2 30% 40% 

3 20%  30% 

4 10% 20% 

5 10% 
 

  2.1.10  (C28)  

                                                                   

                        

 [2] 8 
 

8                           

 

  

1  30% 

2 20% 30% 

3  15%  20% 

4 10% 15% 

5 10% 
 

  2.1.11 

(C29) 

-                            
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 [13]                         

9 

 

9  

 

  

1  

2 1   

3 2   

4 3   

5 3  
 

   2.1.12  

 (C210)  

 

-

 [13] -

10 
 

10  

 

  

1  

 60  

2 1 

40 60  

3 

 

4 

2  

5 1  

20 

 
 

2.2   

   

 

 

 

 

   

 1 
 

PCj = 
Lk × k

TLr

5

k = 1

 (1) 

 

  PCj   j 

       ; j = 1, 2, ..., n   

  Lk   k; k                  

= 1, 2, 3, 4, 5   

  TLr    

       r; r = 1, 2, ..., R 
 

   

  

  

 

 

                   

 



 

 2.2   

   

 

 

(Bangkok 

Port) 

4 1 
 

 2.3   

    

[17] 

 

    2.3.1  

5  

                                                   

m  m [18] 11 

 aij 

i j 
 

11 

 

C1 C2 . . Cm 

C1 1 a12 . . a1m 
: : :  : 

Cm 1/a1m 1/a2m . . 1 
 

    -

9 [19] 12 
 

12  

  

1  

3  

5  

7  

9  

2, 4, 6, 8  
 

    

 

(Delphi method) 

17 [20] 

  
 

 
 

1  
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[21-22]

 

  2.3.2 

-

1 

                           

 [23] 

  2.3.3 

(Consistency ratio: C.R.) 

[24] 

C.R. 

Saaty [25]  
 

  2.4 

 

    

                                                    

 (TOPSIS) 

 

  2.4.1 

2 [26]  i = 1, 

..., m j = 1, ..., n 

                  

[27] 

 
 

nij = xij / xij
2

m

i=1
 (2) 

 

   2.4.2                

(Vij)                                

3 [28]  wj  

j ; j = 1, 2, ..., n   
 

vij = wj × nij (3) 
 

  2.4.3 (A+)

(A-)  A+ 

-

 A- 

4 5 i

j

 
 

A+= {(Max Vij i  I),(Min Vij i  J)}
  j                  j

            
(4) 

 
 

A-= {(Min Vij i  J),(Max Vij i  I)}
  j                  j

            
(5) 

 
 

  2.4.4 

(di
+ ) (di

- )

 vij  A+ A- [29] 
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 6 7 i = 1, ..., m; j = 1, 

..., n r = 1, ..., R 
 

dr
+ = (Vij - VJ

+)2
n

j = 1

1/2

 (6) 

 

dr
- = (Vij - VJ

- )2
n

j=1

1/2

 (7) 

 

  2.4.5 

                                                         

 A+

 A- 8 [30]                                           

i = 1, ..., m r = 1, ..., R 

 
 
 

C* =
dr

-

dr
+ + dr

-
 (8) 

 

 2.5   

    

                                     

-

0.10 0.90 [23]                                                

 
 

3.  

   

 

 

 3.1  

    

 

13 
 

13 

 

 A1 A2 A3 A4 

C11 ( ) 5,100 4,850 4,250 4,960 
C12 ( ) 43.00 41.00 50.00 46.00 

C21 ( ) 2.95 3.27 3.16 2.96 

C22 ( ) 3.06 2.83 3.53 3.42 

C23 ( ) 1.94 1.65 1.85 1.75 

C24 ( ) 3.79 3.56 3.65 3.54 

C25 ( ) 1.00 1.00 1.00 1.00 

C26 ( ) 2.09 2.17 2.05 2.42 

C27 ( ) 4.00 4.00 3.00 3.00 

C28 ( ) 1.00 1.00 1.00 1.00 

C29 ( ) 1.50 1.50 1.50 1.50 

C210 ( ) 1.00 1.00 1.00 1.00 
 

 3.2  

   

 

  3.2.1 

17 
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14 

 

 14 

 

 C21 C22 C23 C24 C25 C26 C27 C28 C29 C210 

C21 1 2 3 2 1/2 1 1/2 2 5 8 
C22 1/2 1 2 2 1/2 2 3 2 4 3 

C23 1/3 1/2 1 3 1 2 1/2 3 5 6 

C24 1/2 1/2 1/3 1 1/3 1 2 1 4 4 

C25 2 2 1 3 1 3 1/2 2 3 7 

C26 1 1/2 1/2 1 1/3 1 1 1 3 3 

C27 2 1/3 2 1/2 2 1 1 1 6 6 

C28 1/2 1/2 1/3 1 1/2 1 1 1 5 5 

C29 1/5 1/4 1/5 1/4 1/3 1/3 1/6 1/5 1 1 

C210 1/8 1/3 1/6 1/4 1/7 1/3 1/5 1/5 1 1 
 

  3.2.2 

C.R. -

- -

- C.R. 

TOPSIS

-

C.R. 0.00 -

C.R. 0.10

 

  

1 

15 

 

15   

   

C1 0.67 C11 0.50 0.33 
C12 0.50 0.33 

C2 0.33 C21 0.15 0.05 

  C22 0.14 0.05 

 C23 0.13 0.04 

C24 0.08 0.03 

C25 0.16 0.05 

C26 0.08 0.03 

C27 0.14 0.04 

C28 0.08 0.03 

C29 0.03 0.01 

C210 0.02 0.01 
 

 3.3                     

 

   

TOPSIS 

 

      3.3.1 

 (C11)  

(C12) 

 

16 
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16 C11 C12 

 A1 A2 A3 A4 

C11 1.00 2.18 5.00 1.66 

C12 4.11 5.00 1.00 2.78 

       

      -

 

 

17 
 

17 

 

 A1 A2 A3 A4 

C11 0.057 0.124 0.285 0.095 

C12 0.191 0.232 0.046 0.129 

C21 0.024 0.026 0.026 0.024 

C22 0.024 0.022 0.027 0.027 

C23 0.022 0.018 0.021 0.019 

C24 0.016 0.015 0.015 0.015 

C25 0.025 0.025 0.025 0.025 

C26 0.014 0.015 0.014 0.017 

C27 0.023 0.023 0.017 0.017 

C28 0.015 0.015 0.015 0.015 

C29 0.005 0.005 0.005 0.005 

C210 0.005 0.005 0.005 0.005 
 

        3.3.2 A+ A- 

4 

5 19  A+ = 

{0.285, 0.232, 0.026, 0.02, 0.022, 0.016, 0.025, 

0.017, 0.023, 0.015, 0.005, 0.005} A- = 

{0.057, 0.046, 0.024, 0.022, 0.018, 0.015, 0.025, 

0.014, 0.017, 0.015, 0.005, 0.005} 

        3.3.3 dr
+ dr

-

18 

 

18 

 

 A1 A2 A3 A4 

dr
+ 0.232 0.161 0.186 0.217 

dr
- 0.144 0.197 0.228 0.091 

 

     3.3.4 

 (Cr
*) 

 -

 

19 
 

19 

 

 A1 A2 A3 A4 

Cr
* 0.384 0.550 0.551 0.296 

 

    22 

A3 

A2                            
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A1 

A4 

-

A2 A3 

 
 

 3.4  

      

(C1)

(0.67)

0.10 0.90 

20 
 

20  

Wj  A1 A2 A3 A4 

0.10 0.447 0.544 0.527 0.333 

0.20 0.400 0.549 0.545 0.306 

0.30 0.390 0.550 0.549 0.299 

0.40 0.386 0.550 0.551 0.297 

0.50 0.385 0.550 0.551 0.297 

0.60 0.384 0.550 0.551 0.296 

0.67* 0.384 0.550 0.551 0.296 

0.70 0.384 0.551 0.551 0.296 

0.80 0.384 0.551 0.551 0.295 

0.90 0.384 0.551 0.551 0.295 
 

     

(C1)

0.30 0.90  

A2 

A3

 

 

     

A2 

A3

(T-test)

2  -

 ( )

0.05

 (P-value) 0.48 

P-value   

A2 A3 

 
 

4.  
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-

 

                        

                                                     

 

[30, 32-33]                      

                   

 

   

 

 (VIKOR) 

(Goal Programming: GP)  

(Fuzzy Logic) 
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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบวิธีการพยากรณ์อัตราเร็วลม 3 วิธี คือ วิธีบ็อกซ์-เจนกินส์ 

วิธีการปรับเรียบด้วยเส้นโค้งเลขชี้ก าลังของวินเทอร์แบบบวก และวิธีการปรับเรียบด้วยเส้นโค้งเลขชี้ก าลังของ
วินเทอร์แบบคูณ อนุกรมเวลาอัตราเร็วลมรายชั่วโมงที่ระดับความสูง 120 เมตร จากจังหวัดมุกดาหาร ได้มาจาก
ศูนย์วิจัยพลังงานและสิ่งแวดล้อม มหาวิทยาลัยทักษิณ ตั้งแต่วันท่ี 1 มิถุนายนถึงวันท่ี 1 กรกฎาคม 2558 จ านวน 
721 ค่า ส าหรับการเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์จะใช้เกณฑ์ร้อยละความคลาดเคลื่อนสัมบูรณ์
เฉลี่ย (MAPE) และเกณฑ์รากท่ีสองของความคลาดเคลื่อนก าลังสองเฉลี่ย (RMSE) ที่ต่ าที่สุด ผลการศึกษาพบว่า 
จากวิธีการพยากรณ์ทั้งหมดที่ได้ศึกษา วิธีที่มีความถูกต้องมากที่สุดคือ วิธีบ็อกซ์-เจนกินส์ มีความผิดพลาดจาก
การพยากรณ์ร้อยละ 4.9216 (MAPE = 4.9216) หรือมีความผิดพลาดจากการพยากรณ์ 0.5 เมตร/วินาที                            
(RMSE = 0.5) ซึ่งทั้ง 2 เกณฑ์ที่ใช้ในการเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์ให้ผลเป็นไปในทิศทาง
เดียวกัน จึงท าให้น่าเช่ือถือได้มากยิ่งขึ้นว่าวิธีบ็อกซ์-เจนกินส์เป็นวิธีที่มีความเหมาะสมกับอนุกรมเวลาชุดนี้มากที่สุด 
ค าส าคัญ:  อัตราเร็วลม ตัวแบบพยากรณ์ บ็อกซ์-เจนกินส์ การปรับเรียบด้วยเส้นโค้งเลขช้ีก าลัง 

 

ABSTRACT 
This research aimed to compare three methods of forecasting wind speed: Box-Jenkins 

method, Winters’ additive exponential smoothing method, and Winters’ multiplicative 
exponential smoothing method. Time series of hourly wind speed at an altitude of 120 meters 
in Mukdahan province were gathered from research center in energy and environment, Thaksin 
university during 1 June to 1 July 2015 of 721 observations. The criteria of the lowest mean 
absolute percentage error (MAPE) and root mean squared error (RMSE) were used for comparing 
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the accuracy of the forecasting model. Research findings indicated that for all forecasting 
methods that were studied, the most accurate method was the Box-Jenkins method. This 
forecasting method was 4.9216 percent forecasting error (MAPE = 4.9216) or was forecasting 
error of 0.5 meter/second (RMSE = 0.5). The comparison of the accuracy of the forecasting 
model for both criteria  provided the same result. Therefore, it made more reliable that the 
Box-Jenkins method was the most suitable method for this time series. 
Keywords: Wind speed, Forecasting model, Box-Jenkins, Exponential smoothing 
 

1. บทน า 
ปัจจุบันมีทุ่งกังหันลมผลิตไฟฟ้าเชิงพาณิชย์ที่

ก าลังด าเนินการในประเทศไทยแล้ว 21 โครงการ มี
ก าลังการผลิตติดตั้ง 681.4 เมกะวัตต์ ในพื้นที่ต่าง ๆ 
ของประเทศไทย ได้แก่ จังหวัดนครราชสีมา จังหวัด
ชัยภูมิ จังหวัดเพชรบูรณ์ จังหวัดนครศรีธรรมราช 
จังหวัดสงขลา จังหวัดสมุทรสาคร จังหวัดภูเก็ต และ
จังหวัดราชบุรี นอกจากนี้ยังมีอีกหลายโครงการที่
ก าลังอยู่ในระหว่างก่อสร้าง เช่น ทุ่งกังหันลมผลิต
ไฟฟ้าขนาดก าลังการผลิตติดตั้ง 60 เมกะวัตต์ บริเวณ
ภาคตะวันออกเฉียงเหนือของประเทศไทย ในรูปแบบ
ผู้ผลิตไฟฟ้ารายเล็ก (Small power producer, SPP) 
ของบริษัทกัลกุล รวมถึงยังมีอีกหลายโครงการที่ก าลัง
อยู่ในระหว่างการพัฒนา ซึ่งเป็นการพัฒนาเพื่อให้
เป็นไปตามแผนการส่งเสริมการผลิตไฟฟ้าจาก
พลังงานลมของกระทรวงพลังงานและมีเป้าหมาย                     
การติดตั้งกังหันลมผลิตไฟฟ้าให้ได้ถึง 3,002 เมกะ
วัตต์  จากการที่ พลั ง ง านลมมี คุณลักษณะที่ มี                                              
ความแปรปรวนสูง เพราะพฤติกรรมของลมที่ไม่
ต่อเนื่องและมีการเปลี่ยนแปลงสูง ท าให้การผลิต
ไฟฟ้าของทุ่งกังหันลมผลิตไฟฟ้ามีลักษณะแปรปรวน
ตามพฤติกรรมของลม ส่งผลต่อปริมาณและคุณภาพ
ไฟฟ้าที่ผลิตได้จากทุ่งกังหันลมผลิตไฟฟ้าที่อาจจะ
ส่งผลกระทบต่อระบบกริดของการไฟฟ้าส่วนภูมิภาค 

และการ ไฟฟ้ าฝ่ ายผลิตแห่ งประ เทศไทย ซึ่ ง                                                                 
การด าเนินงานของทุ่งกังหันลมผลิตไฟฟ้าจะสามารถ
ผลิตไฟฟ้าออกมาในลักษณะที่เรียกว่า Stochastic 
และ Intermittency ดังนั้นการคาดการณ์หน่วยผลิต
หรือการพยากรณ์หน่วยผลิตไฟฟ้าจากทุ่งกังหันลม
ผลิตไฟฟ้าจะช่วยในการวางแผนการผลิตไฟฟ้าจาก
โรงไฟฟ้าประเภทต่าง ๆ ได้อย่างมีประสิทธิภาพ และ
เหมาะสมกับความต้องการใช้ไฟฟ้าไม่สูงและไม่ต่ า
จนเกินไป อย่างไรก็ตาม การพยากรณ์ก าลังผลิต
ไฟฟ้าจากทุ่งกังหันลมผลิตไฟฟ้าจะมีความถูกต้อง
แม่นย าขึ้นอยู่กับหลายปัจจัย เช่น การพยากรณ์ลมใน
พื้นที่ของทุ่งกังหันลมผลิตไฟฟ้าที่มีความถูกต้อง
แม่นย าสูงและมีความถี่เชิงเวลาที่ละเอียด เช่น ราย
นาทีหรือรายชั่วโมง ข้อมูลการผลิตไฟฟ้าของทุ่งกังหนั
ลมผลิตไฟฟ้าที่ขึ้นอยู่กับคุณลักษณะของกังหันลม
ผลิตไฟฟ้า (Wind turbine generator) และเส้นโค้ง
ก าลัง (Power curve) ที่มีความถูกต้อง ข้อมูลเชิง
พื้นที่ของโครงการ แบบจ าลองการไหลของลม (Wind 
flow modeling) เชิงพื้นที่ในพ้ืนท่ีศึกษาของโครงการ 
ซึ่งปัจจุบันมักจะอาศัยแบบจ าลองการไหลของลม
แบบพลศาสตร์ของไหลเชิงค านวณ นอกจากนี้ยังมี
การใช้เทคนิคการพยากรณ์ต่าง ๆ เช่น เทคนิคการ
ส ร้ า ง ตั ว แ บ บ พย า ก ร ณ์ ท า ง ส ถิ ติ  (Statistical 
modeling) เ พื่ อ ช่ ว ย ใ ห้ ผ ล ก า ร พ ย า ก ร ณ์ มี                                            
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ความถูกต้องแม่นย าสูงขึ้น ด้วยเหตุผลดังกล่าว จึง
เป็นที่น่าสนใจที่ควรมีการศึกษาการพยากรณ์ข้อมูล
อัตราเร็วลม จากการศึกษางานวิจัยอื่น ๆ พบว่า 
วรางคณา กีรติวิบูลย์ และเจ๊ะอัฐฟาน มาหิเละ [1] ได้
พยากรณ์อัตราเร็วลมราย 3 ช่ัวโมง ท่ีระดับความสูง 
20 เมตร ตามแนวชายฝั่งของอ าเภอจะนะ จังหวัด
สงขลา ด้วยวิธีการทางสถิติ 2 วิธี คือ วิธีบ็อกซ์ -                           
เจนกินส์ และวิธีการแยกส่วนประกอบของอนุกรม
เวลา ผลการวิจัยพบว่า วิธีการแยกส่วนประกอบของ
อนุ ก รม เ วลา ในรูปแบบบวกให้ความแม่นย า                        
ในการพยากรณ์สูงกว่าวิธีบ็อกซ์-เจนกินส์ วรางคณา 
กีรติวิบูลย์ และเจ๊ะอัฐฟาน มาหิเละ [2] ได้พยากรณ์
อัตราเร็วลมรายช่ัวโมง ที่ระดับความสูง 40 เมตร 
ต า ม แ น ว ช า ย ฝั่ ง  อ า เ ภ อ ท่ า ศ า ล า  จั ง ห วั ด
นครศรีธรรมราช ด้วยวิธีการทางสถิติ 6 วิธี คือ วิธี                             
บ็อกซ์-เจนกินส์ วิธีการแยกส่วนประกอบของอนุกรม
เวลา วิธีการพยากรณ์รวมโดยใช้การเฉลี่ยอย่างง่าย 
วิธีการพยากรณ์รวมโดยใช้การถ่วงน้ าหนักด้วย                           
ก า ร ผ ก ผั น ข อ ง ร า ก ที่ ส อ ง ข อ ง ผ ล ร ว ม ข อ ง                                   
ความคลาดเคลื่อนก าลังสอง วิธีการพยากรณ์รวมโดย
ใช้การถ่วงน้ าหนักด้วยการผกผันของผลรวมของ
ความคลาดเคลื่อนสัมบูรณ์ และวิธีการพยากรณ์รวม
โดยใช้การถ่วงน้ าหนักด้วยสัดส่วนของค่ าจาก
เวกเตอร์ลักษณะเฉพาะของการว ิเ ค ร า ะห ์ต ัว
ประกอบหลัก ผลการวิจัยพบว่า วิธีบ็อกซ์-เจนกินส์ 
โดยใช้ตัวแบบ SARIMA(1, 1, 1)(0, 1, 1)24 ไม่มีพจน์
ค่าคงตัว เป็นวิธีที่เหมาะสมกับอนุกรมเวลาชุดนี้มาก
ที่สุด Keerativibool et al. [3] ได้พยากรณ์อัตราเร็ว
ลมราย 3 ช่ัวโมง ท่ีระดับความสูง 30 เมตร ตามแนว
ชายฝั่ง อ าเภอจะนะ จังหวัดสงขลา ด้วยวิธีการทาง
สถิติ 2 วิธี คือ วิธีบ็อกซ์-เจนกินส์ และวิธีการแยก
ส่วนประกอบของอนุกรมเวลา ผลการวิจัยพบว่า 

ว ิธ ีบ ็อ ก ซ ์- เจนกินส์ เป็นวิ ธีที่ ดี กว่ าวิ ธีการแยก
ส่วนประกอบของอนุกรมเวลา และ Bielecki et al. 
[4] ได้ศึกษาคุณลักษณะทางสถิติของความผิดพลาด
ในการพยากรณ์ก าลังผลิตไฟฟ้าจากพลังงานลม           
ซึ่งการพยากรณ์ก าลังผลิตไฟฟ้าจากพลังงานลมเป็น
การผสมผสานกันระหว่างเทคนิคทางฟิสิกส์และทาง
สถิติ  โดยเป็นอัลกอริธึมที่มีความสลับซับซ้อน                        
ในการพยากรณ์และลดความผิดพลาด ความผดิพลาด
ดังกล่าวมักจะเกี่ยวข้องกับลมและเส้นโค้งก าลังของ
กังหันลมผลิตไฟฟ้า การศึกษาดังกล่าวเป็นการศึกษา
การพยากรณ์จากกังหันลมผลิตไฟฟ้าเพียงต้นเดียว 

จากการศึกษาที่ผ่านมา พบว่า ยังไม่มีเคยมี
การศึกษาพยากรณ์อัตราเร็วลมท่ีระดับความสูง 120 
เมตร จังหวัดมุกดาหาร อีกทั้งการพยากรณ์อัตราเร็ว
ลมที่ระดับความสูง 120 เมตร เป็นสิ่งที่มีประโยชน์ 
เนื่องจากเป็นระดับความสูงของกังหันลมผลิตไฟฟ้า
ขนาดใหญ่ในปัจจุบันที่มีหอคอยสูงระดับ 120 เมตร 
ดังนั้นการศึกษาครั้งนี้ ผู้วิจัยจึงมีความสนใจที่จะ
ศึกษาวิธีการสร้างตัวแบบพยากรณ์อัตราเร็วลมที่
ระดับความสูง 120 เมตร จังหวัดมุกดาหาร โดยใช้
วิธ ีการทางสถิติทั ้งหมด 3 วิธ ี ได้แก่ ว ิธ ีบ ็อกซ์-               
เจนกินส์ วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของ                 
วินเทอร์แบบบวก และวิธีการปรับเรียบด้วยเส้นโค้ง
เลขช้ีก าลังของวินเทอร์แบบคูณ จากนั้นจึงคัดเลือก
ตัวแบบพยากรณ์ที่มีความถูกต้องและเหมาะสมมาก
ที่สุด 1 ตัวแบบ โดยใช้เกณฑ์ร้อยละความคลาดเคลื่อน
สัมบูรณ์เฉลี่ย (Mean absolute percentage error, 
MAPE) และเกณฑ์รากที่สองของความคลาดเคลื่อน
ก า ลั ง ส อ ง เ ฉ ลี่ ย  (Root mean squared error, 
RMSE) ที่ต่ าที่สุด เพื่อให้ได้ตัวแบบพยากรณ์ส าหรับ
ใช้ในการพยากรณ์อัตราเร็วลมที่ระดับความสูง 120 
เมตร จังหวัดมุกดาหาร ในอนาคตต่อไป 
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2. วัสดุ อุปกรณ์ และวิธีการทดลอง 
การวิจัยครั้ งนี้ ด า เนินการสร้ างตั วแบบ

พยากรณ์อัตราเร็วลม (เมตร/วินาที) โดยใช้โปรแกรม 
SPSS ซึ่งข้อมูลที่ใช้ในการศึกษาได้มาจากศูนย์วิจัย
พลังงานและสิ่งแวดล้อม มหาวิทยาลัยทักษิณ เป็น
อนุกรมเวลาอัตราเร็วลมรายช่ัวโมงที่ระดับความสูง 
120 เมตร จังหวัดมุกดาหาร ตั้งแต่วันที่ 1 มกราคม 
2524 ช่วงเวลา 0.00 น. ถึงวันที่ 1 กรกฎาคม 2558 
ช่วงเวลา 0.00 น. จ านวน 302,377 ค่า เนื่องด้วย
ข้อจ ากัดของงบประมาณการเก็บรวบรวมข้อมูล ท า
ให้การศึกษาครั้งนี้ไม่สามารถน าอัตราเร็วลมที่เป็น
ปัจจุบันมาวิเคราะห์ข้อมูลได้ อย่างไรก็ตาม ผู้วิจัยเชื่อ
ว่าลักษณะการเปลี่ยนแปลงของอัตราเร็วลมในอดีต
และในปัจจุบันไม่ได้มีความแตกต่างกันมากนัก  

ผู ้วิจัยคัดเลือกข้อมูลอัตราเร็วลมมาศึกษา
ตั้งแต่วันที่ 1 มิถุนายน 2558 ช่วงเวลา 0.00 น. ถึง
วันที่ 1 กรกฎาคม 2558 ช่วงเวลา 0.00 น. จ านวน 
721 ค่า เนื่องจากเป็นช่วงเวลาที่มีล ักษณะของ
อนุกรมเวลาเหมาะสมกับการสร้างตัวแบบพยากรณ์ 
อีกทั้งยังเป็นช่วงเวลาที่ใกล้เคียงกับข้อมูลปัจจุบันมาก
ที่สุด ผู้วิจัยได้น าข้อมูลจ านวน 721 ค่า มาแบ่ง
ออกเป็น 2 ชุด ชุดที่ 1 ตั้งแต่วันที่ 1 มิถุนายน 2558 
ช่วงเวลา 0.00 น. ถึงวันที่  29 มิถุนายน 2558 
ช่วงเวลา 23.00 น. จ านวน 696 ค่า ส าหรับการสร้าง
ตัวแบบพยากรณ์ และชุดที่ 2 ตั้งแต่วันท่ี 30 มิถุนายน 
2558 ช่วงเวลา 0.00 น. ถึงวันที่ 1 กรกฎาคม 2558 
ช่ ว ง เ ว ล า  0.00 น .  จ า น วน  2 5  ค่ า  ส า ห รั บ                                              
การเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์
ด้วยเกณฑ์ MAPE และ RMSE ที่ต่ าที่สุด ซึ่งข้อมูลชุด
ที่ 2 ที่ใช้ในการศึกษาครั้งนี้มีจ านวนไม่ถึงร้อยละ 10 
(จ านวน 72 ค่า) เนื่องจากผู้วิจัยต้องการเก็บข้อมูล
ในช่วงวันท่ี 28 – 29 มิถุนายน 2558 ท่ีพบแนวโน้ม

ที ่ลดลง เป ็นข้อม ูลชุดที ่ 1 เพื ่อท าให ้ได ้ตัวแบบ
พยากรณ์ที่มีความถูกต้องแม่นย ามากยิ่งขึ้น 

เมื่อพิจารณาลักษณะการเคลื่อนไหวของ
อนุกรมเวลาชุดที่  1 พบว่า อัตราเร็วลมที่ระดับ                                    
ความสูง 120 เมตร จังหวัดมุกดาหาร มีส่วนประกอบ
ของแนวโน้มทั้งเพิ่มขึ้นและลดลงรวมถึงมีความผัน
แปรตามฤดูกาล (แสดงรายละเอียดในผลการทดลอง
แ ล ะ อ ภ ิป ร า ย ผ ล ภ า พที่  1) น อก เ ห นื อ จ า ก                                                                                                    
การพิจารณากราฟของอนุกรมเวลา (Yt) เทียบกับ
เวลา (t) แล้ว ผู้วิจัยยังได้ตรวจสอบว่าอนุกรมเวลาชุด
นี้มีส่วนประกอบของแนวโน้มและความผันแปรตาม
ฤดูกาลจริงหรือไม่ โดยใช้การทดสอบสมมุติฐานดังนี้ [5] 

การตรวจสอบว่าอนุกรมเวลาอัตราเร็วลมที่
ร ะดับความสู ง  120 เมตร  จั งหวัดมุ กดาหาร                             
มีส่วนประกอบของแนวโน้มหรือไม่ ด าเนินการดังนี้  

1. ตรวจสอบข้อสมมุ ติ (Assumption) คือ 
อนุกรมเวลาในแต่ละวันมีการแจกแจงปรกติโดยใช้
ก า รทดสอบชาพิ โ ร -วิ ล ค์  (Shapiro-Wilk test) 
เนื่องจากอนุกรมเวลาในแต่ละวันมี 24 ค่า ซึ่งเป็น
ข้อมูลรายช่ัวโมง (n < 50) ผลการตรวจสอบพบว่า 
อัตราเร็วลมในแต่ละวันไม่มีการแจกแจงปรกติ                       
ที่ระดับนัยส าคัญ 0.05 

2. ตรวจสอบความเท่ากันของความแปรปรวน
โดยใช้การทดสอบของเลวีน ภายใต้การใช้มัธยฐาน 
(Levene’s test based on median) เ นื่ อ ง จ าก                               
การทดสอบของเลวีน ภายใต้การใช้มัธยฐาน เป็น                                
การทดสอบความเ ท่ากันของความแปรปรวน
ประชากรหลายกลุ่มที ่ได้รับการพัฒนามาจากวิธี                 
เลวีน ภายใต้การใช้ค่าเฉลี่ย (Levene’s test based 
on mean) แต่วิธีเลวีน ภายใต้การใช้มัธยฐานจะ
ได้สถิติที ่มีความแกร่ง (Robust) ต่อข้อสมมุติของ
การแจกแจงปรกติของตัวแปรสุ่มที่พิจารณา จึงเป็น
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วิธีที่มีความยืดหยุ่นมากกว่า เนื่องจากสามารถใช้ได้
กับข้อมูลที่ไม่ได้มีการแจกแจงปรกติด้วย เพราะเมื่อ
ข้อมูลมีลักษณะเบ้ซ้ายหรือเบ้ขวาจะมีผลกระทบ
กับมัธยฐานน้อยกว่าค่าเฉลี่ย  ผลการตรวจสอบ                
ความแปรปรวนพบว่า อัตราเร็วลมในแต่ละวันมี               
ความแปรปรวนไม่เท่ากัน ที่ระดับนัยส าคัญ 0.05  

3. ทดสอบมั ธยฐานของอนุกรม เวลาใน                     
แ ต่ ล ะ วั น  โ ด ย ใ ช้ ส ถิ ติ ไ ม่ อิ ง พ า ร า มิ เ ต อ ร์  
(Nonparametric statistics) ซึ่งคือ การวิเคราะห์
ความแปรปรวนทางเดียวโดยล าดับที่ของครัสคอล-
วอลลิส (Kruskal-Wallis’s one-way analysis of 
variance by rank) เนื่องจากอัตราเร็วลมในแต่ละวนั
ไม่มีการแจกแจงปรกติและมีความแปรปรวน                      
ไม่เท่ากัน ผลการทดสอบพบว่า อัตราเร็วลมใน                 
แต ่ละว ันมีมัธยฐานแตกต่างกันอย่างมีนัยส าคัญ                  
ที่ระดับ 0.05 (Kruskal-Wallis: 2  = 481.191, p-
value < 0.0001) หมายความว่า อนุกรมเวลาชุดนี้มี
ส่วนประกอบของแนวโน้ม ซึ่งอาจจะเป็นแนวโน้ม
เพิ่มขึ้นหรือลดลงก็ได้ 

การตรวจสอบว่าอนุกรมเวลาอัตราเร็วลม                
ที่ ระดับความสูง 120 เมตร จังหวัดมุกดาหาร                       
มีส่วนประกอบของความผันแปรตามฤดูกาลหรือไม่ 
ด าเนินการดังนี้  

1. จากการตรวจสอบแนวโน้ม พบว่า อนุกรม
เวลามีส่วนประกอบของแนวโน้ม จึงต้องก าจัด
แนวโน้มออกก่อนที่จะทดสอบค่าเฉลี่ยของอนุกรม
เวลาในแต่ละช่ัวโมง ซึ่งวิธีการก าจัดแนวโน้มมี 2 วิธี 
คือ ถ้าพิจารณาที่กราฟของอนุกรมเวลาเทียบกับเวลา
แล้วพบว่า อนุกรมเวลามีการเคลื่อนไหวหรือมี                
การแกว่งตัวที่ค่อนข้างคงที่เมื่อเวลาเปลี่ยนแปลงไป 
กล่าวได้ว่า อนุกรมเวลามีความเหมาะสมกับตัวแบบ
บวก ควรก าจัดแนวโน้มออกด้วยการลบ แต่ถ้า

อนุกรมเวลามีการเคลื่อนไหวหรือมีการแกว่งตัวที่
เพิ่มขึ้นหรือลดลงเมื่อเวลาเปลี่ยนแปลงไป กล่าวได้ว่า 
อนุกรมเวลามีความเหมาะสมกับตัวแบบคูณ ควร
ก า จั ด แ น ว โ น้ ม อ อ ก ด้ ว ย ก า ร ห า ร  ส า ห รั บ                                   
การเคลื่อนไหวของอัตราเร็วลมที่ระดับความสูง 120 
เมตร จังหวัดมุกดาหาร ในผลการทดลองและ
อ ภิปร ายผล ภาพที่  1 พบว่ า  อนุ ก รม เ วลามี                               
ความเหมาะสมกับตัวแบบคูณ จึงก าจัดแนวโน้มออก
ด้วยการหาร 

2.  ตรวจสอบข้อสมมุติโดยใช้การทดสอบ
ชาพิโร-วิลค์ ส าหรับการตรวจสอบการแจกแจงปรกติ 
เนื่องจากอนุกรมเวลาในแต่ละช่ัวโมงมี 29 ค่า ซึ่งเป็น
ข้อมูลชุดที่ 1 ที่มีจ านวน 29 วัน (n < 50) และใช้               
การทดสอบของเลวีน ภายใต้การใช้มัธยฐานส าหรับ
การตรวจสอบความเท่ากันของความแปรปรวน                      
ผลการตรวจสอบพบว่า อัตราเร็วลมในแต่ละช่ัวโมง
หลังจากก าจัดแนวโน้มออกแล้วไม่มีการแจกแจง
ปรกติ แต่มีความแปรปรวนเท่ากัน ที่ระดับนัยส าคัญ 
0.05 

3. ทดสอบมัธยฐานของอนุกรมเวลาในแต่ละ
ช่ัวโมงหลังจากก าจัดแนวโน้มออกแล้ว โดยใช้สถิติไม่
อิงพารามิเตอร์ ซึ่งคือ การวิเคราะห์ความแปรปรวน
ทางเดียวโดยล าดับที่ของครัสคอล-วอลลิส เนื่องจาก
อัตราเร็วลมในแต่ละช่ัวโมงหลังจากก าจัดแนวโน้ม
ออกแล้วไม่มีการแจกแจงปรกติ ผลการทดสอบพบว่า 
อัตราเร็วลมในแต่ละชั่วโมงเมื่อปรับแนวโน้มออกด้วย
การหารมีมัธยฐานแตกต่างกันอย่างมีนัยส าคัญที่
ระดับ 0.05 (Kruskal-Wallis: 2  = 96.593, p-value 
< 0.0001) หมายความว่ า  อนุ ก รม เ วลา ชุดนี้ มี
ส่วนประกอบของความผันแปรตามฤดูกาล 

จากผลการทดสอบสมมุติฐานข้างต้น สรุปได้ว่า 
อนุกรมเวลาอัตราเร็วลมที่ระดับความสูง 120 เมตร 
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จังหวัดมุกดาหาร ชุดที่ 1 ตั้งแต่วันที่ 1 ถึงวันที่ 29 
มิถุนายน 2558 จ านวน 696 ค่า มีส่วนประกอบของ
แนวโน้มและความผันแปรตามฤดูกาล สอดคล้องกับ
การพิจารณาจากกราฟของอนุกรมเวลา (Yt) เทียบ
กับเวลา (t) ดังนั้นวิธีการสร้างตัวแบบพยากรณ์ที่มี
ความเหมาะสมกับอนุกรมเวลาที่มีทั้งส่วนประกอบ
ของแนวโน้มและความผันแปรตามฤดูกาล ได้แก่ 
ว ิธ ีบ ็อกซ ์- เ จนก ินส ์ ( เมื ่อ ใช ้ตัวแบบ Seasonal 
autoregressive integrated moving average, 
SARIMA) วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของ
วินเทอร์แบบบวก และวิธีการปรับเรียบด้วยเส้นโค้ง
เลขช้ีก าลังของวินเทอร์แบบคูณ วิธีการสร้างตัวแบบ
พยากรณ์ด้วยวิธีการทางสถิติทั้ง 3 วิธี ดังกล่าว แสดง
รายละเอียดดังหัวข้อที่ 2.1 ส าหรับหัวข้อที่ 2.2 จะ
เป็นการเปรียบเทียบความถูกต้องของตัวแบบ
พยากรณ์ โดยพิจารณาจากเกณฑ์ MAPE และ RMSE 
ที่ต่ าที่สุด สัญลักษณ์ที่ใช้ส าหรับวิธีการสร้างตัวแบบ
พยากรณ์ในหัวข้อท่ี 2.1 แสดงดังนี ้

tY  แทนอนุกรมเวลาอัตราเร็วลม ณ เวลา t 
tŶ  และ t mŶ   แทนค่าพยากรณ์อัตราเร็วลม 

ณ เวลา t และเวลา t + m ตามล าดับ โดยที่ m แทน
จ านวนช่วงเวลาที่ต้องการพยากรณ์ไปข้างหน้า 

ta , tb  และ tŜ  แทนค่าประมาณระยะตัด
แกน Y ความชันของแนวโน้ม และความผันแปรตาม
ฤดูกาล ณ เวลา t ตามล าดับ 

 ,   และ   แทนค่าคงตัวการปรับเรียบ 
โดยที่ 0 1   , 0 1    และ 0 1    

2.1 วิธีการพยากรณ์ 
2.1.1 วิธีบ็อกซ์-เจนกินส์  

วิธีบ็อกซ์-เจนกินส์มีความเหมาะสม
กับอนุกรมเวลาที่มีทั้งส่วนประกอบของแนวโน้มและ
ความผันแปรตามฤดูกาล มีตัวแบบในรูปทั่วไป คือ 
SARIMA(p, d, q)(P, D, Q)s แสดงดังสมการที่ (1) [6] 
แต่ในกรณีที่อนุกรมเวลามีเพียงส่วนประกอบของ
แนวโน้มเท่านั้น ตัวแบบจะสามารถลดรูปเหลือเพียง 
ARIMA (p, d, q) ขั้นตอนการสร้างตัวแบบพยากรณ์
โดยวิธีบ็อกซ์-เจนกินส์สามารถศึกษาได้จากวรางคณา 
เรียนสุทธ์ิ [7] 

      Dds s
p P tB B 1 B 1 B Y   

   s
q Q tB B      (1) 

 t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง n1 เมื่อ 
n1 แทนจ านวนข้อมูลในอนุกรมเวลาชุดที่ 1  

 s แทนจ านวนคาบของฤดูกาล 

เมื่อ   แทนอนุกรมเวลาของความคลาดt

เคลื่อนที่มีการแจกแจงปรกติและเป็นอิสระกันด้วย
ค่าเฉลี่ยเท่ากับศูนย์ และความแปรปรวนเท่ากัน 
ทุกช่วงเวลา 

     B Bs   แ ท น ค่ า ค ง ตั ว p P

(Constant) โดยที่   แทนค่าเฉลี่ยของอนุกรมเวลา
ที่คงที ่(Stationary) 

  2

p 1 2 B 1B B  …
p Bp  แทนตัว

ด าเนินการสหสัมพันธ์ในตัวอันดับที่  p กรณีไม่มี
ฤดูกาล (Non-seasonal autoregressive operator of 
order p, AR(p)) 

P 1 2 Bs  1 Bs  B2s  … Ps

P B

แทนตัวด าเนินการสหสัมพันธ์ในตัวอันดับที่ P กรณี 
มีฤดูกาล (Seasonal autoregressive operator of 
order P, SAR(P)) 

  2

q 1 2 B 1B B  …
q Bq  แทนตัว

ด าเนินการเฉลี่ยเคลื่อนที่อันดับที่ q กรณีไม่มีฤดูกาล 
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2.1.2 วิธีการปรับเรียบด้วยเส้นโค้ง
เลขชี้ก าลังของวินเทอร์แบบบวก  

วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
ก าลังของวินเทอร์แบบบวกมีความเหมาะสมกับ
อนุกรมเวลาที่มีส่วนประกอบของแนวโน้มที่เป็น
เส้นตรงและมีความผันแปรตามฤดูกาล  โดยที่
อัตราส่วนของความผันแปรตามฤดูกาลต่อค่าแนวโน้ม
มีค่าคงที่ กล่าวคืออัตราส่วนของความผันแปรตาม
ฤดูกาลต่อค่าแนวโน้มมีค่าไม่เพิ่มขึ้นและไม่ลดลงตาม
เวลาที่เปลี่ยนแปลงไป ตัวแบบพยากรณ์แสดงดัง
สมการที่ (2) [5] 

 t m t t t
ˆŶ a b m S    (2) 

เมื่อ     t t t s t 1 t 1
ˆa Y S 1 a b        , 

   t t t 1 t 1b a a 1 b       , 
   t t t t s

ˆ ˆS Y a 1 S      

2.1.3 วิธีการปรับเรียบด้วยเส้นโค้ง
เลขชี้ก าลังของวินเทอร์แบบคูณ 

วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
ก าลังของวินเทอร์แบบคูณมีความเหมาะสมกับ
อนุกรมเวลาที่มีส่วนประกอบของแนวโน้มที่เป็น

เส้นตรงและมีความผันแปรตามฤดูกาล  โดยที่
อัตราส่วนของความผันแปรตามฤดูกาลต่อค่าแนวโน้ม
มีค่าเพิ่มขึ้นหรือลดลงตามเวลาที่เปลี่ยนแปลงไป 
ตัวแบบพยากรณ์แสดงดังสมการที่ (3) [5] 

  t m t t t
ˆŶ a b m S   (3) 

เมื่อ   t
t t 1 t 1

t s

Ya 1 a b
Ŝ  



     , 

   t t t 1 t 1b a a 1 b       , 

 t
t t s

t

Yˆ ˆS 1 S
a     

2.2 การเปรียบเทียบความถูก ต้องของ  
ตัวแบบพยากรณ์ 

ก า ร วิ จั ย ค รั้ ง นี้ ไ ด้ คั ด เ ลื อ กตั ว แบบ
พยากรณ์ที่มีความถูกต้องและเหมาะสมกับอนุกรม
เวลาอัตราเร็วลมที่ระดับความสูง 120 เมตร จังหวัด
ม ุกดาหาร โดยการ เปรียบเทียบอัตราเร ็วลม 
รายช่ัวโมงของข้อมูลชุดที่ 2 ตั้งแต่วันที่ 30 มิถุนายน 
2558 ช่วงเวลา 0.00 น. ถึงวันที่ 1 กรกฎาคม 2558 
ช่วงเวลา 0.00 น. จ านวน 25 ค่า กับค่าพยากรณ์จาก
วิธีการทางสถิติทั้ง 3 วิธี เพื่อค านวณค่า MAPE และ 
RMSE โดยตัวแบบพยากรณ์ที่ ให้ค่า MAPE และ 
RMSE ต่ าที่สุด จัดเป็นตัวแบบที่มีความถูกต้องและ
เหมาะสมกับอนุกรมเวลาชุดนี้มากที่สุด เนื่องจากให้
ค่าพยากรณ์ที่มีความแตกต่างกับข้อมูลจริงน้อยที่สุด 
เกณฑ์ MAPE และ RMSE แสดงดังสมการที่ (4) และ 
(5) ตามล าดับ [5], [8]  

2n
t

t 12 t

100 eMAPE
n Y

  (4) 

2n
2
t

t 12

1RMSE e
n 

  (5) 

(Non-seasonal moving average operator of order 
q, MA(q)) 

Q Bs  11B
s 2B

2s  …  
Qs

Q B  แทนตัวด าเนินการเฉลี่ยเคลื่อนที่อันดับที่ Q 
ก ร ณี มี ฤ ดู ก า ล  (Seasonal moving average 
operator of order Q, SMA(Q)) 

d และ D แทนล าดับที่ของการหาผลต่างและ
ผลต่างฤดูกาล ตามล าดับ 

t ts

B แทนตัวด าเนินการถอยหลัง (Backward 
operator) โดยที่ BsY Y  
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3. ผลการทดลองและอภิปรายผล
จากการพิจารณาลักษณะการเคลื่อนไหวของ

อนุกรมเวลาอัตราเร็วลมรายช่ัวโมงที่ระดับความสูง 
120 เมตร จังหวัดมุกดาหาร ชุดที่ 1 ตั้งแต่วันที่ 1 
มิถุนายน 2558 ช่วงเวลา 0.00 น. ถึงวันที่  29 
มิถุนายน 2558 ช่วงเวลา 23.00 น. จ านวน 696 ค่า 
ดังภาพที่ 1 พบว่า อัตราเร็วลมในช่วงวันที่ 1 ถึงวันที่ 
14 มิถุนายน 2558 มีแนวโน้มลดลง (b1 = -0.0021, 
t = -3.011, p-value = 0.0029) อัตราเร็วลมในช่วง
วันที่  15 ถึงวันที่  25 มิถุนายน 2558 มีแนวโน้ม
เพิ่มขึ้นอย่างชัดเจน  (b1 = 0.0290, t = 24.389, 
p-value < 0.0001) หลั งจากนั้ นอัตรา เ ร็ วลมมี
แนวโน้มลดลงอีกครั้ งหนึ่ ง  (b1 = -0.0305, t = 
-8.964, p-value < 0.0001) และอั ตราเร็ วลมมี
ส่วนประกอบของความผันแปรตามฤดูกาลรวมอยู่ด้วย 

3.1 ผลการสร้างตัวแบบพยากรณ์ 
3.1.1 ผลของวิธีบ็อกซ์-เจนกินส์  

     22 24 24
1 2 1 t1 B B 1 B 1 B 1 B Y         2 24

1 2 1 t1 B B 1 B      

  24 25 2 26 24 25 2 26
1 1 1 1 2 2 1 t1 B B B B B 1 B 2B 2B B B Y             

 24 25 2 26
1 1 1 1 2 2 1 t1 B B B B B          

 24 25 2 26 24 48 25 49 26 50 25 2
1 1 1 1 1 1 1 1 1

26 3 27 25 49 26 50 27 51 2 26
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2

3 27 4 28 26 50
2 2 2 2 2 1 2 1 2 1

1 B 2B 2B B B B B 2 B 2 B B B B B 2 B

2 B B B B B 2 B 2 B B B B B

2 B 2 B B B B B 2 B

                 

                         

                27 51 28 52
2 1 2 1 2 1 t2 B B B Y       

t 1 t 1 2 t 2 1 t 24 1 1 t 25 2 1 t 26                     

เมื่ อ e Y  Ŷ  แทนความคลาดเคลื่อน 
t t t

จากการพยากรณ์อัตราเร็วลม ณ เวลา t 
Y และ  Ŷ  แทนอนุ ก รม เ วล า  และ  t t

ค่าพยากรณ์อัตราเร็วลม ณ เวลา t 
   t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง n2 โดย

ที ่n2 แทนจ านวนข้อมูลในอนุกรมเวลาชุดที่ 2 

       เ นื่ อ ง จ า ก อ นุ ก ร ม เ ว ล า ชุ ด นี้ มี
ส่วนประกอบของแนวโน้มและความผันแปรตาม
ฤดูกาล ผู้วิจัยจึงก าจัดแนวโน้มออกโดยการหาผลต่าง
ล าดับที่  1 (d = 1) และก าจัดความผันแปรตาม
ฤดูกาลออกโดยการหาผลต่างฤดูกาลล าดับที่ 1 (D = 
1, s = 24) ได้กราฟ ACF และ PACF หลั งจาก  
การแปลงข้อมูลแสดงดังภาพที่ 2 ซึ่งพบว่า อนุกรม
เ ว ล า ยั ง มี ลั ก ษ ณ ะ ไ ม่ ค ง ที่  (Non-stationary) 
โดยกราฟ ACF แสดงให้เห็นว่าสัมประสทิธ์ิสหสมัพนัธ์
ในตัวลดลงอย่างช้า ๆ จึงแปลงข้อมูลอีกครั้งโดย 
การหาผลต่างล าดับท่ี 2 และผลต่างฤดูกาลล าดับที่ 1 
(d = 2, D = 1, s = 24) ได้กราฟ ACF และ PACF 
  ห ล  ัง จากการแปลงข้อมูลแสดงดังภาพที่ 3 ซึ่งพบว่า 
อน ุกรมเวลามีล ักษณะคงที ่ จึงก าหนดตัวแบบ
พยากรณ์ที่เป็นไปได้เริ่มต้น คือ ตัวแบบ SARIMA(3, 

   2,     3 )(  1  ,   1, 1)24 พร้อมกับประมาณค่าพารามิเตอร์ 
โดยตั วแบบพยากรณ์ที่ มีพ าร าม ิเ ตอร ์ท ุกต ัว มี

   น  ัย  ส    าค  ั ญ   ท ่ีร  ะดับ 0.05 คือ ตัวแบบ SARIMA(2, 2, 
2)(1, 1, 1)24 ไม่มีพจน์ค่าคงตัว ดังตารางที่ 1 และ
จากสมการที่ (1) สามารถเขียนเป็นตัวแบบได้ดังนี้
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          
         

   

t 1 t 1 1 2 t 2 1 2 t 3 2 t 4 1 t 24 1 1 t 25

1 2 1 t 26 1 2 1 t 27 2 1 t 28 1 t 48 1 1 t 49

1 1 2 t 50 1 1 2 t 51 2 1 t 52 t 1 t 1 2 t 2 1 t 24 1

Y 2 Y 1 2 Y 2 Y Y 1 Y 2 1 Y

1 2 1 Y 2 1 Y 1 Y Y 2 Y

1 2 Y 2 Y Y

     

    

     

                   

                

                        1 t 25

2 1 t 26





 

   

ภาพที่ 1 ลักษณะการเคลื่อนไหวของอนุกรมเวลาอัตราเร็วลมรายช่ัวโมงที่ระดับความสูง 120 เมตร  
ตั้งแต่วันท่ี 1 ถึงวันท่ี 29 มิถุนายน 2558 

ภาพที่ 2 กราฟ ACF และ PACF ของอนุกรมเวลาอัตราเร็วลมที่ระดับความสูง 120 เมตร เมื่อแปลงข้อมูลด้วย
การหาผลต่างล าดับท่ี 1 และผลต่างฤดูกาลล าดับที่ 1 
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ภาพที่ 3 กราฟ ACF และ PACF ของอนุกรมเวลาอัตราเร็วลมที่ระดับความสูง 120 เมตร เมื่อแปลงข้อมูลด้วย
การหาผลต่างล าดับท่ี 2 และผลต่างฤดูกาลล าดับที่ 1  

ตารางที่ 1 ค่าประมาณพารามิเตอร์ของตัวแบบ SARIMA(2, 2, 2)(1, 1, 1)24 ไม่มีพจน์ค่าคงตัว 
พารามิเตอร์ AR(1): 1  AR(2): 2  MA(1): 1 MA(2): 2 SAR(1): 1  SMA(1): 1

ค่าประมาณ 0.74021 -0.17035 0.58499 0.41351 0.18694 0.88541 
t 9.572 -2.459 5.732 5.024 3.708 25.312 

p-value < 0.0001 0.014 < 0.0001 < 0.0001 0.0002 < 0.0001 

เมื่อแทนค่าประมาณพารามิเตอร์จากตารางที่ 1 จะได้ตัวแบบพยากรณ์แสดงดังสมการที่ (6) 
t t 1 t 2 t 3 t 4 t 24 t 25

t 26 t 27 t 28 t 48 t 49 t 50

t 51 t 52 t 1

Ŷ 2.74021Y 2.65077Y 1.08091Y 0.17035Y 1.18694Y 3.25246Y
3.14630Y 1.28298Y 0.20220Y 0.18694Y 0.51225Y 0.49553Y
0.20207Y 0.03185Y 0.58499e 0.4135

     

     

  

     
     
    t 2 t 24 t 251e 0.88541e 0.51796e   

t 260.36613e  (6) 
เมื่อ tŶ แทนค่าพยากรณ์อัตราเร็วลม ณ เวลา t 

t jY   แทนอนุกรมเวลาอัตราเร็วลม ณ เวลา t – j 
t je   แทนความคลาดเคลื่อนจากการพยากรณ์อัตราเร็วลม ณ เวลา t – j 

จากการตรวจสอบความเหมาะสมของตัวแบบ
พยากรณ์ในสมการที่ (6) โดยพิจารณาที่ค่าความ-
คลาดเคลื่อนดังภาพที่ 4 พบว่า ความคลาดเคลื่อนมี
การกระจายตัวรอบค่าศูนย์ และมีการเคลื่อนไหวเป็น
อิสระกัน ผลจากการพิจารณากราฟ ACF และ PACF 
ของค่าความคลาดเคลื่อนจากการพยากรณ์ดังภาพที่ 
5 พบว่า ความคลาดเคลื่อนมีการเคลื่อนไหวเป็น

อิสระกัน (ยกเว้นช่วงเวลาที่  6 มีค่าสัมประสิทธิ์
สหสัมพันธ์ในตัวและสัมประสิทธ์ิสหสัมพันธ์ในตัวบาง
ส่วนเกินจากขอบเขตเพียงเล็กน้อย ซึ่งไม่มีผลเสียแต่
อย่างใด เนื่องจากเป็นความสัมพันธ์ระหว่างความ-
คลาดเคลื่อนช่วงเวลาที่ t กับความคลาดเคลื่อน
ช่วงเวลาที่ t – 6) และผลการตรวจสอบความเป็น
อิสระกันโดยใช้การทดสอบรันส์ (Runs test) พบว่า 
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ภาพที่ 4 ค่าความคลาดเคลื่อนจากการพยากรณ์
เทียบกับเวลาโดยวิธีบ็อกซ์-เจนกินส์ 

ภาพที่  5 กราฟ ACF และ PACF ของค่ าความ
คลาดเคลื่อนจากการพยากรณ์ 

 3.1.2 ผลของวิธีการปรับเรียบด้วย
เส้นโค้งเลขชี้ก าลังของวินเทอร์แบบบวก 

จากการสร้างตัวแบบพยากรณ์โดย
วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์
แบบบวก ได้ตัวแบบพยากรณ์ดังสมการที่ (7) 

 t m t
ˆŶ 6.16669 0.00248m S     (7) 

ตารางที่ 2 ดัชนีฤดูกาลของอนุกรมเวลาอัตราเร็วลม
ที่ระดับความสูง 120 เมตร จากวิธีการปรับเรียบด้วย
เส้นโค้งเลขช้ีก าลังของวินเทอร์แบบบวก 

ช่วงเวลา ดัชนี
ฤดูกาล ช่วงเวลา ดัชนี

ฤดูกาล 
0.00 น. -0.52233 12.00 น. -0.25343 
1.00 น. -0.57331 13.00 น. 0.23969 
2.00 น. -0.20685 14.00 น. 0.61642 
3.00 น. 0.08076 15.00 น. 0.92353 
4.00 น. 0.00150 16.00 น. 1.05669 
5.00 น. -0.25582 17.00 น. 1.08807 
6.00 น. -0.52275 18.00 น. 1.03096 
7.00 น. -0.75328 19.00 น. 0.88727 
8.00 น. -0.91695 20.00 น. 0.64588 
9.00 น. -1.05385 21.00 น. 0.36575 
10.00 น. -1.03257 22.00 น. 0.09255 
11.00 น. -0.75282 23.00 น. -0.18509 

เ มื่ อ Ŷ แ ท น ค่ า พ ย า ก ร ณ์ อั ต ร า  
t m

  เ ร ็ ว  ล  ม    ณ     เ ว  ล  า     t + m โดยที่ m = 1 แทนวันที่ 30 
มิถุนายน 2558 ช่วงเวลา 0.00 น. 

Ŝ แทนดัชนีฤดูกาล ณ เวลา t รายละเอียด
t

แสดงดังตารางที่ 2 ซึ่งสามารถอธิบายได้ว่า อัตราเร็ว
ลมของช่วงเวลา 3.00 น. ถึง 4.00 น. และช่วงเวลา 
13.00 น. ถึง 22.00 น. ของทุกวัน มีค่ามากกว่า
ช่วงเวลาอื่น ๆ เนื่องจากมีค่าดัชนีฤดูกาลมากกว่า 0 

ไม่มีนัยส าคัญที่ระดับ 0.05  (Z = 1.795, p-value = 
0 . 0 7 3 )  ดั ง นั้ น ตั ว แ บ บ พย า ก ร ณ์ ที่ ส ร้ า ง ขึ้ น 
มีความเหมาะสม 

จากการตรวจสอบความเหมาะสม
ของตัวแบบพยากรณ์ในสมการที่ (7) โดยพิจารณาที่
ค่าความคลาดเคลื่อนดังภาพที่ 6 พบว่า ความคลาด
เคลื่ อนมี ก ารกระจายตั ว รอบค่ าศู นย์  และมี  
การเคลื่อนไหวเป็นอิสระกัน และผลการตรวจสอบ
ความเป็นอิสระกันโดยใช้การทดสอบรันส ์พบว่า ไม่มี
น ัยส าคัญที ่ระดับ 0.05 (Z = -1.397, p-value = 
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0.162) ดั ง นั้ น ตั ว แ บ บ พย า ก ร ณ์ ที่ ส ร้ า ง ขึ้ น มี                   
ความเหมาะสม 

จากการสร้างตัวแบบพยากรณ์โดย
วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์
แบบคูณ ได้ตัวแบบพยากรณ์ดังสมการที่ (8) 

 t m t
ˆŶ 6.15589 0.00513m S   (8) 

ภาพที่ 6 ค่าความคลาดเคลื่อนจากการพยากรณ์
เทียบกับเวลาโดยวิธีการปรับเรียบด้วยเส้นโค้ง 
เลขช้ีก าลังของวินเทอร์แบบบวก 

ตารางที่ 3 ดัชนีฤดูกาลของอนุกรมเวลาอัตราเร็วลม
ที่ระดับความสูง 120 เมตร จากวิธีการปรับเรียบด้วย
เส้นโค้งเลขช้ีก าลังของวินเทอร์แบบคูณ 

ช่วงเวลา 
ดัชนี

ฤดูกาล ช่วงเวลา ดัชนี
ฤดูกาล 

0.00 น. 0.83985 12.00 น. 0.97064 
1.00 น. 0.79284 13.00 น. 1.08100 
2.00 น. 0.86308 14.00 น. 1.17667 
3.00 น. 0.88739 15.00 น. 1.26680 
4.00 น. 0.84286 16.00 น. 1.32058 
5.00 น. 0.77765 17.00 น. 1.35642 
6.00 น. 0.71798 18.00 น. 1.37395 
7.00 น. 0.68675 19.00 น. 1.35988 
8.00 น. 0.68627 20.00 น. 1.30692 
9.00 น. 0.70959 21.00 น. 1.22272 
10.00 น. 0.78011 22.00 น. 1.10126 
11.00 น. 0.86530 23.00 น. 0.97169 

เมื่อ Ŷ  แทนค่าพยากรณ์อัตราชเร็วลม  
t m

ณ เวลา t + m โดยที่ m = 1 แทนวันที่ 30 มิถุนายน 
2558 ช่วงเวลา 0.00 น. 

Ŝ  แทนดัชนีฤดูกาล รายละเอียดแสดงดัง
t

ตารางที่ 3 ซึ่งสามารถอธิบายได้ว่า อัตราเร็วลมของ
ช่วงเวลา 13.00 น. ถึง 22.00 น. ของทุกวัน มีค่า
มากกว่าช่วงเวลาอื่น ๆ เนื่องจากมีค่าดัชนีฤดูกาล
มากกว่า 1 

3.1.3 ผลของวิธีการปรับเรียบด้วยเส้นโค้งเลข
ชี้ก าลังของวินเทอร์แบบคูณ 

จากการตรวจสอบความเหมาะสม
ของตัวแบบพยากรณ์ในสมการที่ (8) โดยพิจารณาที่
ค่าความคลาดเคลื่อนดังภาพที่ 7 พบว่า ความคลาด
เ ค ลื่ อ น มี ก า ร ก ร ะ จ า ยตั ว ร อบ ค่ า ศู น ย์  แ ต่ มี  
การเคลื่อนไหวไม่เป็นอิสระกัน กล่าวคือ เมื่อเวลา
เพิ่มขึ้น ความผันแปรของความคลาดเคลื่อนมีค่า
เพิ่มขึ้น และผลการตรวจสอบความเป็นอิสระกันโดย
ใช้การทดสอบรันส์ พบว่า มีนัยส าคัญที่ระดับ 0.05 
(Z = -5.168, p-value < 0.0001)  ดั งนั้นตัวแบบ
พยากรณ์ที่สร้างขึ้นไม่มีความเหมาะสม จึงไม่ควร
 น   า  ไ ป    พ ย ากรณ์ข้อมูลชุดที่ 2 เพื่อเปรียบเทียบค่า 
MAPE และ RMSE 
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ภาพที่ 7 ค่าความคลาดเคลื่อนจากการพยากรณ์
เทียบกับเวลาโดยวิธีการปรับเรียบด้วยเส้นโค้ง                
เลขช้ีก าลังของวินเทอร์แบบคูณ 

3.2 ผลการเปรียบเทียบความถูกต้องของ
ตัวแบบพยากรณ์ 

จากการ เปรี ยบ เที ยบค่ า จริ งกับค่ า
พยากรณ์อัตราเร็วลมรายช่ัวโมงที่ระดับความสูง 120 
เมตร จังหวัดมุกดาหาร ของข้อมูลชุดที่ 2 ตั้งแต่วันที่ 

30 มิถุนายน 2558 ช่วงเวลา 0.00 น. ถึงวันที่ 1 
กรกฎาคม 2558 ช่วงเวลา 0.00 น. จ านวน 25 ค่า 
โดยการค านวณค่า MAPE และ RMSE ในสมการที่ 
(4) และสมการที่ (5) ตามล าดับ ได้ผลแสดงดังตาราง
ที่ 4 และภาพที่ 8 ซึ่งพบว่า เมื่อใช้ตัวแบบพยากรณ์
ของวิธีบ็อกซ์-เจนกินส์ ในสมการที่ (6) ได้ค่า MAPE 
และ RMSE ต่ าที่สุด ดังนั้นวิธีการพยากรณ์นี้จึงเป็น
วิธีที่มีความถูกต้องและเหมาะสมมากที่สุดกับอนุกรม
เวลาอัตราเร็วลมรายช่ัวโมงที่ระดับความสูง 120 
เมตร จังหวัดมุกดาหาร โดยวิธีการพยากรณ์นี้มี  
ความผิดพลาดจากการพยากรณ์ร้อยละ 4.9216 
( MAPE = 4.9216) ห รื อ มี ค ว า ม ผิ ด พล าดจาก 
การพยากรณ์ 0.5 เมตร/วินาที (RMSE = 0.5) ซึ่งทั้ง 
2 เกณฑ์ที่ใช้ในการเปรียบเทียบความถูกต้องของตัว
แบบพยากรณ์ให้ผลเป็นไปในทิศทางเดียวกัน จึงท า
ให้น่าเช่ือถือได้มากยิ่งขึ้นว่าวิธีบ็อกซ์-เจนกินส์เป็นวิธี
ที่มีความเหมาะสมกับอนุกรมเวลาชุดนี้มากที่สุด 

ตารางที่ 4 ผลการเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์ 

ช่วงเวลา 
อัตราเร็วลม 

(เมตร/วินาท)ี 
ค่าพยากรณ์จากวิธีการพยากรณ์ 

บ็อกซ-์เจนกินส ์ วินเทอร์แบบบวก 
30/6/2015 0:00 น. 5.9095 5.9103 5.6468 
30/6/2015 1:00 น. 5.9932 6.1189 5.5983 
30/6/2015 2:00 น. 6.7231 6.7392 5.9673 
30/6/2015 3:00 น. 7.3818 7.3028 6.2574 
30/6/2015 4:00 น. 7.5553 7.3535 6.1806 
30/6/2015 5:00 น. 7.6225 7.1403 5.9257 
30/6/2015 6:00 น. 7.3963 6.9324 5.6613 
30/6/2015 7:00 น. 7.1798 6.7213 5.4332 
30/6/2015 8:00 น. 6.9544 6.5182 5.2720 
30/6/2015 9:00 น. 6.9642 6.2862 5.1376 
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30/6/2015 10:00 น. 6.4804 5.9788 5.1614 
30/6/2015 11:00 น. 6.2601 6.0542 5.4436 
30/6/2015 12:00 น. 6.7519 6.5105 5.9455 
30/6/2015 13:00 น. 7.2185 6.9569 6.4411 
30/6/2015 14:00 น. 7.4259 7.2902 6.8203 
30/6/2015 15:00 น. 7.5503 7.5541 7.1299 
30/6/2015 16:00 น. 7.6087 7.6362 7.2655 
30/6/2015 17:00 น. 7.6652 7.6112 7.2994 
30/6/2015 18:00 น. 7.6631 7.4976 7.2447 
30/6/2015 19:00 น. 7.5792 7.3113 7.1035 
30/6/2015 20:00 น. 7.3644 7.0339 6.8646 
30/6/2015 21:00 น. 7.2232 6.7607 6.5870 
30/6/2015 22:00 น. 7.5171 6.6826 6.3162 
30/6/2015 23:00 น. 7.8452 6.6181 6.0411 
1/7/2015 0:00 น. 7.7110 6.3649 5.7063 

MAPE 4.9216 13.9033 
RMSE 0.5000 1.1539 

ภาพที่ 8 การเปรียบเทียบอัตราเรว็ลมและค่าพยากรณ์ ท่ีระดับความสูง 120 เมตร จังหวัดมุกดาหาร 

ตารางที่ 4 ผลการเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์ (ต่อ) 

ช่วงเวลา อัตราเร็วลม 
(เมตร/วินาท)ี 

ค่าพยากรณ์จากวิธีการพยากรณ์ 
บ็อกซ-์เจนกินส ์ วินเทอร์แบบบวก 
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ผลการศึกษาครั้งนี้มีความสอดคล้องกับ
การศึกษาของวรางคณา กีรติวิบูลย์ และเจ๊ะอัฐฟาน 
มาหิเละ [2] ที่พบว่า วิธีบ็อกซ์-เจนกินส์เป็นวิธีที่มี
ความเหมาะสมมากที่สุดกับอนุกรมเวลาอัตราเร็วลม
รายชั่วโมง ที่ระดับความสูง 40 เมตร ตามแนวชายฝั่ง 
อ า เภอท่าศาลา จังหวัดนครศรีธรรมราช และ
สอดคล้องกับการศึกษาของ Keerativibool et al. 
[3] ที่ พบว่ า  วิ ธี บ็ อกซ์ - เ จนกิ นส์ เ ป็ นวิ ธี ที่ ดี ใ น 
การพยากรณ์อัตราเร็วลมราย 3 ช่ัวโมง ที่ระดับความ
สูง 30 เมตร ตามแนวชายฝั่ง อ าเภอจะนะ จังหวัด
สงขลา แต่มีความขัดแย้งกับการศึกษาของวรางคณา 
กีรติวิบูลย์ และเจ๊ะอัฐฟาน มาหิเละ [1] ที่พบว่า 
วิธีการแยกส่วนประกอบของอนุกรมเวลาในรูปแบบ
บวกให้ความแม่นย าในการพยากรณ์สูงกว่าวิธีบ็อกซ์-
เจนกินส์ในการพยากรณ์อัตราเร็วลมราย 3 ช่ัวโมง                
ที่ระดับความสูง 20 เมตร ตามแนวชายฝั่งของอ าเภอ
จะนะ จังหวัดสงขลา อาจเนื่องมาจากความแตกต่าง
ของช่วงเวลาในการเก็บรวบรวมข้อมูล ระดับความสูง
ที่วัดอัตราเร็วลม พื้นที่ที่ศึกษา และวิธีการสร้างตัว
แบบพยากรณ์ที่น ามาศึกษาเปรียบเทียบ  

ผลการศึกษาครั้ งนี้พบว่า วิธีบ็อกซ์ -                         
เจนกินส์มีความถูกต้องและเหมาะสมมากที่สุดกับ
อนุกรมเวลาอัตราเร็วลมที่ระดับความสูง 120 เมตร 
จังหวัดมุกดาหาร อาจเน่ืองมาจากการสร้างตัวแบบ
พยากรณ์ของวิธีนี้จะพิจารณาลักษณะของอนุกรม
เวลาว่ามีสหสัมพันธ์กันอย่างไร รวมถึงมีการพิจารณา
ข้อมูลและความคลาดเคลื่อนในอดีตเพื่อน ามาสร้าง
เป็นตัวแบบพยากรณ์ที่เหมาะสม โดยวิธีการพยากรณ์
นี้ ส า ม า รถ ใ ช้ ไ ด้ กั บ อนุ ก รม เ วล า ที่ มี ลั ก ษ ณ ะ                                   
การเคลื่อนไหวทุกรูปแบบ อีกเหตุผลหนึ่งที่ผู้วิจัยคาด
ว่าวิธีบ็อกซ์-เจนกินส์มีความเหมาะสมมากกว่าวิธีการ
ปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์แบบ

การศึกษาครั้ งต่อไปควรประยุกต์ ใ ช้
วิธีการพยากรณ์วิธีอื่น ๆ เช่น วิธีโครงข่ายประสาท
เทียม (Artificial neural networks, ANN) รวมทั้ง
ควรเพิ่มเติมข้อมูลอัตราเร็วลมให้เป็นปัจจุบัน เพื่อ
ปรับปรุงตัวแบบพยากรณ์ที่ได้ให้มีความเหมาะสม
และมีค่าพยากรณ์ที่มีความคลาดเคลื่อนน้อยที่สุด อีก
ทั้งเพื่อประโยชน์ในด้านการวางแผนและการพัฒนา
เทคโนโลยีกังหันลมภายในประเทศ ควรสร้างตัวแบบ
พยากรณ์อัตราเร็วลมที่ระดับความสูงอื่น ๆ เช่น 50 
และ 100 เมตร เป็นต้น 

4. สรุปผลการทดลอง
การวิจัยครั้งนี้ได้น าเสนอวิธีการสร้างและ

คัดเลือกตัวแบบพยากรณ์ที่เหมาะสมกับอนุกรมเวลา
อัตราเร็วลมรายช่ัวโมงที่ระดับความสูง 120 เมตร 
จังหวัดมุกดาหาร โดยใช้ข้อมูลจากศูนย์วิจัยพลังงาน
และสิ่งแวดล้อม มหาวิทยาลัยทักษิณ ผลการศึกษา
พบว่า วิธีบ็อกซ์-เจนกินส์เป็นวิธีที่มีความถูกต้องและ
เหมาะสมมากกว่าวิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
ก าลังของวินเทอร์แบบบวก และวิธีการปรับเรียบด้วย
เส้นโค้งเลขช้ีก าลังของวินเทอร์แบบคูณ ซึ่งตัวแบบ
พยากรณ์ของวิธีบ็อกซ์-เจนกินส์ แสดงดังนี ้

t

เป็นบวก ซึ่ งหมายถึงผลที่ ได้จากการพยากรณ์
อัตราเร็วลมจะเป็นไปในทิศทางเพิ่มขึ้นเท่าน้ัน ขณะที่

   อั  ต  ร า  เร็   ว  ล  ม ชุ  ด  ที ่   1    ที ่ น  ามาศึกษามีแนวโน้มทั้งลดลง
และเพิ่มขึ้น 

บวก และวิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของ
วินเทอร์แบบคูณ อาจเนื่องมาจากตัวแบบพยากรณ์ที่
ได้จากวิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของ 
วินเทอร์แบบบวก และวิธีการปรับเรียบด้วยเส้นโค้ง
เลขช้ีก าลังของวินเทอร์แบบคูณมีค่าความชัน  b 
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t t 1 t 2 t 3 t 4 t 24 t 25

t 26 t 27 t 28 t 48 t 49 t 50

t 51 t 52 t 1

Ŷ 2.74021Y 2.65077Y 1.08091Y 0.17035Y 1.18694Y 3.25246Y
3.14630Y 1.28298Y 0.20220Y 0.18694Y 0.51225Y 0.49553Y
0.20207Y 0.03185Y 0.58499e 0.4135

     

     

  

     
     
    t 2 t 24 t 251e 0.88541e 0.51796e   

t 260.36613e 

เมื่อ tŶ แทนค่าพยากรณ์อัตราเร็วลม ณ เวลา t 
t jY   แทนอนุกรมเวลาอัตราเร็วลม ณ เวลา t – j 

t je   แทนความคลาดเคลื่อนจากการพยากรณ์อัตราเร็วลม ณ เวลา t – j 
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บทคัดย่อ 
 วัตถุประสงค์ของการศึกษาครั้งน้ีคือ การสร้างและคัดเลือกตัวแบบพยากรณ์ที่เหมาะสมกับอนุกรมเวลา

ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ โดยใช้ข้อมูลจากเว็บไซต์ของส านักงานเศรษฐกิจการเกษตร ต้ังแต่
เดือนมกราคม 2554 ถึงเดือนพฤศจิกายน 2561 จ านวน 95 ค่า ข้อมูลถูกแบ่งออกเป็น 2 ชุด ชุดที่ 1 ตั้งแต่เดือน
มกราคม 2554 ถึงเดือนกันยายน 2561 จ านวน 93 ค่า ส าหรับการสร้างตัวแบบพยากรณ์ด้วยวิธีบ็อกซ์-เจนกินส์ 
วิธีการปรับเรียบด้วยเส้นโค้งเลขชี้ก าลังของวินเทอร์แบบบวก และวิธีการปรับเรียบด้วยเส้นโค้งเลขชี้ก าลังของ
วินเทอร์แบบคูณ ชุดที่ 2 ตั้งแต่เดือนตุลาคมถึงเดือนพฤศจิกายน 2561 จ านวน 2 ค่า ส าหรับการเปรียบเทียบ
ความถูกต้องของค่าพยากรณ์ โดยใช้เกณฑ์เปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย (MAPE) และเกณฑ์รากท่ี
สองของความคลาดเคลื่อนก าลังสองเฉลี่ย (RMSE) ที่ต่ าที่สุด ผลการศึกษาพบว่า จากวิธีการพยากรณ์ทั้งหมดที่
ได้ศึกษา วิธีที่มปีระสิทธิภาพสูงสุด คือ วิธีบ็อกซ์-เจนกินส์ (MAPE = 4.64, RMSE = 215,204) 
ค าส าคัญ:  การพยากรณ์ ตัวแบบพยากรณ์ การส่งออก ปลาหมึกและผลิตภัณฑ์ 

ABSTRACT 
The objective of this study was to construct and select the appropriate forecasting models for the 

export quantity of squid and products. The data gathered from the website of the Office of Agricultural 
Economics from January 2011 to November 2018 of 95 values were used and divided into 2 sets. The first 
set had 93 values from January 2011 to September 2018 for constructing the forecasting models by Box-
Jenkins method, Winters’ additive exponential smoothing method, and Winters’ multiplicative exponential 
smoothing method. The second set had 2 values from October to November 2018 for comparing the 
accuracy of the forecasts via the criteria of the lowest mean absolute percentage error (MAPE) and root 
mean squared error (RMSE). Research findings indicated that for all forecasting methods that had been 
studied, the most accurate method was Box-Jenkins method (MAPE = 4.64, RMSE = 215,204). 
Keywords: Forecast, Forecasting model, Export, Squid and products 
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1. บทน า
อาหารทะเลนับเป็นอาหารประเภทหนึ่งที่

ส าคัญของมนุษย์และกลายเป็นแหล่งส าคัญทาง
เศรษฐกิจมากยิ่งขึ้น โดย 10 ประเทศที่มีการส่งออก
ผลิตภัณฑ์อาหารทะเลจ านวนมาก รวมทั้งปลา กุ้ง 
เปลือกหอย และอื่น ๆ ได้แก่ ประเทศจีน นอร์เวย์ 
เวียดนาม สหรัฐอเมริกา อินเดีย แคนาดา ชิลี สวีเดน 
เนเธอร์แลนด์ และอินโดนีเซีย ตามล าดับ [1] ส าหรับ
ประเทศไทยสามารถจับสัตว์น้ าทะเลได้เป็นจ านวน
มากในแต่ละปีและมีการน าไปใช้เพื่อการบริโภคใน
รูปแบบต่าง ๆ กัน ทั้งการบริโภคสด และการน าเข้าสู่
ภาคอุตสาหกรรมการผลิตประเภทต่าง ๆ เช่น อาหาร
ทะเลแช่เย็นแช่แข็ง อาหารทะเลกระป๋อง ท าเค็มและ
ตากแห้ง  เป็นต้น  [2] โดยปลาหมึกเป็นสัตว์น้ า
ประเภทหนึ่งที่มีความส าคัญทางเศรษฐกิจของ
ประเทศไทยรองลงมาจากกุ้ง ซึ่งกองควบคุมการค้า
สัตว์น้ าและปัจจัยการผลิต กรมประมง ได้รายงานว่า 
ผลิตภัณฑ์สัตว์น้ าจ าพวกปลาหมึกในรูปแบบต่าง ๆ ที่
บริโภคภายในประเทศและถูกส่งออกไปยังตลาด
ต่างประเทศมีปริมาณและมูลค่าเพิ่มขึ้นมาก ส าหรับ
การส่งออกปลาหมึกผ่านทางด่านตรวจสัตว์น้ า              
ท่าอากาศยานสุวรรณภูมิในปี 2560 ส่วนใหญ่เป็น
ปลาหมึกสดแช่ เย็น โดยส่ งออกไปยังประเทศ              
เกาหลีใต้ คิดเป็นร้อยละ 97 ของปริมาณการส่งออก
ปลาหมึกทั้งปี [3] อย่างไรก็ตาม จากการศึกษา
ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์เฉลี่ยต่อ
เดือนจากเว็บไซต์ของส านักงานเศรษฐกิจการเกษตร
ย้อนหลังตั้งแต่ปี 2554 ถึงปัจจุบันกลับพบว่า ปริมาณ
การส่งออกปลาหมึกและผลิตภัณฑ์มีแนวโน้มลดลง
และมีความผันผวนสูง โดยเฉพาะตั้งแต่ปี 2558 ถึงปี 
2561 ปริมาณการส่งออกลดลงเมื่อเทียบกับปีก่อนคิด
เ ป็ น ร้ อ ย ล ะ  11.97, 13.33, 12.57 แ ล ะ  6.61 

ตามล าดับ [4] อุตสาหกรรมการส่งออกปลาหมึกและ
ผลิตภัณฑ์จะยังคงมีปริมาณการส่งออกลดลงและมี
ความผันผวนสูงเช่นนี้ตลอดไปหรือไม่ การพยากรณ์
ทางสถิตินับเป็นเครื่องมือหนึ่งที่ช่วยตอบค าถามนี้ได้ 
ด้วยเหตุผลดังกล่าว ผู้วิจัยจึงเริ่มสืบค้นงานวิจัยที่
เกี่ยวกับการพยากรณ์ปริมาณการส่งออกปลาหมึก
และผลิตภัณฑ์ พบว่า สุภาภรณ์ กอสูงเนิน [2] ได้
ศึกษาการส่งออกปลาหมึกแห้งไปยังสาธารณรัฐ
ประชาธิปไตยประชาชนลาว โดยการศึกษาครั้งนี้
ไม่ได้ใช้วิธีการพยากรณ์ทางสถิติในการสร้างตัว
แบบพยากรณ์ แต่เป็นเพียงการเก็บรวบรวมข้อมูล 
เชิงคุณภาพเท่านั้น ดังนั้นผู้วิจัยจึงมีความสนใจที่จะ
ศึกษาการสร้างตัวแบบพยากรณ์ปริมาณการส่งออก
ปลาหมึกและผลิตภัณฑ์ด้วยวิธีการทางสถิติ ได้แก่ 
วิธีบ็อกซ์-เจนกินส์ (Box-Jenkins method) วิธีการ
ปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์แบบ
บวก (Winters’ additive exponential smoothing 
method) และวิธีการปรับเรียบด้วยเส้นโค้งเลขช้ี
ก า ลั ง ข อ ง วิ น เ ท อ ร์ แ บ บ คู ณ  (Winters’ 
multiplicative exponential smoothing method) 
เนื่องจากได้พิจารณาจากลักษณะการเคลื่อนไหวของ
ข้อมูลชุดที่ 1 แล้วพบว่า วิธีการเหล่านี้เป็นวิธีที่มี
ความเหมาะสมกับอนุกรมเวลาชุดนี้มากกว่าวิธีการ
พยากรณ์อื่น ๆ เช่น วิธีการปรับเรียบด้วยเส้นโค้งเลข
ช้ีก าลังของโฮลต์ (Holt’s exponential smoothing 
method) วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลัง 
ของบราวน์  (Brown’s exponential smoothing 
method) วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังที่มี
แนวโน้มแบบแดม (Damped trend exponential 
smoothing method) วิธีการปรับเรียบด้วยเส้นโค้ง
เลขช้ีก าลังที่มีฤดูกาลอย่างง่าย (Simple seasonal 
exponential smoothing method) และวิ ธี ก า ร
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พยากรณ์รวม  (Combined forecasting method) 
เป็นต้น หลังจากที่ได้ตัวแบบพยากรณ์แล้ว ผู้วิจัยจะ
คัดเลือกตัวแบบพยากรณ์ที่มีประสิทธิภาพสูงสุด 1 
ตัวแบบ ด้วยเกณฑ์เปอร์เซ็นต์ความคลาดเคลื่อน
สัมบูรณ์เฉลี่ย (Mean absolute percentage error, 
MAPE) และเกณฑ์รากที่สองของความคลาดเคลื่อน
ก า ลั ง ส อ ง เ ฉ ลี่ ย  (Root mean squared error, 
RMSE) ที่ต่ าที่สุด  

ด้วยเหตุผลของความผันผวนในปริมาณ                
การส่งออกปลาหมึกและผลิตภัณฑ์ดังกล่าว จึงเป็น
ประเด็นที่น่าสนใจที่ควรมีการศึกษาถึงปริมาณ             
การส่ งออกปลาหมึกและผลิตภัณฑ์ ในอนาคต 
เพื่อที่จะหาแนวทางในการเพิ่มศักยภาพและขีด
ความสามารถของผู้ประกอบการการส่งออกปลาหมึก
และผลิตภัณฑ์ของประเทศไทยให้สามารถแข่งขันกับ
ประเทศอื่น ๆ ได้มากยิ่งขึ้น รวมถึงเป็นแนวทางให้
รั ฐบาลสามารถออกนโยบายในการสนับสนุน                                    
การส่งออกปลาหมึกและผลิตภัณฑ์ได้อย่างเหมาะสม 
ซึ่งจะน ารายได้มาสู่ประเทศไทยมากยิ่งขึ้น และท าให้
เกิดการเจริญเติบโตทางเศรษฐกิจของประเทศต่อไป 

                    

                    

ช้ีก าลังของวินเทอร์แบบบวก และวิธีการปรับเรียบ
ด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์แบบคูณ ข้อมูล 
ชุดที่  2 คือ ข้อมูลตั้ งแต่ เดือนตุลาคมถึ ง เดือน
พฤศ จิ ก า ย น  2 5 61  จ า น ว น  2  ค่ า  ส า ห รั บ 
การเปรียบเทียบความถูกต้องของค่าพยากรณ์ โดยใช้
เกณฑ์ MAPE และ RMSE ที่ต่ าที่สุด โดยสาเหตุที่
ผู้วิจัยแบ่งข้อมูลชุดที่ 2 ไว้เพียง 2 ค่า เนื่องจากใน
การทดลองวิเคราะห์ข้อมูลครั้งแรกได้เก็บข้อมูลชุดที่ 
2 ไว้จ านวน 11 ค่า ตั้งแต่เดือนมกราคมถึงเดือน
พฤศจิกายน 2561 พบว่า ตัวแบบพยากรณ์ที่ได้จาก
ข้อมูลชุดที่ 1 จ านวน 84 ค่า ตั้งแต่เดือนมกราคม 
2554 ถึงเดือนธันวาคม 2560 มีประสิทธิภาพในการ
พยากรณ์ข้อมูลชุดที่ 2 ไม่ดีเท่าที่ควร โดยมีค่า MAPE 
ของข้อมูลชุดที่  2 สูงถึง ร้อยละ 32.61 และมีค่า 
RMSE ของข้อมูลชุดที่ 2 สูงถึง 1,301,629 กิโลกรัม 

การตรวจสอบว่ าอนุกรม เวลาปริ มาณ 
การส่งออกปลาหมึกและผลิตภัณฑ์มีส่วนประกอบ
ของแนวโน้มหรือไม่ ด าเนินการดังนี้  

1. ตรวจสอบข้อสมมุติ (Assumption) คือ
อนุกรมเวลาในแต่ละปีมีการแจกแจงปรกติโดยใช้ 
การทดสอบคอลโมโกรอฟ-สมีร์นอฟ (Kolmogorov-
Smirnov test)  

2. ตร วจสอบความ เท่ า กั นขอ ง ความ -
แปรปรวนโดยใช้การทดสอบของเลวีนภายใต้  
การใช้มัธยฐาน (Levene’s test based on median)  

3. เลือกใช้สถิติส าหรับการทดสอบค่าเฉลี่ย
ของอนุกรมเวลาในแต่ละปี โดยถ้าอนุกรมเวลาในแต่
ละปีมีการแจกแจงปรกติและมีความแปรปรวนเท่ากนั 
จะใช้สถิติอิงพารามิเตอร์ (Parametric statistics) ซึ่ง
คือ การวิ เคราะห์ความแปรปรวน (Analysis of 
variance, ANOVA) แต่ถ้าอนุกรมเวลาในแต่ละปีไม่มี
การแจกแจงปรกติหรือมีความแปรปรวนไม่เท่ากัน 

2. วัสดุ อุปกรณ์ และวิธีการทดลอง
การวิจัยครั้ งนี้ ด า เนินการสร้ างตั วแบบ

พยากรณ์ด้วยโปรแกรม SPSS โดยใช้อนุกรมเวลา
ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ (กิโลกรัม) 
จากเว็บไซต์ของส านักงานเศรษฐกิจการเกษตร [4] 
ตั้งแต่เดือนมกราคม 2554 ถึงเดือนพฤศจิกายน 
2561 จ านวน 95 ค่า ผู้วิจัยได้แบ่งข้อมูลออกเป็น 
2 ชุด ชุดที่ 1 คือ ข้อมูลตั้งแต่เดือนมกราคม 2554 ถึง
เดือนกันยายน 2561 จ านวน 93 ค่า ส าหรับการสรา้ง
ตัวแบบพยากรณ์ด้วยวิธีการทางสถิติ 3 วิธี ได้แก่  
วิธีบ็อกซ์-เจนกินส์ วิธีการปรับเรียบด้วยเส้นโค้งเลข 
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จะ ใ ช้สถิ ติ ไม่ อิ งพารามิ เ ตอร์  (Nonparametric 
statistics) ซึ่งคือ การวิเคราะห์ความแปรปรวนทาง
เดียวโดยล าดับที่ของครัสคอล -วอลลิส (Kruskal-
Wallis’s one-way analysis of variance by rank) 
ถ้าผลการทดสอบค่าเฉลี่ยของอนุกรมเวลาในแต่ละปี
มีนัยส าคัญ หมายความว่า ในแต่ละปีอนุกรมเวลามี
ค่ า เ ฉลี่ ย แตกต่ า งกั น  นั่ น คื อ  อนุ ก รม เ วล ามี
ส่วนประกอบของแนวโน้ม 

การตรวจสอบว่ าอนุกรม เวลาปริ มาณ                                      
การส่งออกปลาหมึกและผลิตภัณฑ์มีความผันแปร
ตามฤดูกาลหรือไม่ ด าเนินการดังนี้  

1. พิจารณาว่าอนุกรมเวลามีส่วนประกอบ
ของแนวโน้มหรือไม่ ถ้ามีต้องก าจัดแนวโน้มออก
ก่อนที่จะทดสอบค่าเฉลี่ยของอนุกรมเวลาในแต่ละ
เดือน ซึ่งวิธีการก าจัดแนวโน้มมี 2 วิธี คือ ถ้าพิจารณา
ที่กราฟของอนุกรมเวลาเทียบกับเวลาแล้วพบว่า 
อนุกรมเวลามีการเคลื่อนไหวหรือมีการแกว่งตัวที่
ค่อนข้างคงที่เมื่อเวลาเปลี่ยนแปลงไป กล่าวได้ว่า 
อนุกรมเวลามีความเหมาะสมกับตัวแบบบวก ควร
ก าจัดแนวโน้มออกด้วยการลบ แต่ถ้าอนุกรมเวลามี
การเคลื่อนไหวหรือมีการแกว่งตัวที่เพิ่มขึ้นหรือลดลง
เมื่อเวลาเปลี่ยนแปลงไป กล่าวได้ว่า อนุกรมเวลามี
ความเหมาะสมกับตัวแบบคูณ ควรก าจัดแนวโน้ม
ออกด้วยการหาร  

2. ตรวจสอบข้อสมมุติ คือ อนุกรมเวลาในแต่
ละเดือนหลังจากก าจัดแนวโน้มออกแล้วมีการแจก
แจงปรกติและมีความแปรปรวนเท่ากันหรือไม่
เช่นเดียวกับข้อ 1 และ 2 ของการตรวจสอบแนวโน้ม 

3. เลือกใช้สถิติทดสอบเช่นเดียวกับข้อ 3 ของ
การตรวจสอบแนวโน้ม โดยถ้าผลการทดสอบค่าเฉลี่ย
ของอนุกรมเวลาในแต่ละเดือนหลังจากก าจัดแนวโน้ม 

ออกแล้วมีนัยส าคัญ หมายความว่า ในแต่ละเดือน
อนุกรมเวลาที่ไม่มีแนวโน้มมีค่าเฉลี่ยแตกต่างกัน 
นั่นคือ อนุกรมเวลามีส่วนประกอบของความผันแปร
ตามฤดูกาล 

สัญลักษณ์ที่ใช้ส าหรับวิธีการสร้างตัวแบบ
พยากรณ์ในหัวข้อท่ี 2.1 – 2.3 แสดงดังนี ้

tY  แทนอนุกรมเวลา ณ เวลา t 
t  แทนอนุกรมเวลาของความคลาด

เคลื่อนที่มีการแจกแจงปรกติและเป็นอิสระกันด้วย
ค่าเฉลี่ยเท่ากับศูนย์ และความแปรปรวนเท่ากันทุก
ช่วงเวลา 

t mŶ   แทนค่าพยากรณ์ ณ เวลา t + m โดย
ที่ m แทนจ านวนช่วงเวลาที่ต้องการพยากรณ์ไป
ข้างหน้า 

ta , tb  และ tŜ  แทนค่าประมาณ ณ เวลา t 
แสดงระยะตัดแกน Y, ความชันของแนวโน้ม และ
ความผันแปรตามฤดูกาล ตามล าดับ 

 ,   และ   แทนค่าคงตัวการปรับเรียบ 
โดยที่ 0 1   , 0 1    และ 0 1    

t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง n1 
เมื่อ n1 แทนจ านวนข้อมูลในอนุกรมเวลาชุดที่ 1 

s แทนจ านวนคาบของฤดูกาล 
2.1 การพยากรณ์โดยวิธีบ็อกซ-์เจนกินส์ 
 การพยากรณ์โดยวิธีบ็อกซ์-เจนกินส์มี

ความเหมาะสมกับอนุกรมเวลาที่มีทั้งส่วนประกอบ
ของแนวโน้มและความผันแปรตามฤดูกาล มี
ตั ว แ บ บ ใ น รู ป ทั่ ว ไ ป  (General model) คื อ 
SARIMA(p, d, q)(P, D, Q)s แสดงดังนี ้[5]  
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      Dds s
p P tB B 1 B 1 B Y   

   s
q Q tB B      (1) 

เมื่อ    s
p PB B     แทนค่าคงตัว (Constant) 

โดยที่    แทนค่าเฉลี่ยของอนุกรมเวลาที่คงที่  
(Stationary) 

  2
p 1 2B 1 B B     … p

pB  แ ท น
ตัวด าเนินการสหสัมพันธ์ในตัวอันดับที่ p กรณีไม่มี
ฤดูกาล (Non-seasonal autoregressive operator 
of order p, AR(p)) 

 s s 2s
P 1 2B 1 B B     … Ps

PB

แทนตัวด าเนินการสหสัมพันธ์ในตัวอันดับที่ P กรณีมี
ฤดูกาล (Seasonal autoregressive operator of 
order P, SAR(P)) 

  2
q 1 2B 1 B B     … q

qB  แ ท น
ตัวด าเนินการเฉลี่ยเคลื่อนที่อันดับที่ q กรณีไม่มี
ฤดูกาล (Non-seasonal moving average operator of 
order q, MA(q)) 

 s s 2s
Q 1 2B 1 B B     … Qs

QB

แทนตัวด าเนินการเฉลี่ยเคลื่อนที่อันดับที่ Q กรณีมี
ฤดูกาล (Seasonal moving average operator of 
order Q, SMA(Q)) 

 d และ D แทนล าดับที่ของการหาผลต่าง
และผลต่างฤดูกาล ตามล าดับ 

 B แทนตัวด าเนินการถอยหลัง (Backward 
operator) โดยที่ s

t t sB Y Y   
2.2 การพยากรณ์โดยวิธีการปรับเรียบด้วย

เส้นโค้งเลขชี้ก าลังของวินเทอร์แบบบวก  
 การปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของ

วินเทอร์แบบบวกมีความเหมาะสมกับอนุกรมเวลาที่มี
ส่วนประกอบของแนวโน้มที่ เป็นเส้นตรงและมี                             
ความผันแปรตามฤดูกาล  โดยที่ อัตราส่วนของ                

ความผันแปรตามฤดูกาลต่อค่าแนวโน้มมีค่าคงที่  
กล่าวคือ อัตราส่วนของความผันแปรตามฤดูกาลต่อ
ค่าแนวโน้มมีค่าไม่เพิ่มขึ้นและไม่ลดลงตามเวลาที่
เปลี่ยนแปลงไป ตัวแบบพยากรณ์แสดงดังนี ้[6] 

 t m t t t
ˆŶ a b m S    (2) 

เมื่อ     t t t s t 1 t 1
ˆa Y S 1 a b        , 

   t t t 1 t 1b a a 1 b       , 
   t t t t s

ˆ ˆS Y a 1 S      

2.3 การพยากรณ์โดยวิธีการปรับเรียบด้วย
เส้นโค้งเลขชี้ก าลังของวินเทอร์แบบคูณ  

 การปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของ
วินเทอร์แบบคูณมีความเหมาะสมกับอนุกรมเวลาที่มี
ส่วนประกอบของแนวโน้มที่ เ ป็นเส้นตรงและมี  
ความผันแปรตามฤดูกาล  โดยที่ อัตราส่วนของ 
ความผันแปรตามฤดูกาลต่อค่าแนวโน้มมีค่าเพิ่มขึ้น
หรือลดลงตามเวลาที่ เปลี่ยนแปลงไป  ตัวแบบ
พยากรณ์แสดงดังนี ้[6] 

 (3) 

เมื่อ   t
t t 1 t 1

t s

Ya 1 a b
Ŝ  



     , 

   t t t 1 t 1b a a 1 b       , 

 t
t t s

t

Yˆ ˆS 1 S
a     

2.4 การเปรียบเทียบความถูกต้องของ  
ค่าพยากรณ์ 

 ก า ร วิ จั ย ค รั้ ง นี้ ไ ด้ คั ด เ ลื อ กตั ว แบบ
พยากรณ์ที่ เหมาะสมกับอนุกรมเวลาปริมาณ 
ก า ร ส่ ง อ อ ก ป ล า ห มึ ก แ ล ะ ผ ลิ ต ภั ณ ฑ์  โ ด ย 
การเปรียบเทียบค่าจริงของข้อมูลชุดที่ 2 ตั้งแต่เดือน

 t m t t t
ˆŶ a b m S  
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ตุลาคมถึงเดือนพฤศจิกายน 2561 กับค่าพยากรณ์
จากวิธีการพยากรณ์ 3 วิธี ได้แก่ วิธีบ็อกซ์-เจนกินส์ 
วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์
แบบบวก และวิธีการปรับเรียบด้วยเสน้โค้งเลขช้ีก าลงั
ของวินเทอร์แบบคูณ จากนั้นน าค่าความแตกต่าง
ระหว่างค่าจริงและค่าพยากรณ์มาค านวณค่า MAPE 
และ RMSE ซึ่งวิธีการพยากรณ์ที่มีค่า MAPE และ 
RMSE ต่ าที่สุด จัดเป็นวิธีที่มีประสิทธิภาพสูงสุด จึงมี
ความเหมาะสมกับอนุกรมเวลาชุดนี้มากที่สุด เกณฑ์ 
MAPE และ RMSE แสดงดังนี้ [6] 

 
2n

t

t 12 t

100 eMAPE
n Y

   และ 2n
2
t

t 12

1RMSE e
n 

   

 (4) 
 
เมื่อ t t t

ˆe Y Y   แทนความคลาด เคลื่ อนจาก                       
การพยากรณ์ ณ เวลา t 
 tY  แทนอนุกรมเวลา ณ เวลา t 
 tŶ  แทนค่าพยากรณ์ ณ เวลา t 
  t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง n2 โดยที่ 
n2 แทนจ านวนข้อมูลในอนุกรมเวลาชุดที่ 2 
 
3. ผลการทดลองและอภิปรายผล 

จากการพิจารณาลักษณะการเคลื่อนไหวของ
อนุกรมเวลาชุดที่  1 ซึ่ งคือ ปริมาณการส่งออก
ปลาหมึกและผลิตภัณฑ์ ตั้งแต่เดือนมกราคม 2554 
ถึงเดือนกันยายน 2561 จ านวน 93 ค่า ดังภาพที่ 1 

พบว่า อนุกรมเวลาชุดนี้มีส่วนประกอบของแนวโน้ม
เพิ่มขึ้นเล็กน้อยในช่วงเดือนมกราคม 2554 ถึงเดือน 
ธันวาคม 2557 หลังจากนั้นพบว่า อนุกรมเวลามี
แนวโน้มลดลงอย่างชัดเจน อีกทั้งอนุกรมเวลาชุดนี้ยัง
มีความผันแปรตามฤดูกาลรวมอยู่ด้วย นอกเหนือจาก
การพิจารณากราฟของอนุกรมเวลาเทียบกับเวลาแล้ว 
ผู้ วิ จั ย ยั ง ไ ด้ ต ร วจสอบว่ าอนุ ก รม เ วลา ชุดนี้ มี
ส่วนประกอบของแนวโน้มและความผันแปรตาม
ฤดูกาลจริงหรือไม่ ดังน้ี 

ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ใน
แต่ละปีไม่มีการแจกแจงปรกติ แต่มีความแปรปรวน
เท่ากัน ที่ระดับนัยส าคัญ 0.01 จึงตรวจสอบค่าเฉลี่ย
ในแต่ละปี โดยใช้สถิติ ไม่อิงพารามิเตอร์  พบว่า 
ปริมาณการส่งออกในแต่ละปีมีค่าเฉลี่ยแตกต่างกัน
อย่างมีนัยส าคัญที่ระดับ 0.01 (Kruskal-Wallis: 2  
= 51.636, p-value < 0.0001) ห ม า ย ค ว า ม ว่ า 
อนุกรมเวลาชุดนี้มีส่วนประกอบของแนวโน้ม 

ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ใน
แต่ละเดือนเมื่อปรับแนวโน้มออกด้วยการหารมี                                 
การแจกแจงปรกติและมีความแปรปรวนเท่ากัน ที่
ระดับนัยส าคัญ 0.01 จึงตรวจสอบค่าเฉลี่ยในแต่ละ
เดือน โดยใช้สถิติอิงพารามิเตอร์ พบว่า ปริมาณ                            
การส่งออกในแต่ละเดือนเมื่อปรับแนวโน้มออกด้วย
การหารมีค่าเฉลี่ยแตกต่างกันอย่างมีนัยส าคัญที่ระดับ 
0 . 01  (ANOVA: F = 5.813, p-value < 0.0001) 
หมายความว่า อนุกรมเวลาชุดนี้มีส่วนประกอบของ
ความผันแปรตามฤดูกาล 
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ภาพที่ 1 ลักษณะการเคลื่อนไหวของอนุกรมเวลาปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์  ตั้งแต่                         
เดือนมกราคม 2554 ถึงเดือนกันยายน 2561 

3.1 ผลการพยากรณ์โดยวิธีบ็อกซ์-เจนกินส์ 
 เนื่องจากอนุกรมเวลาชุดนี้มีส่วนประกอบ

ของแนวโน้มและความผันแปรตามฤดูกาล ผู้วิจัยจึง
ก าจัดแนวโน้มออกโดยการหาผลต่างล าดับที่ 1 (d = 
1) และก าจัดความผันแปรตามฤดูกาลออกโดยการหา
ผ ล ต่ า ง ฤ ดู ก า ล ล า ดั บ ที่  1 (D = 1) ไ ด้ ก ร าฟ 
Autocorrelation function (ACF) แ ล ะ  Partial 
autocorrelation function ( PACF) ห ลั ง จ า ก                      
การแปลงข้อมูลแสดงดังภาพที่ 2 ซึ่งพบว่า อนุกรม
เวลามีลักษณะคงที่ จึงก าหนดตัวแบบพยากรณ์ที่
เป็นไปได้ เริ่มต้น คือ ตัวแบบ SARIMA (3, 1, 2)                  
(1, 1, 1)12 พร้อมกับประมาณค่าพารามิเตอร์ โดยตัว
แบบพยากรณ์ที่มีพารามิเตอร์ทุกตัวมีนัยส าคัญที่
ระดับ 0.01 มีค่า BIC ต่ าที่สุด (BIC = 27.184) และมี
ค่าสถิติ Ljung-Box Q ไม่มีนัยส าคัญที่ระดับ 0.01 
(Ljung-Box Q ณ  lag 18 = 16.718, p-value = 
0.272) คือ ตัวแบบ SARIMA(2, 1, 1)(1, 1, 0)12 ไม่มี
พจน์ค่ าคงตั ว  เมื่ อตรวจสอบคุณลักษณะของ                  

ความคลาดเคลื่ อนจากการพยากรณ์  ที่ ระ ดับ
นัยส าคัญ 0.01 พบว่า ความคลาดเคลื่อนมีการแจก
แจงปรกติ (Kolmogorov-Smirnov Z = 0.984, p-
value = 0.287) มีการเคลื่อนไหวเป็นอิสระกัน 
( Runs test: Z = 0.225, p-value = 0.822) มี
ค่าเฉลี่ยเท่ากับศูนย์ (t = 0.007, p-value = 0.994) 
และมีความแปรปรวนเท่ากันทุกช่วงเวลา (Levene 
statistic = 2.145, p-value = 0.028) ดังนั้นตัวแบบ 
SARIMA(2, 1, 1)(1, 1, 0)12 ไม่มีพจน์ค่าคงตัว มี                        
ความเหมาะสม ซึ่งจากสมการที่ (1) สามารถเขียน
เป็นตัวแบบได้ดังนี ้

 
    2 12 12

1 2 1 t1 B B 1 B 1 B 1 B Y      

  1 t1 B    
 12 13 2 14

1 1 1 1 2 2 11 B B B B B            
 12 13

t1 B B B Y     
 t 1 t 1      
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



12 13 12 24 13 25
1 1 1 1

13 2 14
1 1 1 1

13 25 14 26
1 1 1 1 1 1 1 1

2 14 3 15
2 2 2 2

14 26 15 27
2 1 2 1 2 1 2 1 t

1 B B B B B B B

B B B B

B B B B

B B B B

B B B B Y

      

      

          

      

          

 

 t 1 t 1       
tY     1 t 1 1 2 t 2 2 t 31 Y Y Y          

      1 t 12 1 1 t 131 Y 1 1 Y       
      1 2 1 t 14 2 1 t 151 Y 1 Y        
   1 t 24 1 1 t 25Y 1 Y      
   1 2 1 t 26 2 1 t 27 t 1 t 1Y Y            
 

จากการแทนค่าประมาณพารามิเตอร์ จะได้ตัวแบบ
พยากรณ์แสดงดังน้ี 

tŶ  t 1 t 2 t 30.06654Y 0.45543Y 0.47803Y      
  t 12 t 130.647Y 0.04305Y    
  t 14 t 150.29466Y 0.30929Y    
  t 24 t 250.353Y 0.02349Y    
 t 26 t 270.16077Y 0.16874Y    
 t 10.58932e   (5) 
เมื่อ tŶ  แทนค่าพยากรณ์ ณ เวลา t  
 t jY   แทนอนุกรมเวลา ณ เวลา t – j 
 t je   แทนความคลาดเคลื่อนจากการพยากรณ์ 
ณ เวลา t – j 
 

 
ภาพที่ 2 กราฟ ACF และ PACF ของอนุกรมเวลาปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ เมื่อแปลงข้อมูล
ด้วยการหาผลต่างและผลต่างฤดูกาลล าดับที่ 1 
 

3.2 ผลการพยากรณ์โดยวิธีการปรับเรียบ
ด้วยเส้นโคง้เลขชี้ก าลังของวินเทอร์แบบบวก 

 จากการสร้างตัวแบบพยากรณ์โดยวิธีการ
ปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์แบบ
บวก พบว่า BIC มีค่าเท่ากับ 26.568 และมีค่าสถิติ 
Ljung-Box Q ไม่มีนัยส าคัญที่ระดับ 0.01 (Ljung-
Box Q ณ lag 18 = 20.280, p-value = 0.161) เมื่อ
ตรวจสอบคุณลักษณะของความคลาดเคลื่อนจาก                       

การพยากรณ์  ที่ ร ะดับนัยส าคัญ  0 .01 พบว่า 
ค ว า ม ค ล า ด เ ค ลื่ อ น มี ก า ร แ จ ก แ จ ง ป ร ก ติ  
(Kolmogorov-Smirnov Z = 0.690, p-value = 
0.727) มีการเคลื่อนไหวเป็นอิสระกัน (Runs test: Z 
= -0.937, p-value = 0.349) มีค่าเฉลี่ยเท่ากับศูนย์ 
(t = 0.135, p-value = 0.893) และมีความแปรปรวน
เท่ากันทุกช่วงเวลา (Levene statistic = 1.784,                               
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p-value = 0.074) ดังนั้นตัวแบบพยากรณ์ที่ ได้มี                     
ความเหมาะสม ตัวแบบพยากรณ์แสดงดังนี้ 

 
 t m t

ˆŶ 3,601,684.78404 25,382.07623m S     
  (6) 
 
เมื่อ  t mŶ   แทนค่าพยากรณ์ ณ เวลา t + m โดยที่ 
m = 1 แทนเดือนตุลาคม 2561  

tŜ  แทนค่าดัชนีฤดูกาล รายละเอียดแสดงดัง
ตารางที่  1 ซึ่งสามารถอธิบายได้ว่า ปริมาณการ
ส่งออกปลาหมึกและผลิตภัณฑ์ของเดือนมีนาคมถึง
เดือนมิถุนายน และเดือนตุลาคมของทุกปี มีค่า
มากกว่าเดือนอื่น ๆ เนื่องจากมีค่าดัชนีฤดูกาลมากกว่า 0 

 

ตารางที่ 1 ดัชนีฤดูกาลของอนุกรมเวลาปริมาณ                  
การส่งออกปลาหมึกและผลิตภัณฑ์ จากวิธีการปรับ
เรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์แบบบวก 

เดือน ดัชนี
ฤดูกาล 

เดือน ดัชนี
ฤดูกาล 

ม.ค. -851,223  ก.ค. -198,123  
ก.พ. -386,391  ส.ค. -598,025  
มี.ค. 821,344  ก.ย. -285,239  
เม.ย. 54,215  ต.ค. 348,383  
พ.ค. 816,657  พ.ย. -89,044  
มิ.ย. 645,889  ธ.ค. -278,411  

 
3.3 ผลการพยากรณ์โดยวิธีการปรับเรียบ

ด้วยเส้นโค้งเลขชี้ก าลังของวินเทอร์แบบคูณ 
 จากการสร้างตัวแบบพยากรณ์โดยวิธีการ

ปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์แบบคูณ 
พบว่า BIC มีค่าเท่ากับ 26.580 และมีค่าสถิติ Ljung-
Box Q ไม่มีนัยส าคัญที่ระดับ 0.01 (Ljung-Box Q ณ 
lag 18 = 20.625, p-value = 0.149) เมื่อตรวจสอบ

คุณลักษณะของความคลาดเคลื่อนจากการพยากรณ์ 
ที่ระดับนัยส าคัญ 0.01 พบว่า ความคลาดเคลื่อน                                     
มีการแจกแจงปรกติ (Kolmogorov-Smirnov Z = 
0.593, p-value = 0.873) มีการเคลื่อนไหวเป็น
อิ ส ร ะ กั น  ( Runs test: Z = -0.520, p-value = 
0.603) มีค่าเฉลี่ยเท่ากับศูนย์ (t = -0.067, p-value 
= 0.946) และมีความแปรปรวนเท่ากันทุกช่วงเวลา 
(Levene statistic = 1.984, p-value = 0.044) 
ดังนั้นตัวแบบพยากรณ์ที่ได้มีความเหมาะสม ตัวแบบ
พยากรณ์แสดงดังนี ้

 
 t m t

ˆŶ 3,573,819.15467 24,886.28799m S    
  (7) 
 
เมื่อ  t mŶ   แทนค่าพยากรณ์ ณ เวลา t + m โดยที่ 
m = 1 แทนเดือนตุลาคม 2561  

tŜ  แทนค่าดัชนีฤดูกาล รายละเอียดแสดง                  
ดังตารางที่  2 ซึ่ งสามารถอธิบายได้ว่า ปริมาณ                                
การส่งออกปลาหมึกและผลิตภัณฑ์ของเดือนมีนาคม
ถึงเดือนมิถุนายน และเดือนตุลาคมของทุกปี มีค่า
มากกว่าเดือนอื่น ๆ เนื่องจากมีค่าดัชนีฤดูกาลมากกว่า 1 

 

ตารางที่ 2 ดัชนีฤดูกาลของอนุกรมเวลาปริมาณ                         
การส่งออกปลาหมึกและผลิตภัณฑ์ จากวิธีการปรับ
เรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์แบบคูณ 

เดือน 
ดัชนี

ฤดูกาล เดือน 
ดัชนี

ฤดูกาล 
ม.ค. 0.82067 ก.ค. 0.96400 
ก.พ. 0.92776 ส.ค. 0.88691 
มี.ค. 1.16841 ก.ย. 0.94229 
เม.ย. 1.01273 ต.ค. 1.06003 
พ.ค. 1.16783 พ.ย. 0.95155 
มิ.ย. 1.13810 ธ.ค. 0.91386 
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3.4 ผลการเปรียบเทียบความถูกต้องของ 
ค่าพยากรณ์ 

 จากการใช้ตัวแบบพยากรณ์ของวิธีบ็อกซ์-
เจนกินส์ ในสมการที่ (5) วิธีการปรับเรียบด้วยเสน้โคง้
เลขช้ีก าลังของวินเทอร์แบบบวก ในสมการที่ (6) และ
วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์
แบบคูณ ในสมการที่  (7) ได้ค่าพยากรณ์ส าหรับ
อนุกรมเวลาชุดที่  2 ซึ่ งคือ ปริมาณการส่งออก
ปลาหมึกและผลิตภัณฑ์ ตั้งแต่เดือนตุลาคมถึงเดือน
พฤศจิ ก า ยน  2561  แสด งดั ง ต า ร า งที่  3 ผล 
การเปรียบเทียบความถูกต้องระหว่างค่าจริงและ 
ค่าพยากรณ์ พบว่า วิธีบ็อกซ์-เจนกินส์เป็นวิธีที่มี
ประสิทธิภาพสูงสุด เนื่องจากมีค่า MAPE และ RMSE 
ต่ าที่สุด หรือให้ค่าพยากรณ์ที่มีความแตกต่างกับ
ข้อมู ลจริ งน้ อยที่ สุ ด  โดยวิ ธี การพยากรณ์นี้ มี   
ความผิดพลาดจากการพยากรณ์เพียงร้อยละ 4.64 
( MAPE = 4.64) ห รื อ มี ค ว า ม ผิ ด พ ล า ด จ า ก 
การพยากรณ์ 215,204 กิโลกรัม (RMSE = 215,204) 
ซึ่งทั้ง 2 เกณฑ์ที่ใช้ในการเปรียบเทียบความถูกต้อง
ของค่าพยากรณ์ให้ผลเป็นไปในทิศทางเดียวกัน จึงท า
ให้น่าเช่ือถือได้มากยิ่งขึ้นว่าวิธีบ็อกซ์-เจนกินส์เป็นวิธี
ที่มีความเหมาะสมกับอนุกรมเวลาชุดนี้มากที่สุด 
ส าหรับผลการศึกษาครั้งนี้ที่พบว่า วิธีบ็อกซ์-เจนกินส์
เป็นวิธีที่มีประสิทธิภาพสูงสุด อาจเนื่องมาจาก 

ตารางที ่3 ค่าจริงและค่าพยากรณ์ของปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ (กิโลกรัม) ตั้งแต่เดือนตุลาคม
ถึงเดือนพฤศจิกายน 2561 ค่า MAPE และ RMSE ของวิธีการพยากรณ์ที่ศึกษา 

ช่วงเวลา ปริมาณ 
การส่งออก 

ปริมาณการส่งออก จากการพยากรณ์โดยวิธี 
บ็อกซ-์เจนกินส์ วินเทอร์แบบบวก วินเทอร์แบบคูณ 

ต.ค. 2561 3,537,156 3,500,058 3,924,686 3,761,979 
พ.ย. 2561 3,668,723 3,366,648 3,461,876 3,353,308 

MAPE 4.64 8.30 7.48 
RMSE 215,204 310,616 273,890 

  ว ิ ธ ี บ ็ อ  ก ซ์ -เจนกินส์เป็นวิธีที่มีความแม่นย าในการ
พยากรณ์สูง เพราะมีการสร้างตัวแบบพยากรณ์โดยใช้
ทั้งข้อมูลและค่าคลาดเคลื่อนในอดีต ซึ่งมีหลาย
ง า น วิ จั ย ที่ ยื น ยั น ผ ล ว่ า วิ ธี ก า ร นี้ เ ป็ น วิ ธี ที่ มี  
ความเหมาะสม เ ช่น การศึกษาของวรางคณา 
กี รติ วิบูลย์  [7] ได้ศึกษาการพยากรณ์ปริ มาณ 
การส่งออกยางคอมปาวด์ โดยวิธีบ็อกซ์-เจนกินส์ 
วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของโฮลต์ 
และวิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังที่มี

   แ  น   วโ  น้   ม  แ  บ   บ  แ ด  ม    ผ  ล การศึกษาพบว่า วิธีบ็อกซ์- 
   เ  จ  น กิ  น   ส ์  มีความถูกต้องในการพยากรณ์มากที่สุด 

การศึกษาของดนุสรณ์ ธนะปาละ, ธันวา เจริญศิริ และ
ชนาธิป โสภณพิมล [8] ได้ศึกษาการพยากรณ์ราคา
สับปะรดที่ส่งเข้าโรงงานด้วยวิธีบ็อกซ์ -เจนกินส์ 

   ผ  ล  ก า  ร  ศ ึก  ษ   า  พ  บ ว่  า  ตัวแบบพยากรณ์ที่มีความถูกต้อง
ในการพยากรณ์มากที่สุด คือ ตัวแบบ SARIMA (0, 1, 1) 

   (0  ,    1,     1)   12   แ ล  ะ  การศึกษาของวรางคณา เรียนสุทธิ์ 
และน้ าอ้อย  นิสัน [9] ได้ศึกษาการพยากรณ์ปริมาณ
การส่งออกไก่แปรรูป โดยวิธีบ็อกซ์-เจนกินส์ วิธีการ
ปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์  
แบบบวก วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของ
วิ น เ ทอร์ แบบคูณ  และ วิ ธี ก า รพยากรณ์ ร วม  
ผลการศึกษาพบว่า วิธีบ็อกซ์-เจนกินส์มีความถูกต้อง 
   ใน        การพยากรณ    ์มากที่สุด 
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เมื่อใช้ว ิธ ีบ ็อกซ์-เจนกินส์ในการพยากรณ์
ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ ตั้งแต่
เดือนธันวาคม 2561 ถึงเดือนธันวาคม 2562 ได้ผล
แสดงดังตารางท่ี 4 และภาพที่ 3 ซึ่งพบว่า ปริมาณ     
การส่งออกปลาหมึกและผลิตภัณฑ์ยังคงมีแนวโน้ม
ลดลง อย่างไรก็ตาม การเปลี่ยนแปลงของปริมาณ
การส่งออกปลาหมึกและผลิตภัณฑ์อาจเกิดจากหลาย
สาเหตุ เช่น สถานการณ์การผลิต สถานการณ์ตลาด 
ปริมาณความต้องการบริโภคภายในและต่างประเทศ 
สภาวะเศรษฐกิจ การน าเข้าและส่งออกระหว่าง
ประเทศ หรือปัจจัยอื่นๆ ที่เกี่ยวข้อง ดังนั้นจึงควร

พิจารณาตัวแปรเหล่านี้เพื่อใช้ในการสร้างตัวแบบ
พยากรณ์ให้มีประสิทธิภาพมากยิ่งขึ้น โดยการสร้าง
เป็นตัวแบบถดถอย (Regression model) ซึ่งผู้อ่าน
สามารถศึกษาวิธีการสร้างตัวแบบลักษณะนี้ได้จาก 
Montgomery, Peck และ Vining [10] อีกทั้งเมื่อมี
ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ที่เป็น
ปัจจุบันมากยิ่งขึ้นหรือปริมาณการส่งออกมีความผัน
ผวนเพิ่มขึ้น ผู้วิจัยควรน าข้อมูลมาปรับปรุงตัวแบบ 
เพื่อให้ได้ตัวแบบพยากรณ์ที่มีความเหมาะสมส าหรับ
การพยากรณ์ค่าในอนาคตต่อไป 

 
ตารางที่ 4 ค่าพยากรณ์ของปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ (กิโลกรัม) ตั้งแต่เดือนธันวาคม 2561 ถึง
เดือนธันวาคม 2562 โดยวิธีบ็อกซ-์เจนกินส์ 

ช่วงเวลา ค่าพยากรณ์ ช่วงเวลา ค่าพยากรณ์ ช่วงเวลา ค่าพยากรณ์ 
ธ.ค. 2561   3,326,869  พ.ค. 2562   4,083,162  ต.ค. 2562   2,954,628  
ม.ค. 2562   3,124,350  ม.ิย. 2562   3,702,523  พ.ย. 2562   2,778,520  
ก.พ. 2562   3,255,654  ก.ค. 2562   3,117,912  ธ.ค. 2562   2,820,509  
ม.ีค. 2562   3,792,140  ส.ค. 2562   2,909,699    
เม.ย. 2562   3,100,761  ก.ย. 2562   2,833,075    

 
 

 
ภาพที่  3 การเปรียบเทียบอนุกรมเวลาปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์กับค่าพยากรณ์จาก                     
วิธีบ็อกซ-์เจนกินส์ 
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4. สรุปผลการทดลอง 
การวิจัยครั้งนี้ได้น าเสนอวิธีการสร้างและ

คัดเลือกตัวแบบพยากรณ์ที่เหมาะสมกับอนุกรมเวลา
ปริมาณการส่งออกปลาหมึกและผลิตภัณฑ์ โดยใช้
ข้อมูลจากเว็บไซต์ของส านักงานเศรษฐกิจการเกษตร 
ตั้งแต่เดือนมกราคม 2554 ถึงเดือนพฤศจิกายน 
2561 จ านวน 95 ค่า ผู้วิจัยได้แบ่งข้อมูลออกเป็น 2 
ชุด ชุดที่ 1 คือข้อมูลตั้งแต่เดือนมกราคม 2554 ถึง
เดือนกันยายน 2561 จ านวน 93 ค่า ส าหรับการ
สร ้า งต ัวแบบพยากรณ์ด ้วย วิธีบ็อกซ์-เจนกินส์ 
วิธีการปรับเรียบด้วยเส้นโค้งเลขช้ีก าลังของวินเทอร์
แบบบวก และวิธีการปรับเรียบด้วยเสน้โค้งเลขช้ีก าลงั
ของวินเทอร์แบบคูณ ชุดที่ 2 คือข้อมูลตั้งแต่เดือน
ตุลาคมถึงเดือนพฤศจิกายน 2561 จ านวน 2 ค่า 
ส าหรับการเปรียบเทียบความถูกต้องของค่าพยากรณ์
ด้วยเกณฑ์เปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย 
(MAPE) และเกณฑ์รากที่สองของความคลาดเคลื่อน
ก าลังสองเฉลี่ย (RMSE) ที่ต่ าที่สุด ผลการศึกษาพบว่า 
วิธีบ็อกซ-์เจนกินส์เป็นวิธีที่มีประสิทธิภาพสูงสุด  
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Abstract 

The purposes of this research were to compare the optimization for 13 benchmark 

functions by solving add- ins between Newton- Raphson ( NR)  and conjugate gradient ( CG)

methods in Microsoft Excel 2007 and generalized reduced gradient (GRG) and evolutionary (EV)



  

methods in Microsoft Excel 2019.  The criteria to test optimization for 13 benchmark functions 

are including: 1. The most success rate ( maxSR )  2. The lowest mean absolute error ( minMAE ) 

3.  The most success rate and the lowest standard deviation absolute error ( max minandSR SAE ) 

and 4. The lowest mean time ( minAT ). For each scenario that was repeated 100 times, the result 

indicated that EV method is the best solution for the 1- 3 criteria.  However, the result of the 

fourth criteria, the NR method provided the lowest time for solving solution. 

Keywords: Solver, Newton-Raphson, Conjugate gradient, Generalized reduced gradient,         

Evolutionary 
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polypropylene/metalized aluminium/polypropylene (oriented PP/metalized/PP), metalized 

OPP (Met OPP)) 27°C

aw)   
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ABSTRACT 

Hom Nil rice flour, moisture contents of 15%, was extruded by a single screw extruder to 

produce an expanded snack. Barrel temperature of transition and die zones were control at 80 



 

and 120°C, respectively using feed rate of screw was operated at 250 rpm. Two types of the 

snack packages, oriented polypropylene (OPP) and metallized oriented polypropylene (oriented 

polypropylene/ metalized aluminium/polypropylene (oriented PP/metalized/PP), metalized 

OPP (Met OPP)) packages, were used to compare the snack qualities for 12 weeks at control 

temperature of 27°C. As a results, water activity (aw), and moisture content of snack were 

increased with preservation time, while hardness of snack was decreased (p<0.05). However, 

snacks of the both packages were still accepted by consumer for shelf life period of 12 weeks. 
Keyword: Hom Nil rice flour, Snack, extrusion, Oriented polypropylene (OPP), Metallized    

   oriented polypropylene (Met OPP) 
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Abstract 
A novel organometallic ruthenium(II)-p-cymene complex, 6-p-

cymene)(ptu)2Cl]SH, where ptu= N-phenylthiourea, was synthesized. Its structure was 
characterized by single crystal x-ray diffraction, elemental analysis and spectroscopic 
techniques (1H-NMR and FTIR). The geometrical structure of the complex was tetrahedral, 
distorted 6 -bonding to the p-cymene ring, with one chloro ligand and two molecules 
of ptu ligand.  Antibacterial and antifungal activities were investigated. T 6-p-
cymene)(ptu)2Cl]SH complex produced  MIC/MBC values of 32/32 µg/mL against 
methicillin resistant Staphylococcus aureus (MRSA), Staphylococcus aureus ATCC25923 
(SA) and flucytosine-resistant Cryptococcus neoformans ATCC90113 flucytosine – 
resistant, CN90113 but apparently exhibited no antifungal against Microsporum gypseum 
clinical isolate.   
Keywords: Ruthenium(II), Thiourea derivative, Antimicrobial activity 
 
1. INTRODUCTION 

The pathogenic bacteria 
Staphylococcus aureus (SA), Methicillin-
resistant Staphylococcus aureus (MRSA) 
and Escherichia coli (EC) have a great 
impact on human health.  Microorganisms 
with extensive resistance to antimicrobial 
agents cause serious health concerns in the 
global fight against infectious diseases [1-3]. 

Increasingly, more effective, less 
toxic treatments with wider ranges of 
activity are being developed from research 
in pharmaceutical inorganic chemistry, 
which is a branch of coordination chemistry 
[4, 5]. Considered to be versatile 

compounds, organometallic ruthenium (II) 
complexes have been extensively studied. 
Ru(II) can be coordinated through a strong 
bond with thiol groups [6] and can also form 
stable complexes with several types of 
monodentate nitrogen (N), oxygen (O) 
sulfur (S), and phosphine (P) donor ligands 
as well as with bidentate (S,O-; O,O-; N,O-
; N,N-) ligands [7-9]. Ru (II) complexes 
acquire redox potential and permit electron 
transfer and ligand-ligand exchange due to 
the various +2, +3 and +4 oxidation states 
of the complexes [10, 11]. Its inertness 
towards displacement in arene substitution 
makes the ruthenium (II) ion stable in the 
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+2 oxidation state [7]. Geometrically 
diverse Ru (II) complexes with a 
hydrophobic arene ligand and a hydrophilic 
metal center [12] can be stable in air [13, 
14]. The Ru(II) complexes, 6-p-
cymene)X2]2 (X=Cl, I or NCS) and 
[H4Ru4

6-p-benzene)4]2+ [13] have been 
reported biologically active. 

Phenylthiourea is a derivative of 
thiourea. Its biological activities and 
applications were reported to be antiviral, 
antibacterial, antimalarial, antimicrobial, 
antitumor [15-17], and antifungal [18, 19]. 
Phenylthiourea and Ru(II) complexes are 
interesting  compounds that present 
advantageous biotic activity. They are 
emerging in the pharmaceutical and 
medical fields through a variety of evolving 
processes. 

Here we report an organometallic 
ruthenium compound with a half-sandwich, 
tetrahedral geometry distorted 6 -
bonding to the phenyl ring on Ru(II). The 
compound comprises one chloro ligand and 
two molecules of ptu ligand. The complex 
is evolving as a promising antibacterial and 
antifungal agent. 
 
2. MATERIALS AND METHODS 
Material 

All chemicals purchased for this 
6-p-

cymene)(µ-Cl)]2 was obtained from Merck. 
Chloroform, dichloromethane, acetonitrile 
and diethyl ether solvents were reagent 
grade purchased from RCI Labscan. 
 2.1 Instrumentation  

The melting point of the obtained 
complex was determined using Thomas-
Hoover, Unimelt 0-360 oC equipment. 
Elemental analysis data was acquired by 
CHNS-O Analyzer, (CEvInstruments Flash 
EA 1112 Series, Thermo Quest, Italy). 
FTIR spectra were produced between 4000 
– 400 cm-1 on a BX Perkin Elmer FTIR 
spectrophotometer. Measurements were 
performed on samples pressed into KBr 

pellets. 1H-NMR data were acquired on 
Varian BRUKER AVANCE 300 FT-NMR 
equipment and 300 MHz spectrometer 
using MeOH-d solvent. Tetramethylsilane 
(Si(CH3)4) was used as the internal 
standard. The absorption of the complex 
was recorded in the range of 200 – 400 nm 
on the Specord S100 model using a standard 
cuvette with a path length of 1 cm. 
Deuterium and tungsten were used as light 
sources for ultraviolet and visible regions, 
respectively.   

 A single crystal of [Ru(p-
cymene)(ptu)2Cl]SH was analyzed with a 
Bruker APEX-II CCD diffractometer using 
graphite-

. The diffraction pattern was 
formed from 33925 reflections. The raw 
data were interpreted by SMART, SAINT 
v8.34A and SADABS software [20] and the 
structure was solved by SHELXS [21]. All 
non-hydrogen was refined by the 
anisotropic thermal parameters. A riding 
model was used to refine calculations with 
all hydrogen atoms placed in ideal 
positions. The materials and molecular 
graphics for publication were prepared with 
the WinGXv2014.1 [22] and Mercury3.6 
[23] programs. Crystallographic data of 
[Ru(p-cymene)(ptu)2Cl]SH were placed in 
the Cambridge Crystallographic Data 
Center and can be provided on request,  
using the access code CCDC1917489, via 
http://www.ccdc.cam.ac.uk/data_request/ci
f (or from the Cambridge Crystallographic 
Data Centre, 12 Union Road, Cambridge 
CB21EZ, U.K.; fax: +44 1223 336 033 or 
email deposit@ccdc.cam.ac.uk). The X-ray 
data are presented in the supplementary 
data. 

2.2 Synthesis pathway of [Ru(p-
cymene) (ptu)2Cl]SH complex 

The novel complex of [Ru(p-
cymene)(ptu)2Cl]SH was synthesized by 
the reaction between N-phenylthiourea (ptu) 
with dichloro (p-cymene) ruthenium (II) 
dimer in a typical one-pot process, using                 
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a solution of dichloro (p-cymene) 
ruthenium(II) dimer (0.306 g, 0.5 mmol) 
and N-phenylthiourea (ptu) (0.182 g, 1.0 
mmol) in 20 ml of dichloromethane. The 
solution was left to evaporate at room 
temperature to reduce the mixture volume 
and was crystallized by adding 3 ml of 
acetonitrile. The obtained dark orange 
crystal was filtered and washed three times 
with chloroform (3 ml x 3). Yield: 43.45%. 
Melting point: 168 – 170 oC. Anal Calcd. 
For RuC24H35N4S3ClO2 (644.59): C, 
45.75; H, 5.48; N, 8.69. Found: C, 45.85; H, 

2 C-H), 1529 
ph- -H), 698 
-H bending of para 

-S) cm-1. 
1H NMR (300 MHz, CD3

(ppm): 7.47 (t, 2H, JHH = 7.5 Hz), 7.35 (t, 
4H, JHH = 7.5 Hz), 7.26 (d, 4H, JHH = 7.5 
Hz), 5.64 (d, 2H, JHH = 5.5 Hz), 5.52 (d, 
2H, JHH = 5.5 Hz), 2.93 (m, 1H, JHH = 7.0 
Hz), 2.23 (s, 3H), 1.33 (d, 6H, JHH = 7.0 
Hz).   

2.3 Antimicrobial assay 
The synthesized [Ru  (p-cymene) 

(ptu)2Cl]SH compound was tested  against 
methicillin-resistant Staphylococcus aureus 
(MRSA) SK1, Staphylococcus aureus 
ATCC25923, and Escherichia coli 
ATCC25922 using  a  colorimetric 
modification method of the Clinical and 
laboratory standards institute (CLSI) M07-
A9 [24], slightly modified. The testing 
compound was prepared in dimethyl 
sulfoxide (DMSO). Minimal inhibitory 
concentration (MIC) represents the lowest 
concentration of synthesized compound 
with violet color of resazurin indicating 

growth inhibition. The test media at MIC 
concentration and higher were dropped on 
nutrient agar plate and incubated under 
appropriate conditions. Minimal 
bactericidal concentration (MBC) was 
verified as no growth at the lowest 
concentration of the test compound. 
Vancomycin and gentamicin were used as 
the positive controls of antibacterial 
inhibition.  

2.4 Antifungal assay 
The MIC of the synthesized 

compound was tested against yeast 
(Cryptococcus neoformans ATCC90113), 
using a modification of the microbroth 
dilution CLSI M27-A3 [25] and against a 
clinical isolate of Microsporum gypseum 
MU-SH4, using a modification of the 
microbroth dilution CLSI M38-A2 [26]. 
The plates were incubated for 48 h at 35 oC 
for C. neoformans and at room temperature 
for M. gypseum (MG). The streaking 

agar was 
taken to determine the minimal fungicidal 
concentration (MFC) of the [Ru(p-
cymene)(ptu)2Cl]SH compound. A clinical 
standard of Amphotericin B was used as 
positive inhibitory control for yeast and 
miconazole for M. gypseum testing. 

 
3. RESULTS AND DISCUSSION  
Synthesis and characterization 

The novel [Ru(p-cymene)(ptu)2 
Cl]SH complex was synthesized at ambient 
temperature by the reaction of Ru(II)-p-
cymene with the N-phenylthiourea ligand 
through the S donor in dichloromethane  
(Scheme 1). 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Scheme 1. Synthesis pathway of [Ru(p-Figure cymene)(ptu)2Cl]SH complex 

 

To produce 1H-NMR spectra, the 
[Ru(p-cymene)(ptu)2Cl]SH complex was 
measured in solution in MeoH-d6. The main 
characteristic peaks were identified for the 
phenyl ring on Ru(II) and the efficient ptu 
ligand. The coordination of Ru(II) with p-
ptu ligands produced a  downfield shift 
from 7.26 to 7.47 ppm. Similarly, the 
coordination with p-cymene ligands is 
located between 5.52 and 5.64 ppm (see 
from Index S1).  Elemental analysis results 
confirmed the theoretical values for 
percentages of C, H and N atoms.  

 
 

 
The FTIR characteristic spectrum of 

the [Ru(p-cymene)(ptu)2Cl]SH complex 
(see from Index S2) displays peaks assigned 
to the ptu ligand coordinated to the Ru2+ 
metal center. As a result of this 
coordination, the shift in the vC=S 
vibrational frequency of the complex (698 
cm-1) occurred at a lower stretching 
frequency (789 cm-1) than that of the free 
ptu ligand. As previously reported [27], this 
shift is due to el -bonding from 
the d orbital of Ru2+ to the  the 
ptu ligand. Also, an important vibrational 
frequency attributed to Ru-S stretching was 
detected at 510   cm-1.   
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With regard to the obtained dark 
orange crystal, the crystallographic data of 
the [Ru(p-cymene)(ptu)2Cl]SH complex is 
collected in Table 1 and Index S3. The 
Ru(II) complex exhibits a tetrahedral 
geometry distorted by 6 -bonding of the 
p-cymene ring, with one Cl atom and two 
molecules of ptu contributed by the S donor 
atom (Figure 1). Certain selected bond 
distances and bond angles are shown in 
Table 2. The Ru-Cl distance for Ru-Cl1 is 
2.4160(6) , which approximately 
corresponds to distances reported for 

6-p-cymene)RuCl2 

(PPh2Py)], 2.4107 to 2.4111  [28] and 
6-p-cymene)Ru(3-acetylpyridine)Cl2], 

2.3986 to 2.1970  [29]. The interatomic 
distances Ru-S1 and Ru-S2 are 2.4106(6) 
and 2.3962(7) , respectively, which are 
close to distances reported for the 
complexes 6-p-cymene) RuCl2 (PPh3) 
(imidazolidine-2-thione)] PF3, 2.399(13)  
[31] 6-p-cymene)Ru(SCH2COO]2, 
2.3943(11) to 2.3992(10)  [31]. The 
distances for Ru-(p-cymene) are 2.159(2) to 
2.253(2) , which are comparable to the 
distances reported for 6-p-cymene)Ru(3-
acetylpyridine)Cl2], 2.154 to 2.1209  [29]. 
The angles S1-Ru1-Cl1 and S2-Ru1-Cl1 
measure 90.42(3)o and 87.63(2)o, 
respectively, which  correspond to 
measurements for the same angles in a 
related Ru(II) complex: 90.11(4)o in 6-p-
cymene)RuCl2(PPh3) (imidazolidine-2-   
thione)]PF3 [30].  The S1-Ru-S2 angle 
measures 80.19(2)o, which is close to the 
angle of 80.71(4)o  in the related Ru(II) 
complex 6-p-cymene)Ru(SCH2COO]2 

[30]. The S atom of HS- (S3’) interacts 
intermolecularly via H-bonding with the 
H1A, H2, and H3A atoms of the [Ru(p-
cymene)(ptu)2Cl]-. The distances 
H1A…S3’, H2…S3’ and H3A…S3’ are 
3.374(2), 3.175(2) and 3.240(2) , 
respectively. In addition, the Cl atom 

interacts intramolecularly with the H1B 
atom via H-bonding with a distance of 
3.231(2)  (Figure 2, Figure 3 and Table 3).  

 

 
Figure 1. An ORTEP structure of the 
[Ru(p-cymene)(ptu)2Cl]SH complex with 
numbered atoms 

 
Table 1. Crystallographic data of the [Ru 
(p-cymene)(ptu)2Cl]SH comple 
   
Empirical formula         C24H31ClN4RuS3 
Formula weight  608.23 
Wavelength  0.71073 Å 
Crystal system              Triclinic 
Space group   P  
Unit cell dimensions  a= 6.6265 Å 
    b= 12.6582(4) Å 
    c= 17.6833(4) Å 
    = 73.3800 (10)o 
    = 80.8120 (10)o 
    = 75.5900 (10)o 
Temperature   273 (2) K  
Z    2 
Density (calculated)  1.474 Mg/m3 

Absorption coefficient  0.918 mm-1 
Volume                1370.31(7) Å3 
Goodness-of-fit on F2     1.023  
Final R indices [I I)]  R1= 0.0317, 
     R2= 0.0669 
R indices (all data)   R1= 0.0478,  
     R2= 0.0719 

           
         



 
 

Table 2. Selected bond ) and angle (o) for the [Ru(p-cymene)(ptu)2Cl]SH complex 
Lengths 

 Ru(1)-C(17)  2.159(2)  Ru(1)-C(15) 2.253(2) 

 Ru(1)-C(19)  2.187(2)  Ru(1)-S(2) 2.3962(7) 

 Ru(1)-C(18)  2.198(2)  Ru(1)-S(1) 2.4106(6) 

 Ru(1)-C(16)  2.203(2)  Ru(1)-Cl(1) 2.4160(6) 

 Ru(1)-C(20)  2.216(2)  S(3')-H(3') 0.85(4) 

Angles 

 C(17)-Ru(1)-S(2) 124.07(7)  C(18)-Ru(1)-S(2)         95.05(7) 

 C(19)-Ru(1)-S(2) 91.63(7)  C(16)-Ru(1)-S(2)         161.98(7) 

 C(18)-Ru(1)-S(2) 95.05(7)  C(20)-Ru(1)-S(2)         114.55(8) 

 C(16)-Ru(1)-S(2) 161.98(7)  C(15)-Ru(1)-S(2)         150.77(8) 

 C(20)-Ru(1)-S(2) 114.55(8)  C(17)-Ru(1)-S(1)         86.06(7) 

 C(15)-Ru(1)-S(2) 150.77(8)  C(19)-Ru(1)-S(1)         140.98(7) 

 C(17)-Ru(1)-S(1) 86.06(7)  C(18)-Ru(1)-S(1)         104.50(7) 

 C(19)-Ru(1)-S(1) 140.98(7)  C(16)-Ru(1)-S(1)         97.44(8) 

 C(20)-Ru(1)-S(1) 163.27(8)  C(16)-Ru(1)-Cl(1)       110.31(7) 

 C(15)-Ru(1)-S(1) 129.00(8)  C(20)-Ru(1)-Cl(1)       97.78(7) 

 S(2)-Ru(1)-S(1)              80.19(2)              C(15)-Ru(1)-Cl(1)       90.31(7) 

 C(17)-Ru(1)-Cl(1) 146.74(7)  S(2)-Ru(1)-Cl(1)         87.63(2) 

 C(19)-Ru(1)-Cl(1) 127.58(7)  S(1)-Ru(1)-Cl(1)         90.42(2) 

          

 
Figure 2. Hydrogen-bond interaction of [Ru(p-cymene)(ptu)2Cl]SH complex 
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Figure 3. Hydrogen-bond packing interaction of [Ru(p-cymene)(ptu)2Cl]SH 
  

Table 3. Hydrogen-bond of [Ru(p-cymene)(ptu)2Cl]SH complex 
D-H…A Distance of 

(D-H) 
Distance of 
(H…A) 

Distance of 
(D…A) 

Angle of 
(DHA) 

N(1)-H(1A)…S(3') 
N(1)-H(1B)…Cl(1) 
N(2)-H(2)…S(3') 
N(3)-H(3A)…S(3')#1 

0.86 
0.86 
0.86 
0.86 

2.61 
2.50 
2.33 
2.40 

3.374(2) 
3.231(2) 
3.175(2) 
3.240(2) 

148.9 
143.1 
166.2 
166.2 

D= N atom (donor), A= S or Cl atom (acceptor) Symmetry transformations used to generate 
equivalent atoms: #1 x-1, y+1, z 
 
 3.1 Antibacterial and antifungal 
assay 
 Antimicrobial activity was 
determined by colorimetric broth 
microdilution. The [Ru(p-
cymene)(ptu)2Cl]SH complex showed 
equal inhibition against Gram-positive 
bacteria of S. aureus (SA) and Methicillin-
resistant S. aureus (MRSA) with the 
MIC/MBC values of  32/32 µg/mL. The 

[Ru(p-cymene)(ptu)2Cl]SH complex also 
exhibited an inhibitory activity against 
yeast (C. neoformans, MIC/MFC 32/32 
µg/mL) but it did not exhibit the inhibitory 
activity against Microsporum gypseum 
MU-SH4 clinical isolate, while the starting 
materials of the dinuclear complex of 
Ru2Cl4(p-cymene)2 and free ptu ligand did 
not show inhibitory activity. 
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 However, the MIC/MBC values 
of the commercial antibacterial drug like 
vancomycin and the MIC/MFC values of 
the commercial antifungal drug 
Amphotericin B indicate stronger activity 
than the [Ru(p-cymene)(ptu)2Cl]SH 
complex (Table 4). This might be due to the 
lipophilic character of the synthesized 

complex which should be able to penetrate 
the cell membrane lipid layer of the studied 
bacteria and yeast. The experimental data 
revealed that the [Ru(p-
cymene)(ptu)2Cl]SH compound showed 
moderate antibacterial and antifungal 
activities.

 
Table 4. MIC and MBC or MFC values 
 

Code   Filamentou
s fungus 

 
SA MRSA EC CN90113 MG 

MI
C 

MB
C 

MI
C 

MB
C 

MI
C 

MB
C 

MI
C 

MFC MI
C 

MF
C 

[Ru(p-
cymene)(ptu
)2 Cl]SH 
Ru2Cl4(p-
cymene)2 
ptu 
Vancomycin 
Gentamicin 
Amphotericin 
B 

 
32 

 
- 
 
- 

0.5 
- 
- 

 
32 

 
- 
 
- 
1 
- 
- 

 
32 

 
- 
 
- 
1 
- 
- 

 
32 

 
-
 
-
2 
-
-

 
NA 

 
- 
 
- 
- 

0.5 
- 

 
NA 

 
- 
 
- 
- 
- 
- 

 
32 

 
- 
 
- 
- 
- 

0.25 

 
32 

 
- 
 
- 
- 
- 

0.5 

 
NA 

 
- 
 
- 
- 
- 
- 

 
NA 

 
- 
 
- 
- 
- 
- 

SA= Staphylococcus aureus ATCC25923, MRSA= methicillin-resistant Staphylococcus aureus,  
EC=Escherichia coli ATCC25922, CN90113= Cryptococcus neoformans ATCC90113 flucytosine-
resistant, MG = Microsporum gypseum clinical isolate, MIC= minimal inhibitory concentration 
(µg/mL), MBC= minimal bactericidal concentration (µg/mL), MFC= minimal fungicidal 
concentration (µg/mL), NA = non active 
 
4. CONCLUSIONS 
 The half sandwich [Ru(p-cymene) 
(ptu)2Cl]SH complex has a distorted 
pseudo-tetrahedral geometry coordinated 
via the S donor of the ptu ligand. The 
complex exhibited moderate antibacterial 
and antifungal activity against methicillin- 
resistant S. aureus (MRSA), S. aureus 
ATCC25923 and flucytosin-resistant C. 
neoformans ATCC90113 with the value of 
MIC/MBC or MFC of 32/32 µg/mL. 
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S1. 1H-NMR spectrum of [Ru(p-

cymene)(ptu)2Cl]SH complex in CD3OH 
 

 
S2. FTIR spectrum of [Ru(p-

cymene)(ptu)2Cl]SH complex, KBr disk 
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Table 2.  Atomic coordinates ( x 104) and 
equivalent isotropic displacement 

parameters (Å2x 103) of [Ru(p-
cymene)(ptu)2Cl]SH.  U(eq) is defined as 
one third of the trace of the orthogonalized   

Uij tensor. 
 x y z U(eq) 
Ru(1)  685(1) 4526(1) 3202(1) 
Cl(1) 2188(1) 4246(1) 4421(1) 41(1) 
S(1) 4007(1) 3649(1) 2632(1) 35(1) 
N(1) 4019(4) 1914(2) 3902(1) 49(1) 
C(1) 4784(4) 2282(2) 3164(2) 35(1) 
S(2) 2231(1) 6140(1) 2670(1) 38(1) 
N(2) 6268(4) 1549(2) 2855(1) 44(1) 
C(2) 7319(4) 1702(2) 2081(2) 43(1) 
S(3') 7218(2) -669(1) 4260(1) 104(1) 

 x y z U(eq) 
N(3) -419(4) 7056(2) 3722(1) 51(1) 
C(3) 6291(5) 2209(3) 1405(2) 59(1) 
N(4) 1673(4) 8170(2) 2905(2) 58(1) 
C(4) 7423(8) 2313(3) 670(2) 83(1) 
C(5) 9530(8) 1902(4) 610(3) 98(2) 
C(6) 10555(6) 1381(3) 1273(3) 79(1) 
C(7) 9454(5) 1282(2) 2008(2) 57(1) 
C(8) 1074(4) 7179(2) 3129(2) 40(1) 
C(9) 3275(5) 8459(2) 2295(2) 57(1) 
C(10) 3160(6) 8486(3) 1523(2) 66(1) 
C(11) 4715(8) 8805(3) 951(3) 95(2) 
C(12) 6347(9) 9102(4) 1144(5) 123(2) 
C(13) 6492(8) 9087(4) 1899(5) 118(2) 
C(14) 4954(7) 8765(3) 2489(3) 90(1) 
C(15) -1965(4) 3728(2) 3888(2) 41(1) 
C(16) -989(4) 3182(2) 3306(2) 42(1) 
C(17) -709(4) 3802(2) 2502(2) 37(1) 
C(18) -1422(4) 4973(2) 2264(1) 35(1) 
C(19) -2394(4) 5522(2) 2867(2) 37(1) 
C(20) -2654(4) 4919(2) 3660(2) 40(1) 
C(21) -2237(5) 3093(3) 4742(2) 62(1) 
C(22) -1180(4) 5645(3) 1409(2) 45(1) 
C(23) 809(5) 5182(3) 943(2) 70(1) 
C(24) -3107(5) 5727(3) 1007(2) 62(1) 

 
Table 3.   Bond lengths [Å and angles [o

of [Ru(p-cymene)(ptu)2Cl]SH. 
Ru(1)-C(17) 2.159(2) 
Ru(1)-C(19) 2.187(2) 
Ru(1)-C(18) 2.198(2) 
Ru(1)-C(16) 2.203(2) 
Ru(1)-C(20) 2.216(2) 
Ru(1)-C(15) 2.253(2) 
Ru(1)-S(2) 2.3962(7) 
Ru(1)-S(1) 2.4106(6) 
Ru(1)-Cl(1) 2.4160(6) 
S(1)-C(1) 1.710(3) 
N(1)-C(1) 1.317(3) 

N(1)-H(1A) 0.8600 
N(1)-H(1B) 0.8600 
C(1)-N(2) 1.338(3) 
S(2)-C(8) 1.700(3) 
N(2)-C(2) 1.416(3) 
N(2)-H(2) 0.8600 
C(2)-C(7) 1.381(4) 
C(2)-C(3) 1.381(4) 
S(3')-H(3') 0.85(4) 
N(3)-C(8) 1.324(4) 
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Table 3.   Bond lengths [Å and angles 
[o of [Ru(p-cymene)(ptu)2Cl]SH. 

N(3)-H(3A) 0.8600 
N(3)-H(3B) 0.8600 
C(3)-C(4) 1.383(5) 
C(3)-H(3) 0.9300 
N(4)-C(8) 1.342(4) 
N(4)-C(9) 1.424(4) 

N(4)-H(4A) 0.8600 
C(4)-C(5) 1.361(6) 
C(4)-H(4) 0.9300 
C(5)-C(6) 1.364(6) 
C(5)-H(5) 0.9300 
C(6)-C(7) 1.374(5) 
C(6)-H(6) 0.9300 
C(7)-H(7) 0.9300 
C(9)-C(10) 1.369(5) 
C(9)-C(14) 1.384(5) 

C(10)-C(11) 1.375(5) 
C(10)-H(10) 0.9300 
C(11)-C(12) 1.349(7) 
C(11)-H(11) 0.9300 
C(12)-C(13) 1.349(8) 
C(12)-H(12) 0.9300 
C(13)-C(14) 1.384(7) 
C(13)-H(13) 0.9300 
C(14)-H(14) 0.9300 
C(15)-C(16) 1.387(4) 
C(15)-C(20) 1.419(4) 
C(15)-C(21) 1.501(4) 
C(16)-C(17) 1.422(4) 
C(16)-H(16) 0.9300 
C(17)-C(18) 1.398(4) 
C(17)-H(17) 0.9300 
C(18)-C(19) 1.421(4) 
C(18)-C(22) 1.513(4) 
C(19)-C(20) 1.397(4) 
C(19)-H(19) 0.9300 
C(20)-H(20) 0.9300 

C(21)-H(21A) 0.9600 
C(21)-H(21B) 0.9600 
C(21)-H(21C) 0.9600 
C(22)-C(23) 1.518(4) 
C(22)-C(24) 1.526(4) 
C(22)-H(22) 0.9800 

C(23)-H(23A) 0.9600 
C(23)-H(23B) 0.9600 

 
 

 

Table 3.   Bond lengths [Å and angles 
[o of [Ru(p-cymene)(ptu)2Cl]SH. 

C(23)-H(23C) 0.9600 
C(24)-H(24A) 0.9600 
C(24)-H(24B) 0.9600 
C(24)-H(24C) 0.9600 

C(17)-Ru(1)-C(19) 67.10(10) 
C(17)-Ru(1)-C(18) 37.42(10) 
C(19)-Ru(1)-C(18) 37.82(9) 
C(17)-Ru(1)-C(16) 38.02(10) 
C(19)-Ru(1)-C(16) 78.93(10) 
C(18)-Ru(1)-C(16) 68.08(10) 
C(17)-Ru(1)-C(20) 79.08(10) 
C(19)-Ru(1)-C(20) 37.01(9) 
C(18)-Ru(1)-C(20) 67.75(9) 
C(16)-Ru(1)-C(20) 66.06(11) 
C(17)-Ru(1)-C(15) 67.14(10) 
C(19)-Ru(1)-C(15) 66.90(10) 
C(18)-Ru(1)-C(15) 80.18(9) 
C(16)-Ru(1)-C(15) 36.25(10) 
C(20)-Ru(1)-C(15) 37.01(10) 
C(17)-Ru(1)-S(2) 124.07(7) 
C(19)-Ru(1)-S(2) 91.63(7) 
C(18)-Ru(1)-S(2) 95.05(7) 
C(16)-Ru(1)-S(2) 161.98(7) 
C(20)-Ru(1)-S(2) 114.55(8) 
C(15)-Ru(1)-S(2) 150.77(8) 
C(17)-Ru(1)-S(1) 86.06(7) 
C(19)-Ru(1)-S(1) 140.98(7) 
C(18)-Ru(1)-S(1) 104.50(7) 
C(16)-Ru(1)-S(1) 97.44(8) 
C(20)-Ru(1)-S(1) 163.27(8) 
C(15)-Ru(1)-S(1) 129.00(8) 
S(2)-Ru(1)-S(1) 80.19(2) 

C(17)-Ru(1)-Cl(1) 146.74(7) 
C(19)-Ru(1)-Cl(1) 127.58(7) 
C(18)-Ru(1)-Cl(1) 165.08(7) 
C(16)-Ru(1)-Cl(1) 110.31(7) 
C(20)-Ru(1)-Cl(1) 97.78(7) 
C(15)-Ru(1)-Cl(1) 90.31(7) 
S(2)-Ru(1)-Cl(1) 87.63(2) 
S(1)-Ru(1)-Cl(1) 90.42(2) 
C(1)-S(1)-Ru(1) 110.81(9) 
C(1)-N(1)-H(1A) 120.0 
C(1)-N(1)-H(1B) 120.0 

H(1A)-N(1)-H(1B) 120.0 
N(1)-C(1)-N(2) 117.0(2) 

 
 

 



 
 

Table 3.   Bond lengths [Å and angles 
[o of [Ru(p-cymene)(ptu)2Cl]SH. 

N(1)-C(1)-S(1) 121.93(19) 
N(2)-C(1)-S(1) 121.0(2) 
C(8)-S(2)-Ru(1) 110.86(10) 
C(1)-N(2)-C(2) 129.1(2) 
C(1)-N(2)-H(2) 115.4 
C(2)-N(2)-H(2) 115.4 
C(7)-C(2)-C(3) 119.2(3) 
C(7)-C(2)-N(2) 117.8(3) 
C(3)-C(2)-N(2) 122.9(3) 

C(8)-N(3)-H(3A) 120.0 
C(8)-N(3)-H(3B) 120.0 

H(3A)-N(3)-H(3B) 120.0 
C(2)-C(3)-C(4) 119.5(3) 
C(2)-C(3)-H(3) 120.2 
C(4)-C(3)-H(3) 120.2 
C(8)-N(4)-C(9) 125.6(2) 

C(8)-N(4)-H(4A) 117.2 
C(9)-N(4)-H(4A) 117.2 
C(5)-C(4)-C(3) 120.4(4) 
C(5)-C(4)-H(4) 119.8 
C(3)-C(4)-H(4) 119.8 
C(4)-C(5)-C(6) 120.6(4) 
C(4)-C(5)-H(5) 119.7 
C(6)-C(5)-H(5) 119.7 
C(5)-C(6)-C(7) 119.6(4) 
C(5)-C(6)-H(6) 120.2 
C(7)-C(6)-H(6) 120.2 
C(6)-C(7)-C(2) 120.6(4) 
C(6)-C(7)-H(7) 119.7 
C(2)-C(7)-H(7) 119.7 
N(3)-C(8)-N(4) 117.0(2) 
N(3)-C(8)-S(2) 122.6(2) 
N(4)-C(8)-S(2) 120.4(2) 

C(10)-C(9)-C(14) 119.5(4) 
C(10)-C(9)-N(4) 122.1(3) 
C(14)-C(9)-N(4) 118.4(4) 
C(9)-C(10)-C(11) 119.8(4) 
C(9)-C(10)-H(10) 120.1 
C(11)-C(10)-H(10) 120.1 
C(12)-C(11)-C(10) 120.4(5) 
C(12)-C(11)-H(11) 119.8 
C(10)-C(11)-H(11) 119.8 
C(13)-C(12)-C(11) 120.9(6) 
C(13)-C(12)-H(12) 119.6 
C(11)-C(12)-H(12) 119.6 

 
 

 

Table 3.   Bond lengths [Å and angles 
[o of [Ru(p-cymene)(ptu)2Cl]SH. 
C(12)-C(13)-C(14) 120.0(5) 

C(12)-C(13)-H(13) 120.0 
C(14)-C(13)-H(13) 120.0 

C(9)-C(14)-C(13) 119.4(5) 
C(9)-C(14)-H(14) 120.3 

C(13)-C(14)-H(14) 120.3 
C(16)-C(15)-C(20) 118.3(2) 
C(16)-C(15)-C(21) 121.6(3) 
C(20)-C(15)-C(21) 120.1(3) 
C(16)-C(15)-Ru(1) 69.91(15) 
C(20)-C(15)-Ru(1) 70.05(14) 
C(21)-C(15)-Ru(1) 130.22(18) 
C(15)-C(16)-C(17) 120.7(3) 
C(15)-C(16)-Ru(1) 73.84(15) 
C(17)-C(16)-Ru(1) 69.31(14) 

C(15)-C(16)-H(16) 119.6 
C(17)-C(16)-H(16) 119.6 
Ru(1)-C(16)-H(16) 129.7 
C(18)-C(17)-C(16) 121.8(2) 
C(18)-C(17)-Ru(1) 72.80(14) 
C(16)-C(17)-Ru(1) 72.67(15) 

C(18)-C(17)-H(17) 119.1 
C(16)-C(17)-H(17) 119.1 
Ru(1)-C(17)-H(17) 127.6 
C(17)-C(18)-C(19) 116.8(2) 
C(17)-C(18)-C(22) 122.7(2) 
C(19)-C(18)-C(22) 120.5(2) 
C(17)-C(18)-Ru(1) 69.78(14) 
C(19)-C(18)-Ru(1) 70.65(13) 
C(22)-C(18)-Ru(1) 129.99(17) 
C(20)-C(19)-C(18) 121.6(2) 
C(20)-C(19)-Ru(1) 72.63(14) 
C(18)-C(19)-Ru(1) 71.53(14) 

C(20)-C(19)-H(19) 119.2 
C(18)-C(19)-H(19) 119.2 
Ru(1)-C(19)-H(19) 129.1 
C(19)-C(20)-C(15) 120.7(2) 
C(19)-C(20)-Ru(1) 70.36(14) 
C(15)-C(20)-Ru(1) 72.93(14) 

C(19)-C(20)-H(20) 119.6 
C(15)-C(20)-H(20) 119.6 
Ru(1)-C(20)-H(20) 129.5 
C(15)-C(21)-H(21A) 109.5 
C(15)-C(21)-H(21B) 109.5 

H(21A)-C(21)-H(21B) 109.5 
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Table 3.   Bond lengths [Å and angles 
[o of [Ru(p-cymene)(ptu)2Cl]SH. 
C(15)-C(21)-H(21C) 109.5 

H(21A)-C(21)-H(21C) 109.5 
H(21B)-C(21)-H(21C) 109.5 

C(18)-C(22)-C(23) 113.8(2) 
C(18)-C(22)-C(24) 109.3(2) 
C(23)-C(22)-C(24) 110.8(3) 
C(18)-C(22)-H(22) 107.6 
C(23)-C(22)-H(22) 107.6 
C(24)-C(22)-H(22) 107.6 

C(22)-C(23)-H(23A) 109.5 
C(22)-C(23)-H(23B) 109.5 

H(23A)-C(23)-H(23B) 109.5 
  

Table 3.   Bond lengths [Å and angles 
[o of [Ru(p-cymene)(ptu)2Cl]SH. 

C(22)-C(23)-H(23C) 109.5 
H(23A)-C(23)-H(23C) 109.5 
H(23B)-C(23)-H(23C) 109.5 
C(22)-C(24)-H(24A) 109.5 
C(22)-C(24)-H(24B) 109.5 

H(24A)-C(24)-H(24B) 109.5 
C(22)-C(24)-H(24C) 109.5 

H(24A)-C(24)-H(24C) 109.5 
H(24B)-C(24)-H(24C) 109.5 

Symmetry transformations used to generate 
equivalent atoms:  
 

Table 4.   Anisotropic displacement parameters (Å2x 103) of [Ru(p-cymene)(ptu)2Cl]SH.  

The anisotropic displacement factor exponent takes the form: -2 2[ h2a*2U11 + ... + 2 h k 

a* b* U12 ] 
 U11 U22 U33 U23 U13 U12 
Ru(1) 22(1)  29(1) 31(1)  -9(1) -2(1)  -3(1) 
Cl(1) 35(1)  51(1) 36(1)  -16(1) -7(1)  -2(1) 
S(1) 29(1)  28(1) 42(1)  -7(1) 3(1)  -1(1) 
N(1) 59(2)  34(1) 41(1)  -3(1) 2(1)  2(1) 
C(1) 33(1)  30(1) 43(1)  -12(1) -5(1)  -5(1) 
S(2) 34(1)  30(1) 52(1)  -16(1) 4(1)  -7(1) 
N(2) 52(1)  27(1) 44(1)  -9(1) -2(1)  5(1) 
C(2) 50(2)  26(1) 52(2)  -16(1) 2(1)  -4(1) 
S(3') 161(1)  48(1) 56(1)  -1(1) 8(1)  39(1) 
N(3) 68(2)  39(1) 42(1)  -17(1) -5(1)  4(1) 
C(3) 68(2)  50(2) 55(2)  -22(2) -1(2)  1(2) 
N(4) 85(2)  30(1) 60(2)  -17(1) -10(2)  -6(1) 
C(4) 118(4)  68(2) 51(2)  -21(2) 4(2)  1(2) 
C(5) 129(4)  64(3) 76(3)  -21(2) 47(3)  -7(3) 
C(6) 72(2)  51(2) 102(3)  -28(2) 28(2)  -4(2) 
C(7) 55(2)  38(2) 75(2)  -24(2) 5(2)  0(1) 
C(8) 48(2)  32(1) 38(1)  -10(1) -14(1)  2(1) 
C(9) 63(2)  23(1) 80(2)  -8(1) -16(2)  -5(1) 
C(10) 73(2)  44(2) 76(2)  -10(2) 1(2)  -18(2) 
C(11) 114(4)  49(2) 109(4)  -17(2) 31(3)  -24(2) 
C(12) 89(4)  48(3) 210(7)  -24(4) 38(4)  -23(2) 
C(13) 69(3)  53(3) 236(7)  -33(4) -24(4)  -22(2) 
C(14) 94(3)  41(2) 143(4)  -19(2) -46(3)  -13(2) 
C(15) 25(1)  56(2) 41(1)  -1(1) -6(1)  -16(1) 
C(16) 35(1)  36(1) 55(2)  -2(1) -11(1)  -16(1) 
C(17) 34(1)  41(2) 43(1)  -16(1) -6(1)  -12(1) 
C(18) 29(1)  44(2) 33(1)  -8(1) -9(1)  -10(1) 



 
 

       

Table 4.   Anisotropic displacement parameters (Å2x 103) of [Ru(p-
cymene)(ptu)2Cl]SH.  The anisotropic displacement factor exponent takes the form: -

2[ h2a*2U11 + ... + 2 h k a* b* U12 ] 
 U11 U22 U33 U23 U13 U12 
C(19) 24(1)  40(1) 43(1)  -7(1) -9(1)  1(1) 
C(20) 22(1)  57(2) 38(1)  -14(1) -2(1)  -3(1) 
C(21) 46(2)  85(2) 45(2)  10(2) -7(1)  -26(2) 
C(22) 47(2)  51(2) 35(1)  -5(1) -7(1)  -12(1) 
C(23) 51(2)  106(3) 39(2)  -5(2) 0(1)  -13(2) 
C(24) 52(2)  86(2) 37(2)  -5(2) -14(1)  -2(2) 

Table 5.   Hydrogen coordinates ( x 104) 
and isotropic displacement parameters 

(Å2x 103) of [Ru(p-cymene)(ptu)2Cl]SH 
 x  y  z  U(eq) 

H(1A) 4475 1230 4162 59 
H(1B) 3063 2358 4123 59 
H(2) 6634 892 3170 53 
H(3A) -958 7598 3944 61 
H(3B) -850 6435 3884 61 
H(3) 4849 2478 1445 71 
H(4A) 1035 8673 3151 69 
H(4) 6741 2665 213 100 
H(5) 10277 1979 112 117 
H(6) 11992 1093 1227 95 
H(7) 10153 929 2461 69 
H(10) 2032 8288 1386 79 
H(11) 4642 8817 428 114 
H(12) 7386 9320 751 147 
H(13) 7626 9294 2024 141 
H(14) 5047 8754 3010 107 
H(16) -513 2403 3444 50 
H(17) -33 3418 2124 45 
H(19) -2868 6302 2731 45 
H(20) -3285 5303 4042 48 
H(21A) -2942 3612 5053 92 
H(21B) -3055 2544 4794 92 
H(21C) -890 2719 4926 92 
H(22) -1133 6413 1410 54 
H(23A) 864 5645 409 105 
H(23B) 2003 5183 1187 105 
H(23C) 817 4424 940 105 
H(24A) -2958 6153 465 93 
H(24B) -3244 4982 1026 93 
H(24C) -4332 6096 1278 93 
H(3') 8350(60) -440(30) 4150(20) 74 

 

Table 6.  Torsion angles [o of [Ru(p-
cymene)(ptu)2Cl]SH. 

Ru(1)-S(1)-C(1)-N(1) -20.1(2) 
Ru(1)-S(1)-C(1)-N(2) 162.60(19) 
N(1)-C(1)-N(2)-C(2) 178.4(3) 
S(1)-C(1)-N(2)-C(2) -4.2(4) 
C(1)-N(2)-C(2)-C(7) 137.0(3) 
C(1)-N(2)-C(2)-C(3) -45.7(4) 
C(7)-C(2)-C(3)-C(4) -1.7(5) 
N(2)-C(2)-C(3)-C(4) -179.0(3) 
C(2)-C(3)-C(4)-C(5) 1.1(6) 
C(3)-C(4)-C(5)-C(6) 0.2(7) 
C(4)-C(5)-C(6)-C(7) -0.9(6) 
C(5)-C(6)-C(7)-C(2) 0.3(5) 
C(3)-C(2)-C(7)-C(6) 1.0(4) 
N(2)-C(2)-C(7)-C(6) 178.5(3) 
C(9)-N(4)-C(8)-N(3) 178.6(3) 
C(9)-N(4)-C(8)-S(2) -0.7(4) 
Ru(1)-S(2)-C(8)-N(3) 2.5(3) 
Ru(1)-S(2)-C(8)-N(4) -178.27(19) 
C(8)-N(4)-C(9)-C(10) 61.2(4) 
C(8)-N(4)-C(9)-C(14) -121.4(3) 

C(14)-C(9)-C(10)-C(11) 0.6(5) 
N(4)-C(9)-C(10)-C(11) 177.9(3) 
C(9)-C(10)-C(11)-C(12) -0.6(6) 

C(10)-C(11)-C(12)-C(13) 0.3(7) 
C(11)-C(12)-C(13)-C(14) 0.0(8) 
C(10)-C(9)-C(14)-C(13) -0.3(5) 
N(4)-C(9)-C(14)-C(13) -177.7(3) 
C(12)-C(13)-C(14)-C(9) 0.0(7) 

C(20)-C(15)-C(16)-C(17) -0.7(4) 
C(21)-C(15)-C(16)-C(17) -178.7(2) 
Ru(1)-C(15)-C(16)-C(17) -53.1(2) 
C(20)-C(15)-C(16)-Ru(1) 52.5(2) 
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Table 6.  Torsion angles [o of [Ru(p-
cymene)(ptu)2Cl]SH. 

C(21)-C(15)-C(16)-Ru(1) -125.6(2) 
C(15)-C(16)-C(17)-C(18) -0.9(4) 
Ru(1)-C(16)-C(17)-C(18) -56.1(2) 
C(15)-C(16)-C(17)-Ru(1) 55.2(2) 
C(16)-C(17)-C(18)-C(19) 1.6(3) 
Ru(1)-C(17)-C(18)-C(19) -54.39(19) 
C(16)-C(17)-C(18)-C(22) -178.7(2) 
Ru(1)-C(17)-C(18)-C(22) 125.3(2) 
C(16)-C(17)-C(18)-Ru(1) 56.0(2) 
C(17)-C(18)-C(19)-C(20) -0.9(3) 
C(22)-C(18)-C(19)-C(20) 179.4(2) 
Ru(1)-C(18)-C(19)-C(20) -54.9(2) 
C(17)-C(18)-C(19)-Ru(1) 53.96(19) 
C(22)-C(18)-C(19)-Ru(1) -125.7(2) 
C(18)-C(19)-C(20)-C(15) -0.5(4) 

  

Table 6.  Torsion angles [o of [Ru(p-
cymene)(ptu)2Cl]SH. 

Ru(1)-C(19)-C(20)-C(15) -54.9(2) 
C(18)-C(19)-C(20)-Ru(1) 54.4(2) 
C(16)-C(15)-C(20)-C(19) 1.3(4) 
C(21)-C(15)-C(20)-C(19) 179.4(2) 
Ru(1)-C(15)-C(20)-C(19) 53.7(2) 
C(16)-C(15)-C(20)-Ru(1) -52.4(2) 
C(21)-C(15)-C(20)-Ru(1) 125.7(2) 
C(17)-C(18)-C(22)-C(23) -33.9(4) 
C(19)-C(18)-C(22)-C(23) 145.7(3) 
Ru(1)-C(18)-C(22)-C(23) 56.2(4) 
C(17)-C(18)-C(22)-C(24) 90.6(3) 
C(19)-C(18)-C(22)-C(24) -89.8(3) 
Ru(1)-C(18)-C(22)-C(24) -179.3(2) 

Symmetry transformations used to generate 
equivalent atoms:  
 

Table 7.  Hydrogen bonds of [Ru(p-cymene)(ptu)2Cl]SH [Å and o  
D-H...A d(D-H) d(H...A) d(D...A) <(DHA) 
(1)-H(1A)...S(3') 0.86 2.61 3.374(2) 148.9 
 N(1)-H(1B)...Cl(1) 0.86 2.50 3.231(2) 143.1 
 N(2)-H(2)...S(3') 0.86 2.33 3.175(2) 166.2 
 N(3)-H(3A)...S(3')#1 0.86 2.40 3.240(2) 166.2 

Symmetry transformations used to generate equivalent atoms: #1 x-1,y+1,z  
 
Least-squares planes (x,y,z in crystal coordinates) and deviations from them 
 (* indicates atom used to define plane) 
  4.7415 (0.0156) x + 7.1502 (0.0058) y - 5.8516 (0.0524) z = 4.7415 (0.0210)  
 *   -1.0014 (0.0035)  C3 
 *    0.1935 (0.0008)  N4 
 *    0.0396 (0.0043)  C4 
 *    0.7803 (0.0039)  C5 
 *    0.5054 (0.0036)  C6 
 *   -0.5174 (0.0044)  C7 
 Rms deviation of fitted atoms =   0.6019 
 - 1.9834 (0.0094) x + 10.5791 (0.0108) y + 0.5997 (0.0292) z = 8.4387 (0.0167)  
 
Angle to previous plane (with approximate esd) = 75.187 ( 0.105 ) 
 *   -0.0021 (0.0023)  C9 
 *    0.0029 (0.0025)  C10 
 *   -0.0019 (0.0029)  C11 
 *    0.0000 (0.0036)  C12 
 *    0.0008 (0.0035)  C13 
 *    0.0003 (0.0027)  C14 
Rms deviation of fitted atoms =   0.0017 
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Close-Can ATMOS dpx 

± Bq·m-3, ± mBq·kg-

1·h-1  ± mSv·y-

(300 Bq·m-3 WHO) 

 mSv·y-1 ICRP 

:  
 

ABSTRACT 

The concentration of uranium-238 in soil at the north of Yala province were high, which 

may cause of high indoor radon concentration and building materials in this area. Therefore, this 

research aims to study the radon concentration and radon exhalation rate from rock used for 

building materials 27 samples using Close-Can technique with ATMOS 12 dpx. This study found 

that the radon concentration, radon exhalation rate and the effective dose are average  
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49.24±8.43 Bq·m-3, 16.56±3.00 mBq·kg-1·h-1and 1.24±0.21 mSv·y-1, respectively. The radon 

concentration in Lidon sub district are higher than acceptable level (300 Bq·m-3 as recommended 

by WHO). For the effective dose in Lidon sub district, Kero sub district and Koto Tuera sub district 

are higher than the annual exposure limit (1 mSv·y-1 as recommended by ICRP). 

Keywords: Radon concentration, Radon exhalation rate, Rock used for construction                  

Northern part of Yala Province 
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1 Bq·m-3 mBq·kg-1·h-1

mSv·y-1) 

  

 

 

(Bq·m-3) 

 

 

(mBq·kg-1·h-1) 

 

(mSv·y-1) 

  27.89±7.97 8.43±2.41 0.70±0.20 

 21.11±7.04 6.38±2.13 0.53±0.18 

 21.48±3.22 6.49±0.97 0.54±0.08 

 7.01±7.01 3.36±3.36 0.18±0.18 

  39.46±5.26 11.93±1.59 0.99±0.13 

  18.50±6.61 6.99±2.50 0.47±0.17 

 13.50±4.50 4.08±1.36 0.34±0.11 

 547.24±44.90 165.46±13.58 13.79±1.13 

 38.05±11.81 14.38±4.46 0.96±0.30 

 25.18±6.99 7.61±2.11 0.63±0.18 

 24.74±5.50 7.48±1.66 0.62±0.14 

  10.33±3.10 3.12±0.94 0.26±0.08 

 12.59±5.60 3.81±1.69 0.32±0.14 

 27.89±6.97 10.54±2.64 0.70±0.18 

 12.01±4.00 5.77±1.92 0.30±0.10 

 26.39±7.11 7.98±2.15 0.67±0.18 

 14.37±6.53 4.34±1.97 0.36±0.16 

  16.97±8.48 8.14±4.07 0.43±0.21 

 49.91±6.51 15.09±1.97 1.26±0.16 

 37.40±9.10 17.95±4.37 0.94±0.23 

 199.25±15.02 75.31±5.68 5.02±0.38 

 13.25±5.30 5.01±2.00 0.33±0.13 

 25.98±7.28 9.82±.75 0.65±0.18 

 

 

 



 
 

2 Bq·m-3 mBq·kg-1·h-1

mSv·y-1  

  

 

 

(Bq·m-3) 

 

 

(mBq·kg-1·h-1) 

 

(mSv·y-1) 

  25.98±7.28 9.82±.75 0.65±0.18 

 27.89±7.97 10.54±3.01 0.70±0.20 

 26.76±7.49 10.11±2.83 0.67±0.19 

 20.66±11.36 9.92±5.46 0.52±0.29 

 23.66±4.98 7.15±1.51 0.60±0.13 

 - 49.24±8.43 16.56±3.00 1.24±0.21 

WHO - 300 - - 

ICRP - - - 1 
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ค ำแนะน ำส ำหรับผู้เขียน 
วารสารวิจัย มทร.กรุงเทพ รับบทความทั้งภาษาไทยและภาษาอังกฤษ ต้องเป็นต้นฉบับ ไม่เคยตีพิมพ์

หรือเผยแพร่ที่ใดมาก่อน มีจุดประสงค์เพื่อเผยแพร่ความรู้ และผลงานวิชาการทางวิทยาศาสตร์และเทคโนโลยี 
และมีการตรวจสอบคุณภาพอย่างเคร่งครัด  

1. หลักเกณฑ์กำรส่งบทควำม 
1.1 บทความเปิดรับทั้งจากบุคคลภายในและภายนอกมหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพ 
1.2 บทความมีรูปแบบการเขียนตามที่ก าหนดไว้ 
1.3 บทความต้องมีความยาวประมาณ 6 -12 หน้า ในรูปแบบ 2 คอลัมน์ 
1.4 หากเป็นบทความที่มาจากการประชุมวิชาการ ต้องใส่อ้างอิงเชิงอรรถให้ทราบว่ามาจากงาน

ประชุมวิชาการใด และเปลี่ยนช่ือบทความพร้อมทั้งปรับเนื้อหาให้เป็นบทความที่สมบูรณ์ (ไม่น้อยกว่าร้อยละ 40) 
1.5 การส่งบทความ เพื่อผ่านการพิจารณากลั่นกรองและประเมินคุณภาพจากผู้ทรงคุณวุฒิ                                                                       

ในสาขาวิชาที่เกี่ยวข้องผ่าน รูปแบบ Online  
โดยจัดส่งไฟล์อิเล็กทรอนิกส์ผ่าน https://www.tci-thaijo.org/index.php/rmutk  เริ่มจาก             

การกรอกข้อมูลตามแบบฟอร์มส่งบทความเพื่อพิจารณาใหส้มบูรณ์ บทความจะได้รับการพิจารณากลั่นกรองจาก
ผู้ทรงคุณวุฒิ และเมื่อบทความได้รับการแก้ไข (หากมี) อย่างเหมาะสม ผู้เขียนจะต้องส่งบทความเข้ามายัง 
https://www.tci-thaijo.org/index.php/rmutk เพื่อด าเนินการในส่วนอ่ืนต่อไป 

2. ประเภทของบทควำมที่ตีพิมพ์ 
บทความที่ตีพิมพ์ในวารสารมี 2 ประเภท คือ 

2.1 บทความวิจัย (Research Paper) เป็นบทความที่มีลักษณะและรูปแบบการวิจัยตามหลัก
วิชาการ เช่น ตั้งสมมติฐาน โดยระบุวัตถุประสงค์ที่ชัดเจน ได้ค้นคว้าทดลองอย่างมีระบบ และสรุปผลการวิจัยที่
น าไปใช้ประโยชน์ต่อไป 

2.2 บทความวิชาการ (Academic Paper) เป็นบทความท่ีมีลักษณะเชิงวิเคราะห์หรือวิจารณ์ จาก
การทบทวนเอกสาร จากประสบการณ์หรือความช านาญของผู้เขียน และเสนอแนวคิดใหม่บนพื้นฐานวิชาการ 
อันก่อเกิดองค์ความรู้หรือสามารถประยุกต์ใช้ประโยชน์ 

3. รูปแบบกำรพิมพ์บทควำม 
3.1  ระยะขอบ   

 ขอบบน (Top Margin) 1 นิ้ว หรือ 2.54 ซม. 
 ขอบล่าง (Bottom Margin) 0.7 นิ้ว หรือ 2 ซม. 
 ขอบขวา (Right Margin) 0.7 นิ้ว หรือ 2 ซม. 
 ขอบซ้าย (Left Margin) 0.7 นิ้ว หรือ 2 ซม. 

3.2  กระดำษ  
ขนาด B5 (JIS) 18.2 x 25.7 ซม. 
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3.3  รูปแบบตัวอักษร  
บทความภาษาไทย ใช้ TH SarabunPSK 
บทความภาษาอังกฤษ ใช้ Time New Roman 

3.4  ชื่อเร่ือง   
 บทความภาษาไทย ใช้ช่ือเรื่องทั้งภาษาไทยและภาษาอังกฤษ ขนาด 16 ตัวหนา (พิมพ์กลาง

หน้ากระดาษควรเป็นช่ือท่ีสั้น กะทัดรัด ได้ใจความตรงกับวัตถุประสงค์และเนื้อเรื่อง) 
 บทความภาษาอังกฤษ ใช้ช่ือเรื่อง ขนาด 16 ตัวหนา (พิมพ์กลางหน้ากระดาษ) 

3.5  ชื่อผู้เขียนและชื่อผู้ร่วมงำน  
บทความภาษาไทย ใช้ขนาด 14 ตัวหนา (พิมพ์กลางหน้ากระดาษ) 
บทความภาษาอังกฤษ ใช้ขนาด 12 ตัวหนา (พิมพ์กลางหน้ากระดาษ) 

3.6  สถำนที่ท ำงำน เบอร์โทรศัพท์ และ E-mail 
บทความภาษาไทย ใช้ขนาด 12 ตัวปกติ (พิมพ์กลางหน้ากระดาษ) 
บทความภาษาอังกฤษ ใช้ขนาด 10 ตัวปกติ (พิมพ์กลางหน้ากระดาษ) 

3.7  ค ำว่ำ บทคัดย่อ/Abstract 
บทความภาษาไทย ใช้ขนาด 16 ตัวหนา 
บทความภาษาอังกฤษ ใช้ขนาด 12 ตัวหนา 

3.8  เนื้อควำมใน บทคัดย่อ/Abstract 
บทความภาษาไทย ใช้ขนาด 14 ตัวปกติ (พิมพ์แบบเต็มขอบ) 
บทความภาษาอังกฤษ ใช้ขนาด 11 ตัวปกติ (พิมพ์แบบเต็มขอบ) 

3.9  เนื้อควำมทั้งหมด (แบ่งเป็น 2 คอลัมน์ ระยะห่างระหว่างคอลัมน์ 0.3นิ้ว หรือ 0.7 ซม.) 
บทความภาษาไทย ใช้ขนาด 14 ตัวปกติ  
บทความภาษาอังกฤษ ใช้ขนาด 11 ตัวปกติ 

3.10  ชื่อหัวเร่ืองใหญ่ 
บทความภาษาไทย ใช้ขนาด 16 ตัวหนา (พิมพ์แบบชิดซ้าย) 
บทความภาษาอังกฤษ ใช้ขนาด 12 ตัวหนา (พิมพ์แบบชิดซ้าย) 

3.11  ชื่อหัวเร่ืองย่อย 
บทความภาษาไทย ใช้ขนาด 14 ตัวหนา (พิมพ์แบบชิดซ้าย) 
บทความภาษาอังกฤษ ใช้ขนาด 11 ตัวหนา (พิมพ์แบบชิดซ้าย) 

3.12  ค ำว่ำ กิตติกรรมประกำศ/Acknowledgement และค ำว่ำ เอกสำรอ้ำงอิง/Reference 
(ใส่หมายเลขล าดับหัวเรื่องด้วย) 
บทความภาษาไทย ใช้ขนาด 16 ตัวหนา 
บทความภาษาอังกฤษ ใช้ขนาด 12 ตัวหนา 

ค ำแนะน ำส ำหรับผู้เขียน 
วารสารวิจัย มทร.กรุงเทพ รับบทความทั้งภาษาไทยและภาษาอังกฤษ ต้องเป็นต้นฉบับ ไม่เคยตีพิมพ์

หรือเผยแพร่ที่ใดมาก่อน มีจุดประสงค์เพื่อเผยแพร่ความรู้ และผลงานวิชาการทางวิทยาศาสตร์และเทคโนโลยี 
และมีการตรวจสอบคุณภาพอย่างเคร่งครัด  

1. หลักเกณฑ์กำรส่งบทควำม 
1.1 บทความเปิดรับทั้งจากบุคคลภายในและภายนอกมหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพ 
1.2 บทความมีรูปแบบการเขียนตามที่ก าหนดไว้ 
1.3 บทความต้องมีความยาวประมาณ 6 -12 หน้า ในรูปแบบ 2 คอลัมน์ 
1.4 หากเป็นบทความที่มาจากการประชุมวิชาการ ต้องใส่อ้างอิงเชิงอรรถให้ทราบว่ามาจากงาน

ประชุมวิชาการใด และเปลี่ยนช่ือบทความพร้อมทั้งปรับเนื้อหาให้เป็นบทความที่สมบูรณ์ (ไม่น้อยกว่าร้อยละ 40) 
1.5 การส่งบทความ เพื่อผ่านการพิจารณากลั่นกรองและประเมินคุณภาพจากผู้ทรงคุณวุฒิ                                                                       

ในสาขาวิชาที่เกี่ยวข้องผ่าน รูปแบบ Online  
โดยจัดส่งไฟล์อิเล็กทรอนิกส์ผ่าน https://www.tci-thaijo.org/index.php/rmutk  เริ่มจาก             

การกรอกข้อมูลตามแบบฟอร์มส่งบทความเพื่อพิจารณาใหส้มบูรณ์ บทความจะได้รับการพิจารณากลั่นกรองจาก
ผู้ทรงคุณวุฒิ และเมื่อบทความได้รับการแก้ไข (หากมี) อย่างเหมาะสม ผู้เขียนจะต้องส่งบทความเข้ามายัง 
https://www.tci-thaijo.org/index.php/rmutk เพื่อด าเนินการในส่วนอ่ืนต่อไป 

2. ประเภทของบทควำมที่ตีพิมพ์ 
บทความที่ตีพิมพ์ในวารสารมี 2 ประเภท คือ 

2.1 บทความวิจัย (Research Paper) เป็นบทความที่มีลักษณะและรูปแบบการวิจัยตามหลัก
วิชาการ เช่น ตั้งสมมติฐาน โดยระบุวัตถุประสงค์ที่ชัดเจน ได้ค้นคว้าทดลองอย่างมีระบบ และสรุปผลการวิจัยที่
น าไปใช้ประโยชน์ต่อไป 

2.2 บทความวิชาการ (Academic Paper) เป็นบทความที่มีลักษณะเชิงวิเคราะห์หรือวิจารณ์ จาก
การทบทวนเอกสาร จากประสบการณ์หรือความช านาญของผู้เขียน และเสนอแนวคิดใหม่บนพื้นฐานวิชาการ 
อันก่อเกิดองค์ความรู้หรือสามารถประยุกต์ใช้ประโยชน์ 

3. รูปแบบกำรพิมพ์บทควำม 
3.1  ระยะขอบ   

 ขอบบน (Top Margin) 1 นิ้ว หรือ 2.54 ซม. 
 ขอบล่าง (Bottom Margin) 0.7 นิ้ว หรือ 2 ซม. 
 ขอบขวา (Right Margin) 0.7 นิ้ว หรือ 2 ซม. 
 ขอบซ้าย (Left Margin) 0.7 นิ้ว หรือ 2 ซม. 

3.2  กระดำษ  
ขนาด B5 (JIS) 18.2 x 25.7 ซม. 
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3.13 สมกำรหรือพจน์ทำงคณิตศำสตร์ที่ซับซ้อน  
ควรเขียนโดยใช้ Equation Editor โดยจัดแยกบรรทัด และมีเลขก ากับอยู่ในวงเล็บเล็ก
จัดพิมพ์ด้วย Microsoft Word 

4. ส่วนประกอบของบทควำมแต่ละประเภท 
4.1 บทควำมวิจัย 

A. ส่วนปก 
1. ชื่อบทควำม (Title) ภาษาไทยและภาษาอังกฤษ ควรกะทัดรัด ไม่ยาวเกินไป ช่ือ

เรื่องต้องมีทั้งภาษาไทยและภาษอังกฤษ 
2. ชื่อผู้เขียน (Authors) ช่ือเต็ม นามสกุลเต็ม ทั้งภาษาไทยและภาษาอังกฤษ ของ

ผู้เขียนทุกคน ส าหรับผู้เขียนประสานงานให้ใส่ที่อยู่ให้ละเอียด พร้อมทั้งหมายเลข
โทรศัพท/์โทรสาร และ E-mail address ที่สามารถติดต่อได้  

3. ตัวเลขยก ให้เขียนไว้บนนามสกุล เพื่อระบุที่อยู่ของผู้เขียน 
4. บทคัดย่อ (ABSTRACT) ควรจัดท าเป็นร้อยแก้วย่อหน้าเดียว สั้น ตรงประเด็น 

ครอบคลุมสาระส าคัญของการศึกษา ได้แก่ วัตถุประสงค์ วิธีการ ผลการวิจัยและการ
อภิปรายผล เป็นต้น ถ้าบทความเป็นภาษาไทยจะต้องมีบทคัดย่อทั้งภาษาไทยและ
ภาษาอังกฤษ โดยให้ภาษาไทยข้ึนก่อน มีความยาวไม่เกิน 1,000 ค า 

5. ค ำส ำคัญ (keywords) ภาษาไทยและภาษาอังกฤษ เป็นค าส าคัญท่ีสามารถใช้ใน
การสืบค้น ในระบบฐานข้อมูล 

หมายเหตุ : เนื้อหาส่วนปกจะต้องเขียนให้อยู่ในกระดาษ จ านวน 1 หน้า เท่านั้น 
B. ส่วนเนื้อหำ 

1. บทน ำ (INTRODUCTION) เพื่ออธิบายถึงความส าคัญของปัญหา และวัตถุประสงค์
ของการวิจัย รวมถึงการทบทวนวรรณกรรม และเอกสารที่เกี่ยวข้อง 

2. วัสดุ อุปกรณ์ และวิธีกำร (MATERIALS AND METHODS)/วิธีด ำเนินกำรวิจัย 
(RESEARCH METHODOLOGY) อธิบายเครื่องมือและวิธีการด าเนินการวิจัยให้
ชัดเจน 
- บทความวิจัยด้านวิทยาศาสตร์ ควรอธิบายเกี่ยวกับเครื่องมือ อุปกรณ์ สารเคมี 

และวิธีการที่ใช้ในการวิจัย 
3. ผลกำรวิจัยและอภิปรำยผล/ ผลกำรทดลองและอภิปรำยผล (RESULT AND 

DISCUSSION) เสนอผลการทดลอง อย่างชัดเจน และตรงประเด็น ควรมีรูปภาพ/
หรือตารางประกอบ การอธิบายผลในตารางและรูปภาพ ต้องไม่ซ้ าซ้อนกัน รูปภาพ
และตารางของบทความที่เป็นภาษาไทย ให้บรรยายเป็นภาษาไทย รูปภาพและ
ตารางของบทความที่เป็นภาษาอังกฤษ ให้บรรยายเป็นภาษาอังกฤษ 



วารสารวิจัย

	 Vol.13 No.2 July - December 2019  201 

- เป็นการอภิปรายผลการวิจัยว่าเป็นไปตามสมมติฐานที่ตั้งไว้หรือไม่เพียงใด และควร
อ้างอิงทฤษฎีหรือเปรียบเทียบการทดลองของผู้อื่นที่เกี่ยวข้องประกอบ เพื่อให้
ผู้อ่านเห็นด้วยตามหลักการหรือคัดค้านทฤษฎีที่มีอยู่เดิม รวมทั้งแสดงให้เห็นถึงการ
น าผลไปใช้ประโยชน์ และการให้ข้อเสนอแนะส าหรับการวิจัยในอนาคต 

- รูปภาพ/กราฟ ให้อยู่ในเนื้อเรื่องของบทความ ขนาดตัวอักษรสามารถอ่านได้
ชัดเจนเหมาะสมกับขนาดของรูปภาพ/กราฟ โดยบันทึกเป็นไฟล์ที่มีนามสกุล JPG 
มีความละเอียดไม่ต่ ากว่า 300 dpi เท่านั้น ถ้าเป็นภาพถ่ายกรุณาส่งภาพต้นฉบับ 
และในกรณีที่เป็นรูปลายเส้นให้วาดโดยใช้หมึกสีด าที่มีความคมชัด หมายเลข
รูปภาพ/กราฟให้เป็นเลขอารบิก และอยู่ด้านล่างของรูปภาพ/กราฟ 

- ตาราง ให้อยู่ในเนื้อเรื่องของบทความ  หมายเลขตารางให้เป็นเลขอารบิก และอยู่
ด้านบนของตาราง 

4. บทสรุป (CONCLUSION) สรุปประเด็น และสาระส าคัญที่ได้จากการวิจัย 
5. กิตติกรรมประกำศ (ACKNOWLEDGEMENTS) เป็นการแสดงความขอบคุณแก่

ผู้ให้ความช่วยเหลือให้การวิจัยส าเร็จลุล่วงไปด้วยดี เพียงสั้นๆ (อาจมีหรือไม่มีก็ได้) 
6. เอกสำรอ้ำงอิง (REFERENCES) เป็นรายการเอกสารอ้างอิงที่ใช้เป็นหลักในการ

ค้นคว้าวิจัยที่ได้รับการตรวจสอบเพื่อน ามาเตรียมรายงาน และมีการอ้างอิงถึงเฉพาะ
เอกสารที่ปรากฎในบทความเท่านั้น การอ้างอิงให้จัดเรียงตามล าดับที่อ้างอิงเป็น
ตัวเลขในเครื่องหมาย [x] และให้เริ่มต้นเรียงล าดับเอกสารจากที่พบในเนื้อหาก่อน
เป็น [1] หากผู้เขียนมีมากกว่า 3 คน ให้ใส่ช่ือ 3 คนแรก แล้วตามด้วย และคณะหรือ 
et al. 
กำรอ้ำงอิงเอกสำรในเนื้อเร่ืองของบทควำม (In-text Citations) การอ้างอิง
เอกสารในเนื้อเรื่อง ให้ใช้ระบบแวนคูเวอร์ (Vancouver style) สามารถดู
รายละเอียดเพิ่มเติมได้ที่  
http://library.md.chula.ac.th/guide/vancouver2011.pdf  

ตัวอย่ำงกำรเขียนเอกสำรอ้ำงอิง 
หนังสือหรือต ำรำ  
รูปแบบพื้นฐาน ช่ือผู้แต่ง(Author)./ช่ือหนังสือ(Title of the book)./ครั้งท่ีพิมพ์(Edition)./เมือง
ที่พิมพ(์Place of Publication):ส านักพิมพ์(Publisher);ปี(Year). 
 Janeway CA, Travers P, Walport M, et al. Immunobiology. 5th ed. New York: 

Garland Publishing; 2001. 
 รังสรรค์ ปัญญาธัญญะ. โรคติดเชื้อของระบบประสาทกลางในประเทศไทย. กรุงเทพฯ: เรือน

แก้วการพิมพ์; 2536. 

3.13 สมกำรหรือพจน์ทำงคณิตศำสตร์ที่ซับซ้อน  
ควรเขียนโดยใช้ Equation Editor โดยจัดแยกบรรทัด และมีเลขก ากับอยู่ในวงเล็บเล็ก
จัดพิมพ์ด้วย Microsoft Word 

4. ส่วนประกอบของบทควำมแต่ละประเภท 
4.1 บทควำมวิจัย 

A. ส่วนปก 
1. ชื่อบทควำม (Title) ภาษาไทยและภาษาอังกฤษ ควรกะทัดรัด ไม่ยาวเกินไป ช่ือ

เรื่องต้องมีทั้งภาษาไทยและภาษอังกฤษ 
2. ชื่อผู้เขียน (Authors) ช่ือเต็ม นามสกุลเต็ม ทั้งภาษาไทยและภาษาอังกฤษ ของ
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ครอบคลุมสาระส าคัญของการศึกษา ได้แก่ วัตถุประสงค์ วิธีการ ผลการวิจัยและการ
อภิปรายผล เป็นต้น ถ้าบทความเป็นภาษาไทยจะต้องมีบทคัดย่อทั้งภาษาไทยและ
ภาษาอังกฤษ โดยให้ภาษาไทยข้ึนก่อน มีความยาวไม่เกิน 1,000 ค า 
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2. วัสดุ อุปกรณ์ และวิธีกำร (MATERIALS AND METHODS)/วิธีด ำเนินกำรวิจัย 
(RESEARCH METHODOLOGY) อธิบายเครื่องมือและวิธีการด าเนินการวิจัยให้
ชัดเจน 
- บทความวิจัยด้านวิทยาศาสตร์ ควรอธิบายเกี่ยวกับเครื่องมือ อุปกรณ์ สารเคมี 

และวิธีการที่ใช้ในการวิจัย 
3. ผลกำรวิจัยและอภิปรำยผล/ ผลกำรทดลองและอภิปรำยผล (RESULT AND 

DISCUSSION) เสนอผลการทดลอง อย่างชัดเจน และตรงประเด็น ควรมีรูปภาพ/
หรือตารางประกอบ การอธิบายผลในตารางและรูปภาพ ต้องไม่ซ้ าซ้อนกัน รูปภาพ
และตารางของบทความที่เป็นภาษาไทย ให้บรรยายเป็นภาษาไทย รูปภาพและ
ตารางของบทความที่เป็นภาษาอังกฤษ ให้บรรยายเป็นภาษาอังกฤษ 
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บทควำมจำกวำรสำร (Articles in Journals) 
รูปแบบพื้นฐาน ช่ือผู้แต่ง(Author)./ช่ือบทความ(Title of the article)./ช่ือวารสาร(Title pf 
the Journal)./ปีท่ีพิมพ์(Year); ปีท่ีของวารสาร(Volume)(ฉบับท่ี(No.)):หน้า(Pages). 

 ชนิตรา ด ารงกิจ, ใหม่  น้อยพิทักษ์, วิบุญ ตั้งวโรดมนุกูล และคณะ.การศึกษาสมบัติทางกล
และส่วนผสมทาง เคมีของรอยเ ช่ือมเหล็กรางรถไฟ .  วารสารวิจัย  มทร .กรุงเทพ . 
2561;12(1):119-31. 

 White AR, Treenate D, Kiatgungwalgrai A, et al. The effects of accent 
familiarity on english as  a foreign language students’ word 
recognition and comprehension of the english language.  UTK Res J. 
2559; 10(2):21-30. 

เอกสำรอิเล็กทรอนิกส์ (Electronic Material) 
รูปแบบพื้นฐาน ช่ือผู้แต่ง (Author)./ช่ือบทความ (Title of the article) [ประเภทของสื่อ/
วัสดุ]./สถานที่พิมพ์: ส านักพิมพ์; ปีพิมพ์ (Year) [เข้าถึงเมื่อ/cited ปี เดือน วันที่]./จาก
(Available from): http://................ 

 Foley KM, Gelband H, editors. Improving palliative care for cancer 
[Internet]. Washington: National Academy Press; 2001 [cited 2002 Jul 9]. 
Available from: https://www.nap.edu/catalog/10149/improving -
palliative -care-for-cancer. 

 “ก าเนิด” ระบบหลักประกันสุขภาพถ้วนหน้า มิติใหม่แห่งการบริการด้านสาธารณสุขเพื่อ
คุณภาพชีวิตที่ดีขึ้นของคนไทย [อินเทอร์เน็ต]. นนทบุรี: สปสช.; 2552. [เข้าถึงเมื่อ 25 มี.ค. 
2554]. จาก: www.localfund.in.th/files/NHSO-intro1-6.pdf 

 
   กำรอ้ำงอิงบทควำมที่น ำเสนอในกำรประชุม หรือสรุปผลกำรประชุม (Conference paper)  

รูปแบบพื้นฐาน ช่ือผู้เขียน./ช่ือเรื่อง./ใน(In):/ช่ือบรรณาธิการ,/บรรณาธิการ./ช่ือหนังสือ./ช่ือ
การประชุม;/วัน เดือน ปีท่ีประชุม;/สถานท่ีจัดประชุม./สถานที่พิมพ์:/ส านักพิมพ์;/ปีที่พิมพ์./
น./เลขหน้าเริ่มต้น-เลขหน้าสุดท้ายของบทที่อ้าง. 
 ธีระ ฤชุตระกูล. Coagulopathy in liver diseases. ใน: ปิยะวัฒน์ โกมลมิศร์, ทวีศักดิ์   

แทนวันดี, อนุชิต จูฑะพุทธิ, บรรณาธิการ. Vascular diseases of the liver. การประชุม
วิชาการประจ าปี ครั้งที่ 4 Vascular diseases of the liver; วันที่ 12-14 มีนาคม 2552; 
เพชรบุรี.กรุงเทพฯ: สมาคมโรคตับ (ประเทศไทย); 2552. น.1-13. 
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4.2 บทควำมวิชำกำร 
A. ส่วนปก 

มีส่วนประกอบเหมือนบทความวิจัย แต่ไม่ต้องมีบทคัดย่อ เขียนให้อยู่ในกระดาษ 
จ านวน 1 หน้า เท่านั้น 

B. ส่วนเนื้อหำ 
1. บทน ำ (INTRODUCTION) เป็นส่วนของที่มาของมูลเหตุของการเขียนบทความ 
2. วิธีกำรศึกษำ/วิธีด ำเนินกำร (METHOD) (ถ้ามี) เป็นการอธิบายวิธีการศึกษา หรือ

การด าเนินการตามประเภทของบทความวิชาการ 
3. ผลกำรศึกษำ/ผลกำรด ำเนินกำร (RESULT AND DISCUSSION) เป็นการเสนอผล

อย่างชัดเจน ตามประเด็นโดยล าดับตามหัวข้อที่ศึกษาหรือด าเนินการ 
4. สรุป (CONCLUSION) สรุปประเด็น และสาระส าคัญที่ได้จากการศึกษา 
5. เอกสำรอ้ำงอิง (REFERENCES) ใช้ตามที่วารสารก าหนด 
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ผู้ช่วยศาสตราจารย์.สวัสดิ ์ ศรีเมืองธน ผู้ช่วยศาสตราจารย์ชาญยุทธ์  กาญจนพิบูลย ์
นางสาวจิรวดี  ผลประเสริฐ ผู้ช่วยศาสตราจารยส์มรักษ์ รอดเจริญ 
ผู้ช่วยศาสตราจารย์ปกรณเ์กียรติ ์ เศวตเมธิกลุ ผู้ช่วยศาสตราจารย์ทักษิณา  เครอืหงส์ 
ผู้ช่วยศาสตราจารย์อภิชาต ิ ศรีชาติ ผู้ช่วยศาสตราจารย์หงษ์ศิร ิ ภิยโยดิลกชัย 
ผู้ช่วยศาสตราจารย์นิฉา  แก้วหาวงษ์ ผู้ช่วยศาสตราจารย์อัชฌาณัท  รัตนเลิศ 
ผู้ช่วยศาสตราจารย์ใกลรุ้่ง  สามารถ ผู้ช่วยศาสตราจารย์ศิวดล  กัญญาค า 
ผู้ช่วยศาสตราจารย์ชัชฎา หนสูาย ผู้ช่วยศาสตราจารย์อัชฌาณัท  รัตนเลิศนสุรณ ์
นางสาวนนทิยา  มากะเต ผู้ช่วยศาสตราจารย์กฤติกา  ตันประเสริฐ 
ผู้ช่วยศาสตราจารย์ธีรพัฒน ์ ชมภคู า รองศาสตราจารย์พรรณจริา  วงศ์สวัสดิ ์



วารสารวิจัย

 206  ปีที่ 13 ฉบับที่ 2 กรกฏาคม - ธันวาคม 2562

 
 

หนังสือรับรองกำรตีพิมพ์บทควำม 
วำรสำรวิจัย มทร.กรุงเทพ 

มหำวิทยำลัยเทคโนโลยีรำชมงคลกรุงเทพ 
 

ขอรับรองว่าบทความ............................................................................ 
 
เรื่อง  ............................................................................................................................. .................... 
        ............................................................................................................................. ................... 
โดย   ................................................................................................................................................ 
        ............................................................................................................................. ................... 
 

ได้ผ่านการประเมินจากคณะกรรมการผู้ทรงคุณวุฒิ 
และตีพิมพ์ในวารสารวิจัย มทร.กรุงเทพ 

ปีที.่.................. ฉบับที่ ........... (................. - ............... พ.ศ. ..................) 
 

 
(...............................................................) 
บรรณาธิการวารสารวิจัย มทร.กรุงเทพ 

มหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพ 
 



วารสารวิจัย

	 Vol.13 No.2 July - December 2019  207 

ขั้นตอนกำรจัดท ำวำรสำรวิจัย มทร.กรุงเทพ 

 
 

หนังสือรับรองกำรตีพิมพ์บทควำม 
วำรสำรวิจัย มทร.กรุงเทพ 

มหำวิทยำลัยเทคโนโลยีรำชมงคลกรุงเทพ 
 

ขอรับรองว่าบทความ............................................................................ 
 
เรื่อง  ............................................................................................................................. .................... 
        ............................................................................................................................. ................... 
โดย   ................................................................................................................................................ 
        ............................................................................................................................. ................... 
 

ได้ผ่านการประเมินจากคณะกรรมการผู้ทรงคุณวุฒิ 
และตีพิมพ์ในวารสารวิจัย มทร.กรุงเทพ 

ปีที.่.................. ฉบับที่ ........... (................. - ............... พ.ศ. ..................) 
 

 
(...............................................................) 
บรรณาธิการวารสารวิจัย มทร.กรุงเทพ 

มหาวิทยาลัยเทคโนโลยีราชมงคลกรุงเทพ 
 

 

                      

     

                                   

                      

                 

    

       

                                 

  

             
             

                    
               

                       

       

    

                

     

  
                   

                            

                  

 
 




