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บทคัดย่อ 
 

บทความนี้มีวัตถุประสงค์เพื่อออกแบบแบบจ าลองการพยากรณ์ของผลผลิตมันส าปะหลัง     
ด้วยเทคนิคเหมืองข้อมูลในเขตพื้นที่เพาะปลูกจังหวัดนครราชสีมา ซึ่งเป็นข้อมูลย้อนหลังตั้งแต่ พ.ศ. 2555-
2559 ประกอบด้วยคุณลักษณะ (attribute) 8 คุณลักษณะมาสร้างแบบจ าลองการพยากรณ์ โดยผ่าน
กระบวนการคัดเลือกปัจจัยที่มีอิทธิพลต่อการพยากรณ์ (Feature selection) ซึ่งใช้วิธีการวิเคราะห์
องค์ประกอบ จากนั้นน าไปพัฒนาแบบจ าลองเพื่อการพยากรณ์ โดยใช้เทคนิคโครงสร้างต้นไม้ เทคนิค
โครงข่ายประสาทเทียม เทคนิคเครือข่ายเบย์ และเทคนิคซัพพอร์ตเวกเตอร์แมชชีน พบว่าประสิทธิภาพ
ของแบบจ าลองโดยใช้เทคนิคเครือข่ายเบย์ให้ค่าความถูกต้อง เมื่อทดสอบด้วยวิธีการแบ่งข้อมูลแบบสุ่ม
ด้วยการแบ่งร้อยละ ได้แสดงค่าความแม่นย า ค่าความระลึกได้ และค่าการวัดประสิทธิภาพในภาพรวม 
ดีที่สุด มีค่าดังนี้ 0.673, 0.606, 0.685 และ 0.629 ตามล าดับ เมื่อเทียบกับค่าความผิดพลาดของรากที่สอง
ของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และยังวัดค่าความแม่นย า โดยใช้เกณฑ์ในการเปรียบเทียบจาก
รากที่สองของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ย มีค่าดังนี้ 
0.303 และ 0.201 ตามล าดับ แสดงให้เห็นว่าค่าความคลาดเคลื่อนน้อยแบบจ าลองที่ ได้ยิ่ ง               
มีความแม่นย าของการพยากรณ์ดี  
 
ค าส าคัญ:  พยากรณ์  ผลผลิตมนัส าปะหลัง  นครราชสีมา 
 

ABSTRACT 
 

The purpose of this research was to study forecasting models about cassava 
yield in Nakhon Ratchasima from the data during year 2012-2016. The data set 
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consisted 8 features of attributes to construct the forecasting Model. Then the features 
were selected by Factor Analysis. The researcher has chosen four models: Decision 
Tree, Artificial neural network, Naiive Bayes and Support vector machine for the 
comparison, with the purpose to identify the most efficiency model for the forecast of 
cassava yield. Finally, the model was compared by the Performance Test with a 
Percentage split. These results showed that Naiive Bayes model was most efficiency 
used as a forecasting model. Its efficiency rates for forecasting the cassava yield in 
Nakhon Ratchasima. Overall, the best accuracy of model is 0.673, precision is 0.606, 
recall is 0.685, and so on F-measure is 0.629. Moreover, performance of model was 
measure by using the basic of comparison: Root Mean Square Error and Mean Absolute 
Error. According to the performance, Root mean square Error is 0.303 and mean 
absolute error 0.201. That mean the smaller error is higher accurate and efficient in 
prediction outcome. 
 
Keywords:  forecast,  cassava yield,  Nakhon Ratchasima 
 

บทน า 
 

จังหวัดนครราชสีมาเป็นจังหวัดที่มีแหล่งปลูกมันส าปะหลังมากที่สุดในประเทศไทยประมาณ     
2 ล้านไร่ การปลูกมันส าปะหลังในจังหวัดนครราชสีมา ส่วนใหญ่จะอาศัยน้ าฝนเป็นหลัก  โดยจะมี     
การปลูกในช่วงต้นฤดูฝน ท าให้ผลผลิตหัวสดที่ได้จะสูงกว่าการปลูกในช่วงอื่น ๆ แต่การอยู่รอดของ    
ต้นมันส าปะหลังมีน้อย ซึ่งหากปลูกในช่วงฤดูแล้งจะให้ผลผลิตสูงที่สุด โดยคุณสมบัติของดินจะมี
ลักษณะเนื้อดินค่อนข้างหยาบ (กรมส่งเสริมการเกษตร, 2548) ดังนั้นในการตัดสินใจเลือกช่วงการปลูก
มันส าปะหลังที่เหมาะสม จึงต้องพิจารณาทั้งปริมาณน้ าฝนและลักษณะของดิน แนวโน้มของการผลิต   
มันส าปะหลังลดลงอาจเนื่องมาจากความผันผวนของสภาพแวดล้อมที่เปลี่ยนแปลง และสภาพ
ภูมิอากาศที่แปรปรวน ซึ่งเป็นปัจจัยที่ไม่สามารถควบคุมได้ ท าให้บางช่ วงเวลา บางพื้นที่มีสภาพ     
แห้งแล้งและหนาวเย็นผิดปกติ ส่งผลกระทบท าให้ผลผลิตมันส าปะหลังลดลง เนื่องจากไม่สามารถ    
คาดเดาสถานการณ์ของการปลูกมันส าปะหลังที่ดีได้ นอกจากนี้จังหวัดนครราชสีมายังไม่มีเครื่องมือที่
ช่วยสนับสนุน ให้ค าแนะน า ตัดสินใจ หรือคาดการณ์ผลผลิตที่จะเกิดขึ้นในอนาคตที่ดี เพี่อให้ผู้ที่
เก่ียวข้องสามารถน าไปใช้เพื่อส่งเสริมการเกษตร และการวางแผนการผลิต เพื่อให้เกิดผลผลิตที่ดีได้ 

จากปัญหาดังกล่าว งานวิจัยจึงได้ท าการศึกษาและออกแบบแบบจ าลองการพยากรณ์ของ
ผลผลิตมันส าปะหลังด้วยเทคนิคเหมืองข้อมูลในเขตพื้นที่เพาะปลูกจังหวัดนครราชสีมา โดยมีการ
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น าเสนอแบบจ าลองเพื่อการพยากรณ์โดยใช้ 4 เทคนิคดังนี้ คือโครงสร้างต้นไม้ โครงข่ายประสาทเทียม 
เครือข่ายเบย์ และซัพพอร์ตเวกเตอร์ แมชชีน แล้วท าการทดสอบความแม่นย าในการพยากรณ์ แล้วท า
การคัดเลือกเทคนิคที่ ให้ความแม่นย าดีที่สุดไปใช้ในการออกแบบแบบจ าลองการพยากรณ์             
โดยแบบจ าลองพยากรณ์ที่จะมีความแม่นย า เพื่อช่วยให้เกษตรกรหรือผู้เกี่ยวข้องสามารถน าไปใช้
ประกอบการตัดสินใจในการบริหารจัดการผลผลิตได้อย่างมีประสิทธิภาพ โดยช่วยการพยากรณ์เพื่อใช้
วางแผนการปลูกมันส าปะหลัง ซึ่งจะส่งเสริมให้ผลผลิตมันส าปะหลังสูงขึ้นโดยใช้พื้นที่เพาะปลูกเท่าเดิม
ส่งผลให้ลดต้นทุนการผลิตและมีผลผลิตที่สูงขึ้น ท าให้ความเป็นอยู่ของเกษตรกรดีขึ้น  

 
1. วัตถุประสงค์การวิจัย 

เพื่อศึกษาและออกแบบแบบจ าลองการพยากรณ์ของผลผลิตมันส าปะหลังด้วยเทคนิค      
เหมืองข้อมูลในเขตพื้นที่เพาะปลูกจังหวัดนครราชสีมา 
 
2. เอกสารและงานวิจัยที่เกี่ยวข้อง 

ปิยะพร แซ่ลิ้ม และคณะ (2562) ได้ท าการวิจัยเพื่อพยากรณ์ผลผลิตข้าวหอมมะลิจังหวัด
นครราชสีมา เพื่อหาวิธีการพยากรณ์ที่เหมาะสมส าหรับพยากรณ์ผลผลิตข้าวหอมมะลิ จังหวัด
นครราชสีมา เทคนิคการพยากรณ์เชิงสถิติที่ใช้ในการวิเคราะห์ข้อมูล ได้แก่ วิธีการวิเคราะห์การถดถอย
พหุคูณ (Multiple Regression Analysis) โดยวิธีการถดถอยแบบล าดับขั้น (Stepwise Regressions) 
และวิธีการวิเคราะห์อนุกรมเวลา (Time Series Analysis) โดยวิธีบอกซ์-เจนกินส์ (Box-Jenkins 
method) และใช้ค่าเฉลี่ยของเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เป็นเกณฑ์ในการเปรียบเทียบ       
วิธีการพยากรณ์ทั้ ง  2 วิธี  ในการวิจัยครั้งนี้  ข้อมูลที่น ามาศึกษานั้น เป็นข้อมูลทุติยภูมิรายปี            
จากแหล่งข้อมูล 2 แหล่งคือกรมเศรษฐกิจการเกษตร และกรมอุตุนิยมวิทยา ผลการเปรียบเทียบตัว
แบบพยากรณ์ที่ได้จากเทคนิคการพยากรณ์เชิงสถิติทั้ง 2 วิธี พิจารณาจากค่าเฉลี่ยของเปอร์เซ็นต์  
ความคลาดเคลื่อนสัมบูรณ์ พบว่าตัวแบบการถดถอยพหุคูณ (Multiple Regression Analysis)       
โดยวิธีการถดถอยแบบล าดับขั้น (Stepwise Regressions) เป็นตัวแบบที่เหมาะสมกับการพยากรณ์
ผลผลิตข้าวหอมมะลิจังหวัดนครราชสีมา และเมื่อน าตัวแบบมาพยากรณ์ผลผลิตข้าวหอมมะลิ จังหวัด
นครราชสีมา ล่วงหน้าอีก 1 คาบเวลา คือปี 2560 จากผลการพยากรณ์ สรุปได้ว่า ปริมาณผลผลิต    
ข้าวหอมมะลิจังหวัดนครราชสีมา จะมีแนวโน้มเพิ่มสูงขึ้นจากปี 2559 ประมาณ 7.429%  

อรนงค์ บุเกตุ และพุธษดี ศิริแสงตระกูล (2556) ได้ท าการวิจัยเรื่อง การพยากรณ์ปริมาณ
ผลผลิตอ้อยของภาคตะวันออกเฉียงเหนือ โดยการประยุกต์ใช้โครงข่ายประสาทเทียมที่มีกระบวน     
การเรียนรู้แบบแพร่ย้อนกลับ ในการศึกษาผู้วิจัยได้ท าการรวบรวมปัจจัยต่าง  ๆ ที่มีความสัมพันธ์กับ
ผลผลิตอ้อยจากงานวิจัยที่เก่ียวข้องซึ่งประกอบด้วย ข้อมูลจังหวัด ปีการผลิต ข้อมูลปริมาณน้ าฝนเฉลี่ย 
อุณหภูมิเฉลี่ย ผลผลิตอ้อยเฉลี่ยต่อไร่ และพื้นที่ปลูกอ้อยเป็นข้อมูลน าเข้าของตัวแบบ ANN1 เพื่อยืนยัน
ความสัมพันธ์ของปัจจัยกับปริมาณผลผลิตอ้อย ผู้วิจัยจึงได้ท าวิเคราะห์ความสัมพันธ์ของปัจจัยโดยใช้ 



4 
 

 
 วารสารวิทยาศาสตร์และเทคโนโลยี ปีที ่6 ฉบับที ่1 

Correlation และ Regression ผลการศึกษาพบว่าปัจจัยที่มีความสัมพันธ์ได้แก่ ข้อมูลจังหวัด ปีการผลิต 
ข้อมูลปริมาณน้ าฝนเฉลี่ย ผลผลิตอ้อยเฉลี่ยต่อไร่ และพื้นที่ปลูกอ้อย ซึ่งจะเป็นข้อมูลน าเข้าตัวแบบ 
ANN2 และจากสมมติฐานด้านพืชแข่งขันทางเศรษฐกิจของอ้อย โดยราคาพืชแข่งขันทางเศรษฐกิจ  
น่าจะมีผลต่อปริมาณการปลูกอ้อยในเขตพื้นที่ภาคตะวันออกเฉียงเหนือ ดังนั้นผู้วิจัยจึงได้เพิ่มปัจจัย   
ด้านราคาพืชแข่งขันที่ส าคัญ 3 ปัจจัยคือ ราคาอ้อยเฉลี่ย ราคายางพาราเฉลี่ย และราคามันส าปะหลัง
เฉลี่ย เมื่อรวมกับปัจจัยที่มีความสัมพันธ์ที่ได้จากการวิเคราะห์ด้วยวิธีทางสถิติ ได้แก่ ข้อมูลจังหวัด      
ปีการผลิต พื้นที่ปลูกอ้อย ผลผลิตอ้อยเฉลี่ยต่อไร่ และข้อมูลปริมาณน าฝนเฉลี่ยจะเป็นข้อมูลน าเข้าของ
ตัวแบบ ANN3 ในการศึกษานี้ผู้วิจัยใช้ข้อมูลระหว่างปี พ.ศ. 2547-2552 เพื่อสร้างและเปรียบเทียบ
โมเดลโครงข่ายประสาทเทียมจากข้อมูลปัจจัยน าเข้าทั้ง 3 ชุด ซึ่งผลการศึกษาพบว่าตัวแบบ ANN3 ที่มี
สถาปัตยกรรมของโครงข่ายประสาทเทียมแบบ 8:4:1 ให้ผลพยากรณ์แม่นย าสูงที่สุด มีค่าสัมประสิทธิ์
สหสัมพันธ์ 0.9973 เมื่อเทียบกับ ANN1 ที่มีสถาปัตยกรรม 5:10:1 และ ANN2 ที่มีสถาปัตยกรรม 
6:8:1 โดยมีค่าสัมประสิทธิ์สหสัมพันธ์ 0.9794, 0.9822 ตามล าดับ 

ขนิษฐา  กุลนาวิน  และคณะ (2557) การศึกษาเปรียบเทียบเทคนิคเหมืองข้อมูลใช้                
ในการพยากรณ์ผลผลิตพืชไร่ทางการเกษตร: กรณีศึกษาข้าวไทย ได้ศึกษาเปรียบเทียบเทคนิคเหมือง
เพื่อใช้ในการพยากรณ์ผลผลิตข้าวไทยที่มีความแม่นย าสูง โดยเริ่มจากท าการศึกษาเปรียบเทียบเพื่อหา
ปัจจัยที่เหมาะสมในการพยากรณ์ผลผลิตข้าว แล้วค่อยศึกษาเทคนิคของเหมืองข้อมูลเพื่อหาเทคนิค    
ที่พยากรณ์ผลแม่นย าสูง ผลของการศึกษานี้พบว่าปัจจัยที่เหมาะสมในการพยากรณ์ ได้แก่ ข้อมูล
ผลผลิตทางการเกษตร ปริมาณน้ าฝน อุณหภูมิสูงสุด อุณหภูมิต่ าสุด จ านวนวันที่ฝนตก และความชื้น
สัมพัทธ์ พื้นที่เพาะปลูก พื้นที่เก็บเกี่ยวโดยเป็นข้อมูลทุกจังหวัดตามชนิดของพันธ์ข้าวและฤดูการปลูก
ข้าวย้อนหลังเป็นเวลา 10 ปีตั้งแต่ ปี 2543-2552 ข้อมูลได้มาจากส านักงานเศรษฐกิจการเกษตรและ
กรมอุตุนิยมวิทยา ในส่วนของการท าการเปรียบเทียบเทคนิคเหมืองข้อมูลได้พิจารณา 4 อัลกอริทึม ดังนี้ 
โครงข่ายประสาทเทียม การถดถอยเชิงเส้น ซัพพอร์ตเวกเตอร์แมชชีน และต้นไม้การตัดสินใจ ผลของ
การศึกษานี้ พบว่าเทคนิคการถดถอยเชิงเส้นเป็นวิธีที่มีประสิทธิภาพเพื่อใช้พยากรณ์ผลผลิตข้าว        
ซึ่งมีค่าเฉลี่ยสัมประสิทธิ์สหสัมพันธ์โดยรวมดีที่สุด ผลที่ได้จากการพยากรณ์สามารถน ามาใช้เพื่อก าหนด
นโยบายการวางแผนการเพาะปลูกและการพัฒนาของการเพาะปลูกข้าวที่เหมาะสมเพื่อเพิ่มศักยภาพ
การท าเกษตรกรรม 
 

วิธีด าเนินการวิจัย 
 

ผู้วิจัยได้ท าการศึกษาและออกแบบแบบจ าลองการพยากรณ์ของผลผลิตมันส าปะหลังด้วย
เทคนิคเหมืองข้อมูล สามารถแสดงการศึกษาและวิธีด าเนินการวิจัยได้ดังภาพประกอบ 1 
  



5 
 

 วารสารวิทยาศาสตร์และเทคโนโลยี ปีที ่6 ฉบับที่ 1 

 

ภาพประกอบ 1 ขั้นตอนการวิเคราะห์และออกแบบแบบจ าลองการพยากรณ์ของผลผลิตมันส าปะหลงั 
 ด้วยเทคนิคเหมืองข้อมูล 
 
1. วิเคราะห์ข้อมูล  

เร่ิมจากการเก็บรวบรวมข้อมูลผลผลิตมันส าปะหลัง เนื้อที่เพาะปลูก เนื้อที่เก็บเกี่ยว ของจังหวัด
นครราชสีมา ส่วนปริมาณน้ าฝน จ านวนวันที่ฝนตก ความชื้นสัมพัทธ์ อุณหภูมิมีการเก็บข้อมูลของ
จังหวัดนครราชสีมาเช่นเดียวกัน ข้อมูลที่ท าการรวบรวมมาจาก 2 แหล่งข้อมูล คือ ข้อมูลที่ได้จาก
ส านักงานเศรษฐกิจการเกษตร คือผลผลิตมันส าปะหลัง  เนื้อที่เพาะปลูก เนื้อที่เก็บเกี่ยว ส่วนอีก
แหล่งข้อมูล คือข้อมูลที่ได้มาจากกรมอุตุนิยมวิทยา คือ จ านวนวันที่ฝนตก ปริมาณน้ าฝน ความชื้น
สัมพัทธ์ อุณหภูมิสูงสุดและต่ าสุดของทุกอ าเภอในจังหวัดนครราชสีมา ข้อมูลทั้งหมดที่ได้มาเป็นข้อมูล
ย้อนหลัง 5 ปี (พ.ศ. 2555-2559) และใช้ข้อมูลปี 2559 ท าการวิเคราะห์ปัจจัยที่มีอิทธิพลต่อการ
พยากรณ์ผลผลิตมันส าปะหลังในเขตพื้นที่ เพาะปลูกจังหวัดนครราชสีมาเพื่อท าการศึกษาหา
ความสัมพันธ์ของโครงสร้างของตัวแปรโดยใช้วิธีการวิเคราะห์องค์ประกอบเชิงส ารวจ (Exploratory 
Factor Analysis : EFA) ถ้าตัวแปรมีความสัมพันธ์กันมาก หรือมีความสัมพันธ์กันอย่างมีนัยส าคัญ 
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(เพชรน้อย, 2549) ซึ่งถึงค่า KMO ที่ค านวณได้มีค่าน้อยกว่า 0.5 และเข้าใกล้ 0.5 ดังนั้นตัวแปรน ามาใช้
ได้แก่ ผลผลิตมันส าปะหลังรายอ าเภอ เนื้อที่เพาะปลูกมันส าปะหลังรายอ าเภอ เนื้อที่เก็บเกี่ยวมัน
ส าปะหลังรายอ าเภอ ปริมาณน้ าฝนสูงสุดรายอ าเภอ ค่าความชื้นสัมพัทธ์เฉลี่ยรายอ าเภอ ค่าอุณหภูมิ
สูงสุดรายอ าเภอ ค่าอุณหภูมิต่ าสุดรายอ าเภอ และค่าความเข้มแสงเฉลี่ยรายอ าเภอ 
2. ออกแบบฐานข้อมูล 

สามารถแสดงขั้นตอนการอออกแบบฐานข้อมูล ดังนี้ 
1. สร้างระบบฐานข้อมูลด้วยระบบจัดการฐานข้อมูล เพื่อจัดเก็บข้อมูลที่ได้จากการส ารวจให้เป็น

ระเบียบ เป็นมาตรฐานเดียวกัน 
 2. การเตรียมความพร้อมส าหรับท าเหมืองข้อมูล (Data Mining) โดยมีขั้นตอนดังนี้ 

2.1 ตรวจสอบความความถูกต้องของข้อมูลที่รวบรวมมาได้  
2.2 ท าความเข้าใจกับข้อมูล 
2.3 จัดท าคลังข้อมูล (Data Warehouse) เพื่อเตรียมพร้อมส าหรับการเหมืองข้อมูล 

ข้อมูลที่จัดเก็บมาจาก 2 ส่วนคือข้อมูลจากสถาบันสารสนเทศทรัพยากรน้ าและการเกษตร และส่วน
ปฏิบัติการข้อมูลการเกษตร ศูนย์สารสนเทศการเกษตร ส านักงานเศรษฐกิจการเกษตร โดยมีการ
ก าหนดลักษณะของข้อมูลที่จะท าการศึกษาเป็นข้อมูลย้อนหลังของอ าเภอต่าง ๆ ในจังหวัดนครราชสีมา 
เป็นเวลา 5 ปีย้อนหลัง ตั้งแต่ปี 2555-2559 ลักษณะของข้อมูลที่ใช้มีดังนี้ 

2.3.1 ผลผลิตมันส าปะหลังรายอ าเภอ 
2.3.2 เนื้อที่เพาะปลูกมันส าปะหลังรายอ าเภอ 
2.3.3 เนื้อที่เก็บเก่ียวมันส าปะหลังรายอ าเภอ 
2.3.4 ปริมาณน้ าฝนสูงสุดรายอ าเภอ 
2.3.5 ค่าความชื้นสัมพัทธ์เฉลี่ยรายอ าเภอ 
2.3.6 ค่าอุณหภูมิสูงสุดรายอ าเภอ 
2.3.7 ค่าอุณหภูมิต่ าสุดรายอ าเภอ 
2.3.8 ค่าความเข้มแสงเฉลี่ยรายอ าเภอ 

2.4 ท าความสะอาดข้อมูลและเนื่องจากข้อมูลที่ได้มามีความขาดหายหรือเมื่อน ามา
รวมกันแล้วเกิดความไม่สมบูรณ์ของข้อมูล  

2.5 ปรับเปลี่ยนข้อมูลให้มีรูปแบบที่เหมาะสมสอดคล้องกับวิธีการเรียนรู้ของอัลกอริทึม
แบบในแบบต่าง ๆ ซึ่งผลลัพธ์ที่ได้จะแสดงออกมาเป็นค่าระดับ หรือค่าที่เป็นช่วง เช่น การเปลี่ยนแปลง
ตัวเลขอุณหภูมิให้มีค่าเป็นช่วง ดังตารางที่ 1 
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ตารางที่ 1 แสดงตัวอย่างการปรับเปลี่ยนข้อมูลอุณหภูมิที่เป็นตัวเลขให้มีค่าเป็นช่วง 
ข้อมูลอุณหภูมิเฉลี่ยสูงสุด ช่วงผลผลิต แปลงเป็น ความหมาย 

องศาเซลเซียส มากกว่า 44.5 High อุณหภูมิสูงเฉลี่ยสูง 

 ต่ ากว่า 44.5 Low อุณหภูมิสูงเฉลี่ยต่ า 

 
3. ออกแบบแบบจ าลองการพยากรณ์ด้วย WEKA 

ผู้วิจัยได้ใช้ WEKA ในการออกแบบและสร้างแบบจ าลองการพยากรณ์ โดยมีขั้นตอนดังนี้ 
 3.1 เลือกอัลกอริทึมที่เหมาะสม (Select modeling technique) อัลกอริทึมที่เลือกใช้ทดลอง 

(Cios et al., 2007; Han et al., 2006; Larose, 2005) มีดังนี้  
3.1.1 เทคนิคโครงสร้างต้นไม้ เป็นเทคนิคที่มีการตัดสินใจโดยที่จุดเริ่มต้นของต้นไม้

เรียกว่าโหนดราก แต่ละกิ่งแสดงค่าของคุณลักษณะของแต่ละโหนด และลีฟโหนดแสดงกลุ่ม (Class)  
ซึ่งเป็นผลลัพธ์ที่สามารถแยกแยะได้  

3.1.2 เทคนิคโครงข่ายประสาทเทียม เป็นเทคนิคที่มาจากงานวิจัยด้านปัญญาประดิษฐ์ 
(Artificial Intelligence : AI) เพื่อใช้ในการค านวณค่าฟังก์ชันจากกลุ่มข้อมูล วิธีการนี้เป็นการให้เครื่อง
เรียนรู้จากตัวอย่างต้นแบบ แล้วฝึก (Train) ให้ระบบได้รู้จักที่จะคิดแก้ปัญหาที่กว้างขึ้นได้ ภายใน
โครงข่ายมีโหนดและจุดเชื่อมต่อโครงข่าย เมื่อป้อนข้อมูลอินพุตและเอาต์พุตโครงข่ายประสาทเทียม   
จะท าการค านวณและปรับค่าตัวเลขน้ าหนักเองโดยใช้กฎเกณฑ์ต่าง ๆ เข้าช่วยจนผลลัพธ์ที่ได ออกมา
ถูกต้องแม่นย าอยูใ่นเกณฑ์ที่น่าพอใจ 

3.1.3 เทคนิคเครือข่ายเบย์ หรือเรียกโดยย่อว่า (Bayes net) เป็นวิธีที่สามารถอธิบาย
ความสัมพันธ์ระหว่างตัวแปรและแสดงออกมา ในรูปแบบของแบบจ าลองโดยอาศัยฐานความรู้ก่อนหน้า 
(Prior knowledge) ในการที่จะอธิบายและสร้างข่ายงานเบย์ และสามารถอธิบายความไม่ขึ้นต่อกัน
อย่างมีเงื่อนไข (Condition independent) ระหว่างตัวแปรบริบทของข่ายงานความเชื่อเบย์นิยมใช้  
ค าว่า “ตัวแปร” (Variable) แทนค าว่า “คุณสมบัติ” เพื่อท าให้กระบวนการเรียนรู้มีประสิทธิภาพ    
โดยเราสามารถใส่ความ รู้ก่อนในข่ายงานความเชื่อเบย์ให้อยู่ในรูปของโครงสร้างข่ายงานและตาราง
ความน่าจะเป็นมีเงื่อนไข โดยนิยามความไม่ขึ้นต่อกันอย่างมีเงื่อนไขได้ 

 3.1.4 เทคนิคซัพพอร์ตเวกเตอร์แมชชีน แบบจ าลองแบบไม่เป็นเชิงเส้น ที่มีการเรียนรู้
ตามหลักการซัพพอร์ตเวคเตอร์แมชชีนที่หาระนาบการตัดสินใจในการแบ่งข้อมูลตามสมการเส้นตรง  
เพื่อแบ่งเขตข้อมูลเป็นสองกลุ่มออกจากกัน โดยจะพยายามสร้างเส้นแบ่งตรงกึ่งกลางระหว่างกลุ่ม     
ให้มีระยะห่างระหว่างขอบเขตของทั้งสองกลุ่มมากที่สุด เป็นการจ าลองลักษณะของเซลล์ประสาท   
ด้วยการใช้ Kernal function ที่เรียกว่าตัวแปรในการตัดสินใจว่าคุณสมบัติและตัวแปรที่เปลี่ยนแปลง 
ใช้ในการก าหนดระนาบหลายมิติ เรียกว่า คุณลักษณะ (Feature) ส่วนการเลือกที่มีความเหมาะสมที่สุด 
เรียกว่า การคัดเลือกคุณลักษณะ (Feature selection) จ านวนเซตของคุณลักษณะที่ใช้อธิบายในกรณีหนึ่ง 
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(เช่น แถวของการค่าคาดการณ์) เรียกว่า เวกเตอร์ (Vector) ดังนั้นจุดมุ่งหมายของตัวแบบ svm คือ
การประโยชน์สูงสุดจากระนาบหลายมิติที่แบ่งแยกกลุ่มของเวกเตอร์ ในกรณีนี้ด้วยหนึ่งกลุ่มของตัวแปร
เป้าหมายที่อยู่ข้างหนึ่งของระนาบ และกรณีของกลุ่มอื่นที่อยู่ทางระนาบต่างกัน ซึ่งเวกเตอร์ที่อยู่ข้าง
ระนาบหลายมิติทั้งหมดเรียกว่า ซัพพอร์ตเวกเตอร์ (Support vectors) SVM เป็นวิธีการที่สามารถ
น ามาใช้ในการจ าแนกรูปแบบหรือกลุ่มของข้อมูลได้ โดยจะอาศัยระนาบ มาใช้ในการแบ่งเขตของข้อมูล
ออกเป็นสองฝั่ง และ Support vector machines นี้จะมีคุณลักษณะแบบ Inner-product ระหว่างตัว 
Support vector และ Input vector 

 3.2 ท าการทดลองด้วยข้อมูลที่จัดเตรียมและวิธีการที่ออกแบบ แล้วบันทึกผลการทดลองแต่ละ
คร้ังอย่างเป็นระบบ  

3.3 ก าหนดรูปแบบการทดสอบ (Generate test design) ซึ่งท าการทดสอบด้วยวิธีวิธีการแบ่ง
ข้อมูลแบบสุ่มด้วยการแบ่งร้อยละ แล้วสร้างแบบจ าลอง (Build a model) มีการทดสอบประสิทธิภาพ
และความแม่นย าของแบบจ าลองการพยากรณ์ เพื่อตรวจสอบค่าความผิดพลาดหรือหาค่าความถูกต้อง
ในการคาดการณ์ของแบบจ าลอง มีรายละเอียดดังนี้ 

3.3.1 ค่าความถูกต้อง (Accuracy) คือ ค่าการวัดจากการทดสอบหาค่าความถูกต้องการ
พยากรณ์ของข้อมูลว่ามีความถูกต้องมากน้อยเพียงใดโดยคิดเป็นค่าร้อยละ (%) 

3.3.2 ค่าความแม่นย า (Precision) ซึ่งจะเป็นการวัดความแม่นย าของการพยากรณ์ 
ค านวณได้จากการหาอัตราส่วนของการพยากรณ์ว่าถูกต้องเมื่อเทียบกับข้อมูลที่ถูกต้อง 

3.3.4 ค่าความระลึกได้ (Recall) เป็นการวัดจากความถูกต้องของการพยากรณ์ 
3.3.5 วัดประสิทธิภาพโดยรวม (F-measure) วิธีการค านวณค่าวัดประสิทธิภาพซึ่งเกิด

จากการรวมเอาค่าความแม่นย า และค่าความระลึกได้มาค านวณ 
3.3.6 รากที่สองของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง (Root mean square error: 

RMSE) เป็นค่าที่ใช้ในการวัดขนาดของความคลาดเคลื่อนของการพยากรณ์  หาก RMSE มีค่าน้อย   
แสดงว่าแบบจ าลองสามารถประมาณค่าประมาณได้ใกล้เคียงกับค่าจริง ดังนั้นหากนี้มีค่าเท่ากับศูนย์
แล้วจะหมายความว่าไม่เกิดความคลาดเคลื่อนในแบบจ าลองนี้ 

3.3.7 ค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean absolute error: MAE) เป็นค่าเฉลี่ย
ของความแตกต่างสัมบูรณ์ระหว่างค่าพยากรณ์และค่าจริง หากค่า MAE มีค่าน้อย แสดงว่าแบบจ าลอง
สามารถประมาณค่าประมาณได้ใกล้เคียงกับค่าจริง 

3.4 ด าเนินการทดลองเพื่อประเมินประสิทธิภาพของแบบจ าลองด้วยเทคนิคทั้ง 4 ได้แก่ เทคนิค
โครงสร้างต้นไม้ เทคนิคโครงข่ายประสาทเทียม เทคนิคเครือข่ายเบย์ และเทคนิคซัพพอร์ตเวกเตอร์    
แมชชีน 

3.5 เลือกเทคนิคที่เหมาะสมเพื่อพยากรณ์ผลผลิตมันส าปะหลัง 
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ผลการวิจัย 
 
 จากการด าเนินงานวิจัย สามารถแสดงผลการวิจัย แบ่งเป็น 2 ส่วน ดังนี้ 
 1. ผลการประเมินประสิทธิภาพของแบบจ าลองการพยากรณ์  

จากการใช้เทคนิคโครงสร้างต้นไม้ เทคนิคโครงข่ายประสาทเทียม เทคนิคเครือข่ายเบย์ และ
เทคนิคซัพพอร์ตเวกเตอร์แมชชีน แสดงผลได้ดังนี้ 

1.1 ผลการทดลองการพยากรณ์ด้วยโครงสร้างต้นไม้ ตัวแบบการพยากรณ์ที่ใช้เทคนิคนี้     
คือ Id3 โดยการทดลองวัดผลโดยการเปรียบเทียบประสิทธิภาพของแต่ละเทคนิค เพื่อหาค่าความถูกต้อง   
ค่าความแม่นตรง ค่าความระลึก ค่าการวัดประสิทธิภาพโดยรวม รากที่สองของค่าความคลาดเคลื่อน
เฉลี่ยก าลังสอง และค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ย โดยรวมแสดงดังตารางที่ 2  
 
ตารางที่ 2 ผลการทดลองการพยากรณ์ด้วยโครงสร้างต้นไม้ 

ความเที่ยงตรงของ
แบบจ าลอง 

ค่าความ 
ถูกต้อง 

ค่าความ
แม่นย า 

ค่าความ
ระลึกได ้

วัดประสิทธิภาพ
โดยรวม 

RMSE MAE 

วิธีการใช้ชุดเรียนรู้และ
ทดสอบชุดเดียวกัน 

0.764 0.784 0.769 0.765 0.242 0.117 

วิธีการตรวจสอบไขว้ 0.658 0.644 0.658 0.644 0.312 0.153 
วิธีการแบ่งข้อมูลแบบสุ่ม
ด้วยการแบ่งร้อยละ 

0.630 0.652 0.630 0.623 0.276 0.137 

 
จากตารางที่ 2 จะเห็นได้ว่าความเที่ยงตรงของแบบจ าลองการพยากรณ์ด้วยโครงสร้างต้นไม้เมื่อ

น ามาเปรียบเทียบหาความเที่ยงตรงของแบบจ าลองด้วยวิธีการใช้ชุดเรียนรู้และทดสอบชุดเดียวกัน 
วิธีการตรวจสอบไขว้ และวิธีการแบ่งข้อมูลแบบสุ่มด้วยการแบ่งร้อยละ 

1.2 ผลการทดลองการพยากรณ์ด้วยโครงข่ายประสาทเทียม ตัวแบบการพยากรณ์ที่ใช้
เทคนิคนี้คือ Multilayer Perceptron โดยการทดลองวัดผลโดยการเปรียบเทียบประสิทธิภาพของ   
แต่ละเทคนิคเพื่อหาค่าความถูกต้องค่าความแม่นตรง ค่าความระลึก ค่าการวัดประสิทธิภาพโดยรวม 
รากที่สองของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และค่าความคลาดเคลื่อนสัมบู รณ์เฉลี่ยโดยรวม  
แสดงดังตารางที่ 3 
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ตารางที่ 3 ผลการทดลองการพยากรณ์ด้วยโครงข่ายประสาทเทียม 
ความเที่ยงตรงของ

แบบจ าลอง 
ค่าความ 
ถูกต้อง 

ค่าความ
แม่นย า 

ค่าความ
ระลึกได ้

วัดประสิทธิภาพ
โดยรวม 

RMSE MAE 

วิธีการใช้ชุดเรียนรู้และ
ทดสอบชุดเดียวกัน 

0.769 0.770 0.769 0.760 0.247 0.129 

วิธีการตรวจสอบไขว้ 0.644 0.640 0.644 0.636 0.314 0.164 
วิธีการแบ่งข้อมูลแบบ
สุ่มด้วยการแบ่งร้อยละ 

0.582 0.58 0.593 0.567 0.317 0.170 

จากตารางที่ 3 จะเห็นได้ว่าความเที่ยงตรงของแบบจ าลองการพยากรณ์ด้วยโครงข่ายประสาทเทียม 
เมื่อน ามาเปรียบเทียบหาความเที่ยงตรงของแบบจ าลองด้วยวิธีการใช้ชุดเรียนรู้และทดสอบชุดเดียวกัน 
วิธีการตรวจสอบไขว้ และวิธีการแบ่งข้อมูลแบบสุ่มด้วยการแบ่งร้อยละ  

 1.3 ผลการทดลองการพยากรณ์ด้วยเทคนิคเครือข่ายเบย์ ตัวแบบการพยากรณ์ที่ใช้เทคนิคนี้
คือ Naïve Bayes โดยการทดลองวัดผลโดยการเปรียบเทียบประสิทธิภาพของแต่ละเทคนิคเพื่อหา      
ค่าความถูกต้องค่าความแม่นตรง ค่าความระลึก ค่าการวัดประสิทธิภาพโดยรวม รากที่สองของค่าความ
คลาดเคลื่อนเฉลี่ยก าลังสอง และค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ย โดยรวมแสดงดังตารางที่ 4 

 
ตารางที่ 4 ผลการทดลองการพยากรณ์ด้วยเทคนิคเครือข่ายเบย์ 

ความเที่ยงตรงของ
แบบจ าลอง 

ค่าความ 
ถูกต้อง 

ค่าความ
แม่นย า 

ค่าความ
ระลึกได ้

วัดประสิทธิภาพ
โดยรวม 

RMSE MAE 

วิธีการใช้ชุดเรียนรู้และ
ทดสอบชุดเดียวกนั 

0.698 0.690 0.694 0.652 0.288 0.180 

วิธีการตรวจสอบไขว ้ 0.658 0.617 0.663 0.592 0.307 0.195 
วิธีการแบ่งข้อมูลแบบสุ่ม
ด้วยการแบ่งร้อยละ 

0.673 0.606 0.685 0.629 0.303 0.201 

 
จากตารางที่ 4 จะเห็นได้ว่าความเที่ยงตรงของแบบจ าลองการพยากรณ์ด้วยเครือข่ายเบย์     

เมื่อน ามาเปรียบเทียบหาความเที่ยงตรงของแบบจ าลองด้วยวิธีการใช้ชุดเรียนรู้และทดสอบชุดเดียวกัน 
วิธีการตรวจสอบไขว้ และวิธีการแบ่งข้อมูลแบบสุ่มด้วยการแบ่งร้อยละ  

 1.4 ผลการทดลองการพยากรณ์ด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน ตัวแบบการพยากรณ์
ที่ใช้เทคนิคนี้คือ SMO โดยการทดลองวัดผลโดยการเปรียบเทียบประสิทธิภาพของแต่ละเทคนิคเพื่อหา 



11 
 

 วารสารวิทยาศาสตร์และเทคโนโลยี ปีที ่6 ฉบับที่ 1 

ค่าความถูกต้องค่าความแม่นตรง ค่าความระลึก ค่าการวัดประสิทธิภาพโดยรวม รากที่สองของค่าความ
คลาดเคลื่อนเฉลี่ยก าลังสอง และค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ย ผลโดยรวมแสดงได้ตารางที่ 5  

 
ตารางที่ 5 ผลการทดลองการพยากรณ์ด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน 

ความเที่ยงตรงของ
แบบจ าลอง 

ค่าความ 
ถูกต้อง 

ค่าความ
แม่นย า 

ค่าความ
ระลึกได ้

วัดประสิทธิภาพ
โดยรวม 

RMSE MAE 

วิธีการใช้ชุดเรียนรู้และ
ทดสอบชุดเดียวกนั 

0.688 0.591 0.688 0.598 0.340 0.256 

วิธีการตรวจสอบไขว ้ 0.669 0.506 0.669 0.565 0.342 0.258 
วิธีการแบ่งข้อมูลแบบสุ่ม
ด้วยการแบ่งร้อยละ 

0.722 0.616 0.722 0.646 0.335 0.253 

 
จากตารางที่ 5 จะเห็นได้ว่าความเที่ยงตรงของแบบจ าลองการพยากรณ์ด้วยเทคนิคซัพพอร์ต

เวกเตอร์แมชชีนเมื่อน ามาเปรียบเทียบหาความเที่ยงตรงของแบบจ าลองด้วยวิธีการใช้ชุดเรียนรู้และ
ทดสอบชุดเดียวกัน วิธีการตรวจสอบไขว้ และวิธีการแบ่งข้อมูลแบบสุ่มด้วยการแบ่งร้อยละ 

 
 2. ผลการพยากรณ์ผลผลิตมันส าปะหลัง 

 จากผลการทดลองการพยากรณ์ ผู้วิจัยจึงพิจารณาใช้เทคนิคเครือข่ายเบย์ในการน ามาพัฒนา
แบบจ าลองการพยากรณ์ของผลผลิตมันส าปะหลัง ด้วยเทคนิคเหมืองข้อมูลในเขตพื้นที่เพาะปลูก 
จังหวัดนครราชสีมา เพื่อใช้ในการพยากรณ์ที่จะเกิดขึ้นในอนาคต โดยมีผลของการพยากรณ์เมื่อใช้
ข้อมูลปี 2559 แล้วทดสอบความเที่ยงตรงของแบบจ าลองด้วยวิธีการแบ่งข้อมูลแบบสุ่มด้วยการแบ่ง
ร้อยละ สามารถท านายผลได้ดังนี้ ค่าความถูกต้อง คือ 0.417 ค่าความแม่นย า คือ 0.506 ค่าความระลึกได้ 
คือ 0.455 วัดประสิทธิภาพโดยรวม คือ 0.399 RMSE คือ 0.393 MAE คือ 0.263 

 
สรุปผลการวิจัย 

 
จากการเปรียบเทียบประสิทธิภาพของแบบจ าลองแต่ละเทคนิค ในภาพรวมเทคนิคซัพพอร์ต

เวกเตอร์แมชชีนแสดงค่าความถูกต้อง ค่าความแม่นย า ค่าความระลึกได้ และค่าการวัดประสิทธิภาพ
โดยรวมมีค่าสูงสุด มีค่าดังนี้ 0.722, 0.616, 0.722 และ 0.646 ตามล าดับ แต่ความผิดพลาดของรากที่สอง
ของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ยก็มีค่าสูงเช่นกัน ซึ่งมีค่า
ดังนี้ 0.335 และ 0.253 ตามล าดับ แต่ในส่วนของเทคนิคเครือข่ายเบย์ซึ่งมีค่าความถูกต้อง ค่าความแม่นย า 
ค่าความระลึกได้ และค่าการวัดประสิทธิภาพโดยรวมมีค่ารองลงมา มีค่าดังนี้ 0.673, 0.606, 0.685 
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และ 0.629 ตามล าดับ แต่ความผิดพลาดของรากที่สองของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และ 
ค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ยมีค่าไม่สูงมากนัก ซึ่งมีค่าดังนี้ 0.303 และ 0.201 ตามล าดับ  ดังนั้น
ผู้วิจัยจึงพิจารณาใช้เทคนิคเครือข่ายเบย์ ในการน ามาพัฒนาแบบจ าลองการพยากรณ์ของผลผลิต      
มันส าปะหลังด้วยเทคนิคเหมืองข้อมูลในเขตพื้นที่เพาะปลูกจังหวัดนครราชสีมา เพื่อใช้ในการพยากรณ์
ที่จะเกิดขึ้นในอนาคต โดยมีผลของการพยากรณ์เมื่อใช้ข้อมูลปี 2559 แล้วทดสอบความเที่ยงตรงของ
แบบจ าลองด้วยวิธีการแบ่งข้อมูลแบบสุ่มด้วยการแบ่งร้อยละ สามารถท านายผลได้ดังนี้ ค่าความถูกต้อง 
คือ 0.417 ค่าความแม่นย า คือ 0.506 ค่าความระลึกได้ คือ 0.455 วัดประสิทธิภาพโดยรวม คือ 0.399 
RMSE คือ 0.393 MAE คือ 0.263 

 
อภิปรายผลการวิจัย 

 
จากการวิจัยได้น าผลของข้อมูลมาวิเคราะห์ถึงการพัฒนาตัวต้นแบบในการพยากรณ์ จากข้อมูล 

ที่ท าการรวบรวมมาจาก 2 แหล่งข้อมูล คือ ข้อมูลที่ได้จากส านักงานเศรษฐกิจการเกษตร คือผลผลิต  
มันส าปะหลัง  เนื้ อที่ เพาะปลูก เนื้ อที่ เก็บ เกี่ยว ส่ วนอีกแหล่ งข้อมูล  คือข้อมูลที่ ได้มาจาก                
กรมอุตุนิยมวิทยา คือ จ านวนวันที่ฝนตก ปริมาณน้ าฝน ความชื้นสัมพัทธ์ อุณหภูมิสูงสุดและต่ าสุดของ
ทุกอ าเภอในจังหวัดนครราชสีมา ข้อมูลทั้งหมดที่ได้มาเป็นข้อมูลย้อนหลัง 5 ปี (พ.ศ. 2555 -2559)    
โดยข้อมูลที่ใช้ทดลองมีเพียง 160 ระเบียนข้อมูลโดยท าการทดลองด้วยเทคนิคเทคนิคโครงสร้างต้นไม้ 
เทคนิคโครงข่ายประสาทเทียม เทคนิคเครือข่ายเบย์ และเทคนิคซัพพอร์ตเวกเตอร์แมชชีน            
และมีการทดสอบเพื่อตรวจสอบค่าความผิดพลาดหรือหาค่าความถูกต้องด้วยวิธีการค่าความถูกต้อง   
ค่าความแม่นย า ค่าความระลึกได้ วัดประสิทธิภาพโดยรวม รากที่สองของค่าความคลาดเคลื่อนเฉลี่ย
ก าลังสอง และค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ย สามารถแสดงผลการทดลองได้ดังภาพประกอบ 2 
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ภาพประกอบ 2 แสดงผลการเปรียบเทียบการทดลองด้วยเทคนิคโครงสร้างต้นไม้ เทคนิคโครงข่าย 
ประสาทเทียม เทคนิคเครือข่ายเบย์ และเทคนิคซัพพอร์ตเวกเตอร์แมชชีน  

 
จากภาพประกอบ 2 แสดงผลการทดลองที่ได้จากการเปรียบเทียบประสิทธิภาพของแบบจ าลอง

แต่ละเทคนิค ในภาพรวมเทคนิคซัพพอร์ตเวกเตอร์แมชชีนแสดงค่าความถูกต้อง ค่าความแม่นย า      
ค่าความระลึกได้ และค่าการวัดประสิทธิภาพโดยรวมมีค่าสูงสุด มีค่าดังนี้ 0.722, 0.616, 0.722 และ 
0.646 ตามล าดับ แต่ความผิดพลาดของรากที่สองของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และ       
ค่าความคลาดเคลื่อนสัมบูรณ์เฉลี่ยก็มีค่าสูงเช่นกัน ซึ่งมีค่าดังนี้ 0.335 และ 0.253 ตามล าดับ          
แต่ในส่วนของเทคนิคเครือข่ายเบย์ซึ่งมีค่าความถูกต้อง ค่าความแม่นย า  ค่าความระลึกได้ และ         
ค่าการวัดประสิทธิภาพโดยรวมมีค่ารองลงมา มีค่าดังนี้ 0.673, 0.606, 0.685 และ 0.629 ตามล าดับ      
แต่ความผิดพลาดของรากที่สองของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และค่าความคลาดเคลื่อน
สัมบูรณ์เฉลี่ยมีค่าไม่สูงมากนัก ซึ่งมีค่าดังนี้ 0.303 และ 0.201 ตามล าดับ ในที่นี้จึงพิจารณาใช้เทคนิค
เครือข่ายเบย์ในการน ามาพัฒนาแบบจ าลองการพยากรณ์ของผลผลิตมันส าปะหลังด้วยเทคนิคเหมือง
ข้อมูลในเขตพื้นที่เพาะปลูกจังหวัดนครราชสีมา และเมื่อใช้ข้อมูลปี 2559 เพื่อท าการพยากรณ์ ผลของ
การพยากรณ์ไม่ได้แตกต่างแสดงให้เห็นว่าวิธีการนี้สามารถท านายได้แม่นย า 

จากผลการทดลองแสดงให้เห็นว่าผลการทดลองสอดคล้องวิจัยของชุติมา อุตมะมุณีย์ และ 
ประสงค์ ประณีตพลกรัง (2553) ที่พัฒนาระบบสนับสนุนการตัดสินใจแบบอัตโนมัติออนไลน์ส าหรับ
การเลือกสาขาวิชาเรียนของนักศึกษาระดับอุดมศึกษา น าผลลัพธ์ที่ดีที่สุดจากเทคนิคเครือข่ายเบย์     
มาสร้างแบบจ าลองเพื่อใช้ในการพยากรณ์และยังสอดคล้องกับงานวิจัยของวิรชา  วิรัชกุล (2558)     
เพื่อการศึกษาการพัฒนาการสอบมาตรฐานด้านเทคโนโลยีสารสนเทศบัณฑิตของมหาวิทยาลัยราชภัฏ
นครปฐม โดยการวัดประสิทธิภาพการพยากรณ์จากการท าเหมืองข้อมูล (Data Mining) เทคนิคการ
จ าแนก Decision Tree C4.5 , k-NN และ Naive Bayes เพื่อใช้การพยากรณ์ผลการสอบของนักศึกษา 
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โดยผลจากการศึกษาท าให้ทราบว่า การพยากรณ์ด้วยเทคนิค Naive Bayes ให้ค่าความถูกต้องในการ
พยากรณ์มากที่สุด 

สรุปได้ว่าเทคนิคเครือข่ายเบย์ให้ค่าความถูกต้อง ค่าความแม่นย า ค่าความระลึกได้ และ        
ค่าการวัดประสิทธิภาพในภาพรวมดีที่สุด มีค่าดังนี้ 0.673, 0.606, 0.685 และ 0.629 ตามล าดับ     
เมื่อเทียบกับค่าความผิดพลาดของรากที่สองของค่าความคลาดเคลื่อนเฉลี่ยก าลังสอง และค่าความ
คลาดเคลื่อนสัมบูรณ์เฉลี่ยที่มีค่าไม่สูงมากนัก ซึ่งมีค่าดังนี้ 0.303 และ 0.201 ตามล าดับ 

 
ข้อเสนอแนะ 

 
1. ความรู้ที่ได้จากงานวิจัยนี้สามารถน าผลการวิจัยไปใช้ในการพยากรณ์เพื่อใช้การวางแผน    

การเพาะปลูกในเชิงพื้นที่ได้จะมีประโยชน์ต่อเกษตรกร และผู้ที่ เกี่ยวข้อง เพื่อใช้เป็นแนวทาง           
ในการพยากรณ์ผลผลิต และในอนาคตสามารถปรับแบบจ าลองการพยากรณ์สามารถน าไปใช้          
ในการพยากรณ์ผลผลิตมันส าปะหลังในเขตพื้นที่เพาะปลูกจังหวัดอ่ืนได้ 

2. การเลือกเทคนิคเพื่อใช้ในการสร้างแบบจ าลองเพื่อการพยากรณ์นั้นควรทดสอบด้วยเทคนิค  
ที่หลากหลาย เพื่อให้ได้แบบจ าลองที่มีความเหมาะสมมากที่สุด และควรใช้ข้อมูลที่ละเอียดมากขึ้น     
ในการสร้างแบบจ าลอง 
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