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ABSTRACT

This research aims to compare the efficiency of five modeling techniques: Naive
Bayes, Support Vector Machine, Ripper, Fourier, and Random Forest. These techniques
are used to build models for classifying the opinions of Thai people on social media
regarding COVID-19 vaccination for children. The data, consisting of 2,466 opinions, was
collected from online social networks. Verbs, adverbs, and adjectives were selected for
model building, as these types of words can clearly indicate positive and negative
sentiment. In this research, 10-fold cross-validation was used to divide the data into
training and testing sets. Furthermore, accuracy, recall, and precision were calculated to
compare the performance of the models. The experimental results show that Naive
Bayes is the most efficient modeling technique, achieving an accuracy of 95.40%, a recall

of 95.40%, and a precision of 95.40%.
Keywords: Opinion classification, Opinion mining, COVID-19 vaccine in Thai children
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PwAniudsuIn Weavuazdunans egaeldtemnuoonulaednlulia laonsviunies
pwAniy azldinadanisfumaruslminndeyaussiandenuisiunamnnduiimy
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699, TeyalsAumnu 31U 768 Tngairauuuinaaddinalin FURIA, MODLEM uag RIPPER
lgsaufuwmaila Bagging kag Weighted Instances Handler Wrapper 7aUs¢@n8 n1nagyin
ATATUIMNIAIAILLY (Sensitivity) ATAILTINE (Specificity) AIUQNABY (Accuracy)
Fslanan1snnassfio Bagging waz FURIA Taranuhuazaugnees mﬂﬁqmﬁl%faaax 97.86
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MnAnuAaiudldand uneunissusuteya Iddadudunisnivadeyalag
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2 0 1 0 p

4. madrauuusiaaaiiadiuun

4.1 widviug e Tuadewaylidrdou Tnsendevnuianuinasdu (Probability) {u
vandagnldlunsviunenadafumadelunsuitymuuy Classification fiansnsaainnisal
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(Banluesapy & Jirapanthong, 2022; Suharsono et al., 2022)
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4.3 wedasuwes e weadaiildwawiainsdanasiiu IREP Tagldwdnnns Growing and
Pruning lumsuenngmssuunyssiandeyalidulumundumnay Ssiidimanglunsld
ndnnsdafe Tunisidenng i amnsaviliiAawalunisviiauuinnindnsauianais
(Error Rate) Usznaudeduneu fomsszyngisudu wagtuneu seye Porst — Process Rule
Optimization TngmsiFeuiaindeyaildmmuanardliFousoonds Fautaiu Growing Set
wag Pruning Set zi’m%J‘ULflumisu'aEJLLfﬁ”szymﬁLﬁmmmnﬂﬁLm'qLL&Jﬂﬂ&imﬁﬁmwam 9N
unseieazldnadinela Samngtudeyadesnmsnruutuglunsaineng W nansuen
LTINS NI, 2019)

4.4 wadaflnde (Fura: FR) Ao wadalunisnid sriingi S vsdduanuiled
Huismsahungitednanltlunisweinsalfeya Gangiianairadunganuduiuslinan
nsUszananavesmsywilasdayaiilafumnganudusiug (Association Rule Mining) w3o
oSurmssuundeyasengaiuduius Tnsdumadefithdodvesnsiunilosteyaiile
Aumeuduiuduazimadanisiuunusziandeya eAumingamduiug davunzdu
Foyafifimsliiuiuounaziimsiunds (Ufivan natsuen wag 973 nead, 2562)

4.5 maflaUrdu (Random Forest: RF) fia N13@319 model 91 Decision Tree vang 9
model ot 1 Tnsusazlinaazldu data set luiwioufu 81 subset ve4 data set viamun
MOUY1 Prediction a¢¥ Decision Tree 11115 Prediction luusaglnun wagA1uInHa
Prediction $8A"3 Vote Output fignidentne Decision Tree anniign Faduisnisisnsidl
UsgAnSnnuazgaveuu1nnii Decision Tree (Banluesapy & Jirapanthong, 2022; Karthika
et al,, 2019)

2.6 NMM5USEUUTEANTANLUUINADS
n133aUsEaNSnmvesLuUTIaeeaLldis 10-fold cross validation fie n1swutaya
I 1 1 I A o £ (Y] = o £ 1 % % 1
panlu 10 ndu uiaznduiduudeyawiiu Anduluudnaesandeya 9 nau wadld 1 nay
fwidedmiunageuiudinsinuilaunseiideyaynnaugnididuganaaeurieasu 10 A3
1A8UAIINNITNAABILAIILYININTIATIENUSEANTANANNNSUSEEUUSEENT ANV BIA LU
lagfiaNT11N AUYNADY (Accuracy) A9aUNSH 1 AULLNEN (Precision) AvaNn1Ti 2

AMINUTEAN (Recall) hazmgunisn 3

LY

NI EnaRsuasnAlulad InInedevaguITy




25

P ~ TN + TP )
CeUracy = b fFP+TP + FN

TP
ision = ————— (2
Precision TP + FP
TP
= (3)
Recall TP T FN

lng? TP Ao deyaihuiegnisuliaisuiuiaag FP Ao Joyanvinuneudilignaes
Wallsuduiaae FN Ao Yeyanioglulaasusilidnisvituie (nssdu du FN) Precision fe
AANLINET inaInNTsUaAT TP uiieuiu FP Recall As A1AusEdn tnann1siiel TP

W gunu FN (Angelopoulou et al., 2024; Devi & Sharmila, 2021)

NAN1599¢

1%
v A

3Tl lndhauaaiuvesaulngludenudn fanudaiurdenisdaindudeadiu
Tsaladn-19 WRudnanledeaiiiie amuasiuiu 2,466 AuAniu duduneumsinies
Toyavirdail uazimunaandliiuanufniu susysuuuuimnganlunimaass S
1,195 anuAnwiu 1 uANUAMAUITIUINLAZAY 31U 638 WAL 557 ANUAALTL AUa1AU
wazihdoyadilduldlunsarauuudasaiiolinsgdvisduain 5 mada 1dud widviug
dnnainnnesuuydu mallasues mailailae uazmalatgu lneviin1sinsgin1
msl4TUsunTN WEKA nasdu 3.8.6

Tunsissufisudssdnsamuuudaesldnisnaaauluuinassnaeid 10-fold cross
validation Tumsuusnguyanaaey wazyaisous daldnanisinuszansnmuuudiassiion

AU A1AUTEEN WazAANgNAeY Auandlunmyszneu 1
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100.00
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80.00
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Percent

ull ll N

Precision Recall Accuracy
i Naive Bay 95.40 95.40 95.40
~ 94.70 94.70 94.73
d Furia 83.90 82.80 82.85
i Ripper 84.10 83.60 83.60
i RandomForest 94.90 94.90 94.90

AUsENaU 1 kandnsiUSeudiguUsEans M nRanunvadlung

MNATNYTENoU 1 meﬂ'ﬂmmqﬂéfaa (Accuracy) ATAINLU UL (Precision) Ay
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Jastulsaladn-19 Widuiin nausingin mailaudnug Tiranugneies auudug waz

ANUTEANUINTGR
aAUsIINAN1IIY
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Tsaladn-19 Widuidn arndedsauosulat Idun gy, Annen uagiuiiu dusiuil 1 unsiew
2562 quiia 31 Sunan 2563 1uenuAniud I 2,466 ANAALTIY ATlALEIINA
20 i Famsasrsuuuansweanuideildlisiued laeidudusuandinien dinserimal
MAudny fannsauantensualifsauniolavanvesanudaiuldegiedaiou dawadise
UseAnsamlumadouivesuuuiiassnntoya dmsuiunouluniauisuieutszansam

YDIUUIADY 19735 10-fold cross validation LaInUsEANTANLUUIIARINNAILIINNNATA
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