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Abstract

The objectives of this research are to study the factors that have an influence on the decision
making for choosing types of insurance of customers and to compare the efficiency of four classification
methods which are multinomial logistic regression, discriminant analysis, decision tree and artificial neural
network. By considering of six independent variables, namely gender, age, monthly income, education,
marital and occupation. This study is found that multinomial logistic regression analysis indicates that
five factors affecting the decision making are age, monthly income, education, marital, and occupation.
In addition, the study of discriminant analysis indicates that three factors; gender, age and marital are
significantly affecting the decision making. For the efficiency comparison of four methods, it’s shown that
neural network is the most efficiency method which have the accuracy is 85.57% and followed by
decision tree, multinomial logistic regression analysis, and discriminant analysis which have the accuracy
are 76.50%, 70.00% and 61.80%, respectively.
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23fUsENaUN15VE18AUMUSUTINTINAN1TIAT I

LARIAIANTIN 2
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A157199 2 ANANUAAIALATDUTULBULALA1IAUTENBUNITVENEAINUKUSUSIUVBIA U DAY

fiauUsdasy ArAaAanIAGUEuLaN AM99AUIZNBUNSVEIBAINLUTUTIUY
x, (gender) 0.970 1.030
x, (age) 0.840 1.191
x, (monthly income) 0.863 1.159
X, (education) 0.821 1.218
X, (marital) 0.887 1.127
0.914 1.094

X (occupation)

WuhmANueaIA A UBLYeNT TSI
(x), 819 (x), swldseifiou (x), lnsAnu (x),
anunmaseuAsa (x) wavendw (x) dandlnd 1
uona A1 VIF vaefautsine (x), 91y (x),
selseiiiou (x ), 3in1sdine (x ), aanuamasauas?
(x) waza@n (x) hilddidndilng 10 Jeagulidn dauds
Sasvin 6 i liflanuduiusiy

3) NTIATIERNITARNEEARIARNIEA DY
YUINFIDY (N) INNMNTIATIERNTARaRELUUUNG
Tngagldruindesns (n) litesndn 30p Tnefi p Ao
Srnusuysdass lunmiaseiiisiuuiulssasy 6 i
waE n whity 400 et 400 litfosndn 30(6) Saliu
Unudennaaiody

1.2 msiaendulsdasy

1) n1sdendikUsdaseidndaunisannee
aedafnnazliiTn1mse (enter) uagyinMImagey

ANUENTUSTE IRl UsBasEAURLUTR N HANTS
WATITANUIN Drdun1sanneeasdaanusznounie
Amsiesognaietuaslin 2L wihiu 820.356
wazdaun1sannesasiafinusznoudiuainsiinay
YaruUsdasyaglie -2LL Wiy 567.558 Sathuaums
aanevaniaAnfilyaiiuUsdaszsineynieazd
AT aNINN I Hufe n1sifuUsBaszegnates
1 f Spnudniusiudndseu egnslitudAgnisats
fisvsuiiuddiny 0.05 (p-value = 0.000 <0.05)

2) MINAFDUANUANNUS T I NAILUTDaTE
WARYAINUAILUIAUYBIAUNTONNBEADIAANNY
wui fuuseny (x), eldseideu (x), insane
(x4), @a1uNMASEUATI (x) UAZDITW (x) dAd
(p-value) tfoenin 0.05 aUfiasaunfigiundn tude
Frusdese 5 f SnmnuduiusTunsvunensingy
Talumsidenyissinnussiuvesgniniisziutiod iy
0.05
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M13199 3 AUsEIEIUTEAVIENISANnREYRIANN SRR TARNNY]

Variable B Wald p-value

whole life insurance (y,)

X, (age) 0.090 20.782 0.000%

endowment insurance (y )

constant -18.587 135.644 0.000*
X, (age) 0.089 12.606 0.000*
x, (monthly income) 0.000 6.628 0.010*

x, (education) (reference: master degree or higher)

elementary school -3.760 10.753 0.001*
junior high school -3.398 15.395 0.000%
senior high school -1.669 5.954 0.015*
vocational school -2.282 5.353 0.021*
bachelor degree -1.021 0.000 0.999

X, (marital) (reference: divorced)

married 14.618 1175.894 0.000*

reference group: health insurace

*p-value < 0.05

WAEINNANITIATIEAlLA15 3 agldinaunisonnseaedafnnyuasnisiunensdnaulalunisien
usuinnUsziuvesgnAlaeiuszandseiuguamdunguénsdesiaudsany fe

P(yzl)) (5)
L =0.
0g (P(y:3) 0.090x,
PLy=2 = o = v o =
log (PEY 3;) = -18.587+0.089x,-3.760(x, = Uszanfin®)-3.398(x, =158uAN1M0UAW)-1.669(x, =ti5aurnwInaulaiy)
y=
-2.282(x,=U21.)+14.618(x5 =6315) ©

laefl y=1 As nauvesUseiudinuuunaendn y=2 Ao nquvesuseiviinwuuasauninduas y=3 fo
nauvaIUTEAUGUNN



TR 6 auun 2 NsNAU - SUoAD 2563

2. ong. InAlU. FIBaoinauwsinasa 91

1.3 mnnsnagdeudseansnmanugnaedly
n1sduunUszinndayavesaunisasIafnnynuin
fwuulvriaNuLdy Sesay 70.00

2. NFAATIBATIMUNNEGY

2.1 asnvaoutosuuiiodurosnsinse
uunnau

1) fuusdassesiinisuaniasunivaie
AuUs W15 oYAFALAIUUUNAIEAILYS
(multivariate outliers) Ingn153LATILRAINAITL LN
1e1aluda (Mahalanobis distances) Wuin Aszes
mmawaﬂuﬁaﬁmmﬁqﬂwﬁﬁu 12.228 f@tasnin
AadanaaeulmuesTiosmias Wiy 6 Ao 12.592
WGloNek! ﬁmmm%LﬁuqﬂﬁﬁaLLUiﬁais%ﬁmimem
Usniinanesulsiisesuteddey wihiu 0.05

2) LN3NgANULUSUTIUS VR IR ILUSDasY
VNNFUABYINAY ATIVABUINA Box’'s M WUT1 A
(p-value) wirifu 0.000 Fsflenasndn 0.05 Feifu
AuuUsUTIUHIesEnsuazngulalviufisysy
Toddry 0.05 Fdlifulumudeauuiidediy fuiuly
TWsunsy SPSS axldeds separated groups winusite
TAIN1SUENIATIEIANULUTUTIUT VD IUAaENEY [5]

3) MmuUsdaszlazmuUInNABANUENTUS
funuuiBady Tngarfiansanandudseansanduiug
weeviludiSea (Point Biserial Correlation Coefficient)

eananil (p-value) MU FuusdimsAn (x,) Taidl
Auduius Baduiuiudsussandseiu fiseeu
ey 0.05 Aeilumshnseiainfulsdimsing
(x) 2ONAIINNTIATIZH

1) fuwUsdaseiesldfinnuduiusidadu
WUUNY Tnefinrsananainunanedeuduseunas
A103AUsENaUN15V818ALLUTUTINTI N HENS
Ars1eilumad 4 wuh MneanuAsaeAeuBuEey
yodudsdaseianuanuin fidndilng 1 venand
AesRUsENaUMIIEIgANLLUTUTINvRs LU ldlA g
Andlng 10 39 agulddn duusBaseita 5 ¢ 1
ANUFUTUSLT LA UL UUNY

2.2 NFATNAUNITIHUNNEY

1) thdoyaviavmmuldainsaunisduunngy
wazvhmsnedsUmILWhTuTeIrRasve LU SBasE
wiagndy Ao nauUseiuTInwuunaenIn nquUseil
Finuuvazauning uaznguuseivgunim lnefiansan
PnananagevIanalanuai (Wilks’ Lambda) wuin
afifinsmaaouALadsvesiILUTBaTEANg q Autangy
fuusau lngladaianageulandianininuin dan
\AvaITILUTINA 918 91T AouNmATEUASI 18lA
deiiou lu 3 nguuandsfufissdudoddy 0.05
(p-value < 0.05 wanei1 ftfudfynsadfiszsv 0.05)

2) MyEueA ol uLarANNENTAIUANT
asuneANURULUTYRITRYA

M19197 4 dnleifuiazanuaansalunsesueANURLLYIYeITaYaYRINITATIVERUANNTIILUNNGY

Function Eigenvalue % of Variance Canonical Correlation
1 0.388 88.9 0.529
2 0.048 11.1 0.215

nramsiaseilumsed 4 wuin esannd
3 nqu Fadifleridunuangu 2 faridu Aa Function 1 waz
Function 2 @afidnlewiuwindu 0.388 waz 0.048
PIUE1IRU LagiiA1SesazrInNulsusIu (% of
Variance) Wiy 88.9 way 11.1 aua1du 39AIsky

aun1sit 1 (Function 1) lunnssinunenguledy
Mg o ms1zaunTsi 1 anunsoesunenuiunys
vosdoyals¥osay 88.9 luvaiiaunsi 2 (Function
2) anansnesuneldiiies Sevay 11.1 wiy
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o

3) NINAFBUANUATYAIAYVOIAUNIT
FUUNNFY IINHANITIATIEY A IBadANaaey
Janduanvanvzldlunismagevaunfgiuieadiy
Fnanavh 3 ngu Mwiiurdels TnsanAnianduautnn
283 1 through 2 Favianedeanianduaninivesaunis
1 uay 2 Galivaaovauufgiuvdniitiamna (centroid)
YeeI 2 aunns St 3 &y wuAi (p-value)

o w

= 0.000 FsilApeninseiutivdifny 0.05 AIUUIS

A19199 5 A1duUsEANSURENN1TIMUNNGY

Ufiasaunfgiuiitianansuesis 2 aunns wifusi
3 ngu waranluaianduandanuesaunisi 2 e
(p-value) = 0.000 FefiasaunfgiuiiinAnarsves
aumsft 2 wihifuis 3 ngu uanshaunisuunngud
Ipanansasuunsenidu 3 nau ldegrdidudifgynis
adRTiszutiudfey 0.05

8) FnUszanauduysEAvsvesamIT NGy

Tnsuenidunguenaisuen Fisher’s

Insurance Types

Whole Life Endowment Health
Insurance Insurance Insurance
constant -26.302 -27.890 -23912
x (gender) 6.067 5.192 5.490
X, (age) 0.700 0.668 0.614
X, (marital) 6.862 9.671 8.351

PNHANMTIATIEAUNT9 5 azldduuaunsTwunnguwiniuduiungy dufe 3 auns uagaunse

Weuaunsiuunngulanad

AUN13IMUNNFUVRIUTEAUTIAUUUARDATN D

~

D, = -26.302+6.067x,+0.700x,+6.862xs

™

aun1sTunNnauveIUsyiuTInuuvasaunsne fie

B,= -27.890+5.192x,+0.668x,+9.671x;

aunsPUNNguveUsEAiuguAw fie

D,= -23.912+5.490x, +0.614x,+8.351x,

2.3 MINNsnaaeulsEanSamaNugneedly
1159 MUNUTLANTOYATDIANUNITIILUNNFUN U
fauuliAIANUwIY Spuay 61.80

(8)

9

3. M saszduldandula

dayananuauntdairadiwuuiuliinguls
fedanasny C4.5 (J48) Tulusunsy Weka waainnig
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nagouUsEaSmANugniaslunsiuunyssamdeya
YaeiwuunuIswuua Ul dndulaliaininuwiy
Soway 76.50

4. Wpsevreuszamiion
ﬁ]’]ﬂﬂ’]iﬁ’]ﬁ@mﬂﬁﬁﬂ%ﬂ@ﬁﬂ’]ﬁéjwﬁiLL“U‘US[,‘U
TUsunsu Weka lagldoanesiunuuinesigunsou
wanedu (multilayer perceptron) 8$31nn15%1013
naaoslunane q afs wulndleddasnindous
(learning rate) fAndu 0.1 wagAmualiaflamusiy
(momentum) dandu 0.15 Iagidduiuseunisaey
(training time) Wiy 50,000 seu Tneflasstneusyam

WisnazdguunUa (hidden layer) 1 U uazddiuiu
waausean (neurons) Winfu 12 azlwsnuulasedig
Usgamifieuanan dufe lvidnannuwiu Seeas 85.75

5. MsiFeuiisuyszanSamnisvinung

mﬂmwﬁﬂmﬁmiwﬁaﬁLLuﬂﬂfcjaJﬁy’& a 3%
Tun15197 6 wu3n 33laserredszamitenduis
Afuszansamunnigalunisdiwunngy Tnglsien
ALY Soway 85.75 S9asnAe In1TiAT AUl
andula A8n1TAsIginIsannsuaeIafnny way
N1SATIEVTIUNNGN AUEIRY Fanan153ATZY
ARSI 9T 6

M19199 6 NsSBUTiBUAIALLIL (accuracy) YBIMITwEdmMTUNTIAMTIEEwUNNGY 4 35

WAANITAATIERTUNNEGY

AANULLY (accuracy) (Bawaz)

MFIATIRNITONNBYARTARNNY
MTIATIRTUNNGY
suliidndula

TAsengUsyaniey

70.00
61.80
76.50
85.75

aUseuaraTUNAN1IIVY
nMsiUSeuisulsEansamlunisvinune
mil,ﬁam/‘hﬂizLﬂms:ﬁuﬁwaaqﬂﬁwaqﬁu’q 4735 wumn
lassrngUsramitenliaianuudulunisvituie
n1siieniiuseinnyseiudvuesgnailagnd o
Sovay 85.75 sesawunie 3duliiadulafilie
wilunsvihnegndes Sewaz 76.50 uayBMTIATIEN
n1sannegaIaAnny N1siATIEdLunngulvian
iy $eeas 70.00 uay 61.80 AR Futas
lasenedsgamiisuliuszansnnluiuienisiden
vhuszanuseRudsveagninldiiuszansnmanniiae
donAdaetuUYDY Ansari uay Riasi [10] Alaadna
AIMUUTIUIEAINTNANAYDIQNAT (customer
loyalty) fifldeusemuseiu Ssnsvungliussansam
Afgailel¥35Tassdneuszamifion vieauideves

Weerasinghe Way Wijegunasekara [11] fivinis
Wiguilsuismsiinseginisannegasiafinny 15
IaseneUseamiiien wagdsaulddulalunsasisiuuy
FemaulnunawnuuesUss fusasus devuin Tass
szhEJ‘LJixmw,ﬁamiﬁﬂixﬁw%mwiumiﬁﬂmsﬁﬁqm 584
asnfe aulddndulanagitmsinsginisannayas
FaRnNY AU UAZIINWIIBYBI Huang Uz Wang
[12] Pldadasuuurhunensatasanevesusenuss i
Tuuszmadumeislassngussaniion Insanney
aodafn uarIBNTIATIEEILUNNGY NUITTBIATIY
UssamifienlidszavBamaiian siufsaonadesiu
UA8ves Baione uaz Angelis [13] Aldadasuuy
FurgausiunsesuTEnUssfundanudn 33aulsl
snaulaliusednsnmlunisyiuieininismsiasei
uunngy uennilfiaenadesiumuidees Gulsun
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war Umit [14] inud135nsanassaedannle
Usgansnmlunisiueanuidewesnisiingn1ie
AUMAINNNIRUYIUTEINU T UGN TIATEn
uunnau

IINMTUATILVINTOANBERDIARNNY WU
Yaduiidsmananisindulanisideniiuseiulu
HAnSeudarUssianvesgnAfe o1y seldreiiou
ANSANYT ADUNINATEUATI UALDITN WAZIINNTT
Anszismunngunui Jedefidmaienisindula fe
WAl 818 kATANIUANATEUATY dlearnnsinsginng
onnevasdafnny Uadeiidsmaiensidenyiiussian
Useiudevesgninfie o1y snelddeliiou qdin1sdne
A0NUAMATEUAT WarenTn Fedenmdasiunuittves
ufiua [1] finuinendnsazsgldnedouinasonis
Wonhusslamuseiusdevegnan wavasnnaoeiua
Woves el [3] fih enguasdimsfinundudamasons
WonhuszinnUseiudevesgnanduniu uaslunidy
il gAnutiaduanunwaseuafufisiu Sawuinen
#3 2 38 1dun Bmsanenisonnesaeliafinnmuay
Bsharsdsuunnguiu aouamniseaseuaia
dawasianisiienussiamyseiudevesgnan

Yorduauu

Mnmsiteaseinu lumsieseiiuds
a1l (multivariate analysis) v 38esily
T¥lunsduunnguliliuszansnmaiande 35lass
frevsvamilon witeidevesisine Lifldauvunis
ad b bl @TﬁfuﬁﬁaﬁﬂLaua“lﬁﬁﬁ%'ilmwﬁms
onnovasdaRnwyilriFLuumsadalUldlunisduun
nguuny mszfeaglianuusiudininislassing
Ussamiien udiflewioufuismsieneiduunngy
rsuuumeadiwudetuiu nuhiivsyansama
nIiEnTleTEdLunnaY $9a1na1u3duiin
Useiusne q awsadinansiseiluldlunisiiy

goavgliunusem ngldduwumeihasdenaueve
wandsiUsyAuyssianlvuliungndus azaudil
anwaigdnriueenly visehlveenuuundnsiueiuseiu
Tasounquifunuiesn1TvesgnAImINTY 1y 210
udfowudn eldmadensiiuseiuguaimidy
nquénede gnénfifaniunimansaudiuasidente
UsgAuaauminguinninusefuguaim wasgndndiil
WmsAnwszduienAnwneulmeasidentoussiu
gunmannniseiusomming Hudy Redlunside
afsraluoranmasaiiisnsduniiieutwlndan k
guAu (K-Nearest Neighbors) unlglunsdnuunngala
BaThi!
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