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บทคัดย่อ
งานวจิยัครัง้นีม้วีตัถุประสงค์เพือ่ศกึษาปัจจยัทีม่ผีลต่อการตดัสนิใจการเลอืกท�ำประเภทประกนัภยัของลกูค้า และ

เปรยีบเทยีบประสทิธภิาพเทคนคิการวเิคราะห์จ�ำแนกกลุม่ 4 วธิ ีคือ วธิกีารวเิคราะห์การถดถอยลอจสิตกิพห ุ(multinomial 

logistic regression) วิธีการวิเคราะห์จ�ำแนกกลุ่ม (discriminant analysis) วิธีต้นไม้ตัดสินใจ (decision tree) และวิธี

โครงข่ายประสาทเทียม (artificial neural network) โดยพิจารณาจากตัวแปรอิสระ 6 ตัว ได้แก่ เพศ อายุ รายได้ต่อเดือน 

วุฒิการศึกษา สถานภาพครอบครัว และอาชีพ ผลการวิจัยสรุปได้ว่า จากการวิเคราะห์การถดถอยลอจิสติกพหุ ปัจจัยที่ 

ส่งผลต่อการเลือกท�ำประเภทประกันภัยของลูกค้ามี 5 ปัจจัย คือ อายุ รายได้ต่อเดือน วุฒิการศึกษา สถานภาพครอบครัว 

และอาชีพ และจากการวิเคราะห์จ�ำแนกกลุ่มพบว่า ปัจจัยที่ส่งผลต่อการตัดสินใจการเลือกท�ำประเภทประกันของลูกค้ามี 

3 ปัจจัย คือ เพศ อายุ และสถานภาพครอบครัว นอกจากนี้ในการเปรียบเทียบประสิทธิภาพเทคนิคการวิเคราะห์จ�ำแนก

กลุม่ทัง้ 4 วธิ ีพบว่า วธิโีครงข่ายประสาทเทยีมเป็นวธิทีีม่ปีระสทิธิภาพในการจ�ำแนกกลุม่มากทีส่ดุ โดยให้ค่าความแม่นร้อยละ 

85.75 รองลงมาคือ วิธีต้นไม้ตัดสินใจ วิธีการวิเคราะห์การถดถอยลอจิสติกพหุ และวิธีการวิเคราะห์จ�ำแนกกลุ่ม โดยให้

ค่าความแม่นร้อยละ 76.50, 70.00 และ 61.80 ตามล�ำดับ

ค�ำส�ำคัญ: การวิเคราะห์การถดถอยลอจิสติกพหุ การวิเคราะห์จ�ำแนกกลุ่ม ต้นไม้ตัดสินใจ โครงข่ายประสาทเทียม ประเภท

ของการประกันภัย

การท�ำนายการเลือกประเภทประกันภัยของลูกค้า

Prediction of choosing types of insurance for the customers
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Abstract
The objectives of this research are to study the factors that have an influence on the decision 

making for choosing types of insurance of customers and to compare the efficiency of four classification 

methods which are multinomial logistic regression, discriminant analysis, decision tree and artificial neural 

network. By considering of six independent variables, namely gender, age, monthly income, education, 

marital and occupation. This study is found that multinomial logistic regression analysis indicates that 

five factors affecting the decision making are age, monthly income, education, marital, and occupation. 

In addition, the study of discriminant analysis indicates that three factors; gender, age and marital are 

significantly affecting the decision making. For the efficiency comparison of four methods, it’s shown that 

neural network is the most efficiency method which have the accuracy is 85.57% and followed by 

decision tree, multinomial logistic regression analysis, and discriminant analysis which have the accuracy 

are 76.50%, 70.00% and 61.80%, respectively.

Keywords: Multinomial logistic regression, Discriminant analysis, Decision tree, Artificial neural network, 

    Insurance types

บทน�ำ

ธุรกิจประกันภัยจัดเป็นหน่ึงอุตสาหกรรมส�ำคัญ

ของโลก ด้วยเหตุผลท่ีช่วยเพิ่มความม่ันคงให้กับผู ้ ซ้ือ

ประกันภัย ช่วยแบ่งเบาภาระ และเพิ่มความมั่นใจในการใช้

ชีวิตในโลกปัจจุบันที่ทุกอย่างล้วนไม่แน่นอน ซึ่งอาจจะเป็น

ภยัอนัตรายทีเ่กดิจากการกระท�ำของตนเอง และภยัอนัตราย

ที่เกิดขึ้นเองตามธรรมชาติ เช่น น�้ำท่วม เป็นต้น ดังนั้นการ

ประกนัภยัจงึเป็นการบรหิารความเสีย่งภยัวธิหีนึง่ ซึง่จะโอน

ความเส่ียงภยัของผูเ้อาประกันภยัไปสูบ่รษิทัประกันภยั และ

เม่ือเกดิความเสยีหายขึน้ บริษทัประกนัภยัจะชดใช้ค่าสนิไหม

ทดแทนตามที่ได้รับความคุ้มครองในกรมธรรม์ประกันภัยให้

แก่ผู ้เอาประกันภัย โดยที่ผู ้เอาประกันภัยจะต้องเสียเบี้ย

ประกันภัยให้แก่บริษัทประกันภัยตามที่ได้ตกลงกันไว้ 

ซึง่รปูแบบการประกนัภยัมาตรฐาน แบ่งออกเป็นสองสายหลกั 

คือ การประกันชีวิตและการประกันวินาศภัย และใน

งานวิจัยนี้ ผู้วิจัยต้องการมุ่งเน้นไปท่ีการศึกษารูปแบบการ

ประกันของการประกันชีวิตประเภทต่าง ๆ ซ่ึงรวมไปถึง

ประกันสุขภาพด้วย

การประกันชีวิตมีหลายแบบ ซึ่งแต่ละแบบจะมี

ลักษณะการคุ้มครองและผลประโยชน์ต่างกันออกไป ซึ่งมี

พื้นฐานอยู่ด้วยกัน 4 แบบ คือ 

1) แบบตลอดชีพ เป็นการประกันชีวิตท่ีให้

ความคุ้มครองตลอดชีพ โดยบริษัทประกันภัยจะจ่ายเงินให้

ตามจ�ำนวนที่ระบุไว้ให้แก่ผู้รับประโยชน์ เม่ือผู้เอาประกัน

เสียชีวิต โดยไม่ค�ำนึงว่าจะเสียชีวิตลงเมื่อใด 

2) แบบสะสมทรพัย์ เป็นการประกนัแบบคุ้มครอง

และออมทรัพย์ โดยท่ีบริษัทประกันภัยจะจ่ายเงินให้ผู้รับ

ประโยชน์ หากผู้เอาประกันเสียชีวิตภายในระยะเวลาที่ได้

ก�ำหนดไว้ในสัญญา การท�ำประกนัประเภทนีจ้ะก�ำหนดระยะ

เวลาในการคุ้มครองไว้แน่นอน เช่น 10, 15 และ 20 ปี เป็นต้น

3) แบบชั่วระยะเวลา เป็นการประกันแบบที่

บริษัทประกันภัยจะจ่ายเงินให้กับผู ้รับประโยชน์เมื่อ

ผูเ้อาประกนัเสยีชวีติภายในระยะเวลาทีก่�ำหนด เป็นประกนั

ที่ให้คุ ้มครองการเส่ียงภัยอันเกิดจากการเสียชีวิตเพียง

อย่างเดยีว ไม่มกีารสะสมทรพัย์ใด ๆ  เบีย้ประกนัภัยจงึต�ำ่กว่า

แบบอื่น ดังนั้นเมื่อครบก�ำหนดสัญญาแล้วจะไม่มีมูลค่าใด ๆ 

คืนให้แก่ผู้เอาประกัน
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4) แบบได ้ เงินประจ�ำ  เป ็นการประกันที่

ผูเ้อาประกนัต้องการรายได้เมือ่ยามชรา โดยบรษิทัประกนัภยั 

จะจ่ายเงนิเป็นรายงวดให้แก่ผู้เอาประกนัเป็นประจ�ำนบัตัง้แต่

ครบก�ำหนดสญัญา เป็นประกนัทีเ่น้นการออมทรพัย์ไว้ใช้จ่าย

ยามเกษียณมากกว่าคุ้มครองชีวิต

ทัง้นีป้ระกนัอกีประเภทหนึง่ทีไ่ด้รบัความสนใจมาก

เช่นกัน คือ การประกันสุขภาพ ซึ่งจะแบ่งประเภทไปตาม

ระดบัความคุม้ครอง 5 ระดบั ดังนี ้ผูป่้วยใน (inpatient care) 

ผู้ป่วยนอก (outpatient care) โรคร้ายแรง อุบัติเหตุ และ

ชดเชยรายได้ ซึ่งบริษัทประกันภัยท่ีผู้วิจัยได้น�ำข้อมูลมา

ศึกษานั้น มีผลิตภัณฑ์หลายแบบเพื่อให้ผู ้ท�ำประกันได้

ตัดสินใจเลือกท�ำเพ่ือให้ตรงตามความต้องการท่ีสุด คือ 

ประกันชวีติแบบตลอดชีพ ประกันชีวติแบบสะสมทรพัย์ และ

ประกันสุขภาพ เนื่องจากความหลากหลายของประเภท

ประกัน ผู้วิจัยจึงต้องการใช้เทคนิคการวิเคราะห์ทางสถิติ

ต่าง ๆ มาศึกษาปัจจัยที่ส่งผลต่อการเลือกท�ำผลิตภัณฑ์

ประกนัภยัแต่ละประเภท รวมทัง้สร้างตวัแบบทีเ่หมาะสมใน

การพยากรณ์การเลือกท�ำประเภทประกันภัยของลูกค้า 

จากการศึกษางานวิจัยที่เก่ียวข้องกับปัจจัยที่ส่งผลต่อการ

เลือกท�ำประเภทประกันภัยนั้น พบว่างานวิจัยของ นพินดา 

[1] ซ่ึงได้ท�ำการศึกษาปัจจัยท่ีมีผลต่อการตัดสินใจซื้อ

ประกันภัยของผู้ที่อยู่ในวัยท�ำงานในเขตกรุงเทพฯ พบว่า

รายได้ต่อเดือนและอาชีพมีผลต่อการตัดสินใจซื้อประกันภัย 

แต่เพศ อายุ และวุฒิการศึกษานั้นไม่มีผลต่อการตัดสินใจซื้อ

ประกนัภยั ต่อมา อสุมาน และคณะ [2] ได้ท�ำการศกึษาปัจจยั

ทีผ่ลต่อการเลอืกท�ำประกนัชวีติกับบรษัิทกรงุไทย แอกซ่า ใน

เขตเทศบาลนครหาดใหญ่พบว่า วุฒิการศึกษาและอาชีพมี

ผลต่อการเลือกท�ำประกัน และพัสวี [3] ได้ศึกษาปัจจัยที่มี

อิทธิพลต่อการเลือกซื้อประกันชีวิตของข้าราชการครูพบว่า 

อายุและวุฒิการศึกษาท่ีแตกต่างกันน้ันมีผลต่อการเลือกซื้อ

ประกัน และยังได้เสนอให้ศึกษาปัจจัยสถานภาพครอบครัว

เพิ่มเติม ผู้วิจัยจึงเลือกปัจจัย เพศ อายุ รายได้ต่อเดือน 

วุฒิการศึกษา สถานภาพครอบครัว และอาชีพ มาท�ำการ

ศึกษาและสร้างตัวแบบท่ีเหมาะสมในการพยากรณ์การ

ตัดสินใจเลือกท�ำประกันภัยประเภทต่าง ๆ ของลูกค้า โดย

วัตถุประสงค์ในการวิจัย คือ ศึกษาปัจจัยที่มีผลต่อการ

ตดัสนิใจเลอืกท�ำประกนัภยัในผลติภณัฑ์แต่ละประเภท และ

เปรียบเทียบประสิทธิภาพเทคนิคการวิเคราะห์การจ�ำแนก

กลุ่ม 4 วิธี คือ เทคนิคการวิเคราะห์การถดถอยลอจิสติกพหุ 

(multinomial logistic regression) เทคนิคการวิเคราะห์

จ�ำแนกกลุ่ม (discriminant analysis) ต้นไม้ตัดสินใจ 

(decision tree) และโครงข่ายประสาทเทียม (artificial 

neural network)

วิธีด�ำเนินการวิจัย

ข้อมูลและตัวแปรที่ใช้ในการวิจัย

งานวิจัยน้ีใช้ข้อมูลทุติยภูมิซ่ึงเก็บรวบรวมโดย

บริษัทประกันภัยแห่งหน่ึงในช่วงปี พ.ศ. 2557-2562 และ

ผู้วิจัยได้สุ่มเลือกหน่วยตัวอย่าง จ�ำนวน 400 ราย โดยสุ่ม

เลือกหน่วยตวัอย่างทีซ่ือ้ประกนัภยัเพยีงประเภทเดยีวเท่านัน้ 

โดยตัวแปรที่อิสระใช้ในการศึกษามีจ�ำนวนทั้งสิ้น 6 ตัวแปร 

ได้แก่ เพศ อายุ รายได้ต่อเดือน วุฒิการศึกษา สถานภาพ

ครอบครัว และอาชีพ ซึ่งตัวแปรอิสระเพศ วุฒิการศึกษา 

สถานภาพครอบครัว และอาชีพเป็นข้อมูลเชิงคุณภาพ โดย

ตวัแปรเพศจะแบ่งออกเป็น 2 ประเภท คอื เพศชายและหญงิ 

ตัวแปรวุฒิการศึกษาแบ่งออกเป็น 8 ประเภท คือ ประถม

ศกึษา มธัยมศกึษาตอนต้น มธัยมศกึษาตอนปลาย ปวช. ปวส. 

ปวท. อนุปริญญา ปริญญาตรี และปริญญาโท หรือสูงกว่า 

ตัวแปรสถาพภาพครอบครัว แบ่งออกเป็น 3 ประเภท คือ 

สมรส โสด และหย่าร้าง ส่วนตวัแปรอสิระอายแุละรายได้ต่อ

เดือนนั้นเป็นข้อมูลเชิงปริมาณ ตัวแปรตาม คือ ประเภทของ

ประกนัภยั ซึง่แบ่งออกเป็น 3 กลุม่ คอื ประกนัชวีติแบบสะสม

ทรัพย์ ประกันชีวิตแบบตลอดชีวิต และประกันสุขภาพ 

การวิเคราะห์ข้อมูล

ในการวิเคราะห์ข้อมูลจะแบ่งเป็น 2 แบบ คือ 

การใช้ตัวแบบทางสถิติ ได้แก่ วิธีการวิเคราะห์การถดถอย

ลอจิสติกพหุและการวิเคราะห์จ�ำแนกกลุ่ม ซึ่งจะท�ำการ

วิเคราะห์ด้วยโปรแกรม SPSS และการใช้ตัวแบบที่ไม่ได้อยู่

บนข้อสมมติเชิงสถิติ ได้แก่ ต้นไม้ตัดสินใจและโครงข่าย

ประสาทเทียม ซึ่งจะท�ำการวิเคราะห์ด้วยโปรแกรม Weka
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1. การวิเคราะห์ด้วยตัวแบบทางสถิติ

1.1 การวิเคราะห์การถดถอยลอจิสติกพหุ 

วัตถุประสงค์ของการวิเคราะห์การถดถอยลอจิสติก 

คอื เพือ่ศกึษาความสมัพนัธ์ระหว่างตวัแปรตามกบัตวัแปรอสิระ 

รวมถึงระดับความสัมพันธ์ระหว่างตัวแปรอิสระและตัวแปร

ตาม และเพื่อพยากรณ์โอกาสที่จะเกิดเหตุการณ์ที่สนใจ โดย

ใช้ตัวแบบที่ได้สร้างขึ้นมาจากตัวแปรอิสระที่ส่งผลกับตัวแปร

ตามที่ได้ศึกษาไว้ก่อนหน้า [4]

1.1.1 ข้อสมมติเบื้องต้น มีดังนี้

1) ตัวแปรอิสระ (x) เป็นตัวแปรที่อยู ่ในระดับ

มาตราช่วง (interval scale) เป็นอย่างต�่ำ หากเป็นตัวแปรที่

เป็นข้อมูลเชิงกลุ่มให้แปลงเป็นตัวแปรหุ่น (dichotomous 

variable) ที่มีค่าเป็น 0 กับ 1 ส่วนตัวแปรตาม (y) ในกรณีการ

วิเคราะห์ พหุ จะก�ำหนดค่าตามจ�ำนวนกลุ่มของตัวแปรตาม

2) ความคลาดเคลื่อนสุ่ม (εij)  เป็นอิสระกัน โดย 

E (εij) =0

3) ตัวแปรอิสระเป็นอิสระกัน

4) ตัวแปรอิสระต้องไม่มีความสัมพันธ์กันหรือ

ไม่มีปัญหาความสัมพันธ์เชิงเส้นพหุ ซึ่งจะพิจารณาจากค่า

ความคลาดเคลือ่นยนิยอม (tolerance) และค่าองค์ประกอบ

การขยายความแปรปรวน (Variance Inflation Factor : 

VIF) โดยค่าความคลาดเคลือ่นยนิยอมต้องมค่ีาเข้าใกล้ 1 และ

ค่าองค์ประกอบการขยายความแปรปรวนต้องมค่ีาไม่เกนิ 10 

5) การวิเคราะห์ถดถอยลอจิสติกต้องใช้ขนาด

ตวัอย่าง (n) มากกว่าการวเิคราะห์การถดถอยแบบปกต ิโดย

จะใช้ขนาดตวัอย่างไม่น้อยกว่า 30p ซึง่ p คือ จ�ำนวนตวัแปร

อิสระ

1.1.2 การเลือกตัวแปรอิสระเข้าสมการถดถอย

ลอจิสติก โดยในงานวิจัยนี้เลือกใช้วิธี Enter 

1.1.3 ตวัแบบการวเิคราะห์การถดถอยลอจสิตกิพหุ 

[5, 6] ในกรณีตัวแปรตามมีค่ามากกว่า 2 ค่า เช่น มี k ค่าโดย 

k ˃ 2 จะได้สมการลอจิต จ�ำนวนเท่ากับ k-1 สมการ โดยที่

แต่ละสมการจะเปรียบเทียบกับลอจิตของกลุ่มที่เป็นฐาน 

(baseline category) เช่น ถ้าให้กลุ่มที่เป็นฐาน คือ k จะได้

สมการลอจิตของกลุ่มที่ i ดังนี้

เมื่อ P(กลุ่ม i)	 คือ ความน่าจะเป็นของการเกิดเหตุการณ์ที่สนใจ (y=i)

	 P(กลุ่ม k)	 คือ ความน่าจะเป็นของการเกิดเหตุการณ์ที่สนใจ (y=k หรือกลุ่มฐาน)

 	 x
j
	 คือ ตัวแปรอิสระ ตัวที่ j โดยที่" j = 1, 2,…, p" 

	 b
ij
	 คอื ตัวประมาณของค่าสมัประสทิธิข์องตวัแปรอสิระที ่j ในกลุ่มที ่i โดยที ่j = 1, 2,…, p  และ i = 1, 2,…, k

(1)log�
P(กลุม i)
P(กลุม k)

� =bi0+bi1x1+…+bipxp 

ส�ำหรบัค่าของตวัประมาณของค่าสมัประสทิธิข์อง

ตวัแปรอสิระแต่ละตวัในกลุม่ฐานหรอืกลุม่ที ่k นัน้ จะเท่ากบั 

0 เพื่อเป็นฐานในการเปรียบเทียบให้กับลอจิตของกลุ่มอื่น 

ตัวอย่างเช่น ถ้าตัวแปรตามมี 3 ค่า หรือเม่ือ k=3 กลุ่มที่

เป็นฐานคือ กลุ่มที่ 3 (y=3) โดยชุดที่ 1 แสดงค่าประมาณ

ของค่าสัมประสิทธิ์ของ y=1 เปรียบเทียบกับ y=3 และ

ชุดท่ี 2 จะแสดงค่าประมาณของค่าสัมประสิทธ์ิของ y=2 

เปรียบเทียบกับ y=3

1.2 การวิเคราะห์จ�ำแนกกลุ่ม 

เป็นเทคนิคทางสถิติที่ใช้ในการจ�ำแนกกลุ่มตั้งแต่ 

2 ประเภท ขึ้นไป โดยใช้ตัวแปรอิสระ (x) ตั้งแต่ 1 ตัวขึ้นไป 

ในการพยากรณ์ค่าของตัวแปรตามที่เป็นตัวแปรเชิงคุณภาพ

หรือเชิงกลุ่ม (y) จ�ำนวน 1 ตัว ซึ่งอาจเรียกได้ว่าเป็นตัวแปร

ทีแ่สดงกลุม่ ซึง่จะมไีด้หลายค่า แต่ละค่าจะแสดงกลุม่ทีส่งักดั 

และตัวแปรอิสระหรือตัวแปรที่ท�ำให้กลุ่มต่างกันจะเรียกว่า 

ตัวแปรจ�ำแนกกลุ่ม (discriminant variable) ซึ่งควรเป็น
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ตัวแปรเชิงปริมาณ ดังนั้นหากเกิดกรณีที่ตัวแปรอิสระเป็น

ตัวแปรเชิงกลุ ่มหรือเชิงคุณภาพจะต้องเปลี่ยนให้อยู่ใน

รูปตัวแปรหุ่น (dummy variable) ก่อน ซ่ึงในกรณีที่มี

ตวัแปรตามมากกว่า 2 กลุม่ หรอืแบ่งเป็น k กลุม่นัน้ จะสามารถ

สร้างสมการจ�ำแนกกลุ่มได้เท่ากับ min{p, k-1} ซ่ึงสมการ

จ�ำแนกกลุ่มกรณีตัวแปรตามมี k กลุ่ม จะได้ดังนี้

การประมาณค่าสัมประสิทธิ์ของสมการจ�ำแนก

กลุม่มเีป้าหมายเพือ่ท�ำให้ความแตกต่างระหว่างกลุม่มค่ีามาก

ที่สุด นั่นคือ ต้องท�ำให้ค่าไอเก้นมีค่าสูงสุด หรือท�ำให้ร้อยละ

ของการจัดกลุ่มผิดมีค่าน้อยที่สุด ซึ่งเรียกค่าไอเก้นว่า เกณฑ์

การจ�ำแนกกลุม่ (discriminant criterion) หรอืรากลกัษณะ

เฉพาะ (characteristic roots) หรอืรากแฝง (latent roots) 

เขียนเป็นสัญลักษณ์ได้ด้วย λ ซ่ึงค่า λ มีได้หลายค่า โดย

จ�ำนวนของค่า λ จะเท่ากับจ�ำนวนกลุ่ม (k) ลบด้วย 1 หรือ 

เท่ากบัจ�ำนวนตวัแปร (p) แล้วแต่จ�ำนวนใดน้อยกว่ากนั หรอื 

min{k-1, p}

วัตถุประสงค์ของการวิเคราะห์จ�ำแนกกลุ่มเพ่ือ

ศึกษาความแตกต่างของตัวแปรอิสระระหว่างกลุ่ม และ

ตรวจสอบว่ากลุ่มที่ได้แบ่งไว้นั้น มีความแตกต่างของตัวแปร

อิสระอย่างมีนัยส�ำคัญหรือไม่ รวมถึงยังใช้ในการพยากรณ์

หน่วยใหม่ว่าควรอยู่กลุ่มใด

1.2.1 ข้อสมมติเบื้องต้นของการวิเคราะห์จ�ำแนก

กลุ่ม [7] มีดังนี้ 

1) ตวัแปรอสิระต้องมกีารแจกแจงปกตหิลายตวัแปร

2) เมทริกซ์ค่าแปรปรวนร่วมของตัวแปรอิสระ

ทั้ง p ตัว ของทุกกลุ่มต้องมีค่าเท่ากัน

3) ตัวแปรอิสระและตัวแปรตาม (D) ต้องมี

ความสัมพันธ์เชิงเส้นกัน

4) ตัวแปรอิสระต้องไม่มีความสัมพันธ์เชิงเส้น

แบบพหุ (multicollinearity)

1.2.2 การคัดเลือกตัวแปรอิสระเข้าสมการจ�ำแนก

กลุ่ม โดยในงานวิจัยนี้เลือกใช้วิธีแบบขั้นตอน (stepwise 

method)

1.2.3 สถิติส�ำคัญของการวิเคราะห์จ�ำแนกกลุ่ม 

ได้แก่

1) ค่าไอเก้น (Eigen value) เป็นค่าที่แสดง

อตัราส่วนการผนัแปรระหว่างกลุม่ต่อการผนัแปรภายในกลุม่ 

ใช้วัดความส�ำคัญเชิงเปรียบเทียบของสมการว่า สมการที่ได้

มีอ�ำนาจการแบ่งแยกกลุ่มได้ดีแค่ไหน โดยถ้าค่าไอเก้นสูง 

แสดงว่าสมการจ�ำแนกกลุ่มดีหรือมีค่าจ�ำแนกสูง

2) ร้อยละสัมพัทธ์ (relative pecentage) หรือ

ร้อยละสะสม (cumulative percentage) เป็นค่าที่ใช้แสดง

ความสมัพนัธ์ระหว่างค่าไอเก้นกบัสมการทีไ่ด้ว่า มอี�ำนาจใน

แบ่งแยกคิดเป็นร้อยละเท่าใดของอ�ำนาจในการจ�ำแนกรวม

3) ค่าวลิกส์แลมบ์ดา (Wilks’ Lambda) คือ ค่าสถติิ 

ที่ใช้ทดสอบความเท่ากันของค่าเฉล่ียของตัวแปรอิสระ

แต่ละกลุม่และยงัเป็นมาตราวดัอ�ำนาจในการจ�ำแนกกลุม่ของ

ตัวแปรด้วย ซึ่งถ้าค่าวิลกส์แลมบ์ดามีค่ามาก ตัวแปรจะ

อธิบายการเป็นสมาชิกของกลุ ่มได้น้อย แต่ถ้าหากค่า

วิลกส์แลมบ์ดามีค่าน้อย ตัวแปรอิสระจะอธิบายการเป็น

สมาชิกของกลุ่มได้มาก

เมื่อ i = 1, 2,…, k-1            	

โดย    	แทน discriminant score กลุ่มที่ i โดยที่ i = 1, 2,…, k-1 

	 x
j
	 แทน ตัวแปรอิสระ ตัวที่ j โดยที่ j = 1, 2,…, p 

	 b
ij
	 แทน ตัวประมาณสัมประสิทธิ์ของสมการจ�ำแนกกลุ่ม โดยที่ i = 1, 2,…, k-1 และ j = 1, 2,…, p 

	 k	 แทน จ�ำนวนกลุ่มของตัวแปรตาม

(2)D�i = bi1x1+bi2x2+…+bipxp       

D�i = bi1x1+bi2x2+…+bipxp       
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2. การวิเคราะห์ด้วยตัวแบบที่ได้อยู่บนข้อสมมติเชิงสถิติ

2.1 การวิเคราะห์ต้นไม้ตัดสินใจ 

การจ�ำแนกข้อมูลด้วยเทคนิคต้นไม้ตัดสินใจ [8] 

เป็นกระบวนการสร้างต้นไม้เพือ่ใช้ในการตดัสินใจจากข้อมลู

ทีมี่หมวดหมูข้่อมูลแนบอยูด้่วย ซึง่เรยีกการจ�ำแนกข้อมลูด้วย

ข้อมูลลักษณะนี้ว่า การเรียนรู้แบบมีผู้สอน (supervised 

learning) ซึง่จะสามารถสร้างแบบจ�ำลองการจดัหมวดหมูไ่ด้

จากกลุ่มตัวอย่างของข้อมูลที่ได้ก�ำหนดให้เป็นข้อมูลฝึกฝน 

(training data) ได้โดยอัตโนมัติแล้วยังสามารถน�ำมา

พยากรณ์กลุ่มของรายการใหม่ที่ยังไม่เคยน�ำมาใช้ในการจัด

หมวดหมู่ได้อีกด้วย 

2.1.1 โครงสร้างของต้นไม้ตัดสินใจ

1) โหนดราก (root node) คอื โหนดแรกของต้นไม้

ตัดสินใจ

2) โหนดภายใน (internal node) คอื คณุลกัษณะ

ต่าง ๆ ของข้อมูล ซึ่งเมื่อข้อมูลมาถึงโหนดจะใช้คุณลักษณะ

เหล่านี้ ในการตัดสินใจว่าข้อมูลจะไปในทิศทางใดต่อไป 

เรยีกได้อีกอย่างว่าโหนดลกู ซึง่โหนดภายในจะมจีดุเริม่ต้นคอื 

โหนดราก

3) กิง่ (branch) คอื ค่าคณุลกัษณะของแต่ละโหนด

ทีม่กีารแตกกิง่ออกไป โดยจะแตกจ�ำนวนกิง่ไปเท่ากับจ�ำนวน

ค่าของคุณลักษณะในโหนดภายในนั้น 

4) โหนดใบ (leaf node) คือ กลุ่มของผลลัพธ์ใน

การจ�ำแนกประเภทข้อมูล

2.1.2 ขั้นตอนวิธีการสร้างต้นไม้ตัดสินใจ เริ่มต้น

การสร้างด้วยการสร้างจากโหนดราก ใช้โหนดรากเป็นโหนด

ปัจจุบันที่มีข้อมูลเรียนรู้ทั้งหมด หลังจากนั้นท�ำตามขั้นตอน

ดังต่อไปนี้

1) ตรวจสอบเงื่อนไขการหยุดการสร้างโหนดลูก 

โดยถ้าเป็นจรงิจะหยดุการสร้างโหนดลกูทีโ่หนดปัจจบุนั และ

จะก�ำหนดให้ที่โหนดปัจจุบันเป็นโหนดใบท่ีมีผลของการ

จ�ำแนกประเภทของข้อมลู ซึง่ในโหนดนัน้จะเป็นประเภทของ

ข้อมูลที่มีสัดส่วนมากที่สุดในข้อมูลชุดนั้น แต่ถ้าเงื่อนไขการ

หยุดการสร้างโหนดลูกไม่เป็นจริง ให้ท�ำขั้นตอนต่อไป

2) สร้างเงื่อนไขการตัดสินใจที่เป็นไปได้ทั้งหมด

ของโหนดปัจจุบัน

3) ในแต่ละเงื่อนไขตัดสินใจ ค�ำนวณค่ามาตราวัด

ที่ไว้ใช้ส�ำหรับเลือกเงื่อนไข โดยเลือกเงื่อนไขที่ให้ค่ามาตรา

วัดที่ดีที่สุด

4) แยกชุดข้อมูลเรียนรู้ของโหนดปัจจุบันออกเป็น

ส่วน ๆ ตามเงื่อนไขที่ได้เลือกไว้ในขั้นที่ 3 แล้วท�ำการสร้าง

โหนดลูกส�ำหรับชุดข้อมูลแต่ละส่วน หลังจากนั้นกลับไปท�ำ

ขัน้ตอน 1 โดยจะก�ำหนดให้แต่ละโหนดลูกเป็นโหนดปัจจบุนั 

2.1.3 เงื่อนไขการหยุดการสร้างโหนดลูก คือ 

จะหยุดการสร้างโหนดเมื่อเกิดกรณีดังนี้ 

1) เม่ือโหนดปัจจุบันประกอบไปด้วยข้อมูลที่มี

ประเภทเดียวกันเป็นส่วนใหญ่

2) เมือ่จ�ำนวนข้อมลูในโหนดปัจจบุนัน้อยกว่าค่าที่

ก�ำหนด การทีม่ข้ีอมลูน้อยเกนิไปทีโ่หนดปัจจบุนัจะท�ำให้การ

ตัดสินประเภทของข้อมูลที่โหนดใบที่จะสร้างข้ึนต่อจากนี้ 

ขึน้อยูก่บัข้อมลูเพยีงไม่กีจ่�ำนวน ซึง่อาจกล่าวได้ว่า เป็นข้อมลู

รบกวน (noise data)

3) เมื่อข้อมูลทั้งหมดในโหนดปัจจุบันมีค่าตัวแปร

ทีเ่หลือส�ำหรบัการตดัสินใจเหมอืนกนัทัง้หมด ซ่ึงสุดท้ายแล้ว

ข้อมลูเหล่านีไ้ม่มทีางทีจ่ะสามารถแบ่งไปยงัคนละโหนดได้อกี 

ดังนั้นจึงไม่จ�ำเป็นต้องสร้างโหนดลูกอีกแล้ว

4) อัลกอริทึมที่ใช ้ในการสร้างตัวแบบต้นไม้

ตัดสินใจนั้นจะใช้อัลกอริทึม C4.5(J48) ซึ่งเป็นอัลกอริทึมใน

กลุ่มของการจ�ำแนกที่พัฒนามาจาก ID3 ที่เป็นอัลกอริทึม

พื้นฐานที่ใช้ในการสร้างต้นไม้ตัดสินใจ โดยใช้หลักการของ

ทฤษฎีสารสนเทศ (information theory) โดยจะเลือก

เงื่อนไขในการตัดสินใจที่ท�ำให้ค่าเกรนเอนโทรปี (Entropy 

Gain) มค่ีามากทีส่ดุแต่ใน C4.5 นัน้ จะใช้ค่า อตัราส่วนเกรน 

(Gain Ratio) มาใช้เปรียบเทียบแทน [9] ดังนี้
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Gain Ratio  = Entropy gain/SpiltInfo	                                         

ค่าสารสนเทศการแบ่งกลุ่ม (SplitInfo) จะท�ำ

หน้าท่ีเป็นปัจจัยในการท�ำให้เป็นปรกติ (normalization 

factor) ซึ่งจะมีค่ามากขึ้นตามจ�ำนวนโหนดลูก ดังนั้น

ค่าอัตราส่วนจีนี (Gini Ratio) ของเงื่อนไขท่ีมีจ�ำนวน

โหนดลูกมาก จะถูกปรับให้มีค่าลดลงด้วยค่าสารสนเทศการ

แบ่งกลุ่ม [9] และในอัลกอริทึม C4.5 ยังสามารถหลีกเลี่ยง

การสร้างโครงสร้างต้นไม้ที่ใหญ่เกินไปเนื่องจากมีข้อมูล

จ�ำนวนมาก มีการตัดทอนความผิดพลาดออกไปจึงท�ำให้

ความผิดพลาดลดลง และยังสามารถใช ้กับข้อมูลที่มี

ความต่อเนื่อง (continuous attributes) ได้อีกด้วย

2.2 วิธีโครงข่ายประสาทเทียม 

โครงข่ายที่ใช้ในการจ�ำแนกประเภทของข้อมูลจะ

เป็นแบบโครงข่ายป้อนไปหน้า (feed forward network) 

[9] ที่มีกระบวนการฝึกฝนแบบมีผู ้สอน (supervise) 

ซึ่งประกอบด้วยขั้นของเซลล์ประสาท (neurons) หลายชั้น 

เซลล์ประสาทชั้นหนึ่งจะรับค่าของข้อมูลจากเซลล์ประสาท

ที่อยู่ในชั้นก่อนหน้า แล้วท�ำการค�ำนวณด้วยฟังก์ชันแบบไม่

เชิงเส้น และให้ผลลัพธ์ที่จะส่งออกไปยังเซลล์ประสาทถัดไป 

โครงข่ายใยประสาทจะต้องมอีย่างน้อย 2 ชัน้ คอืช้ันรบัข้อมลู 

ซึ่งประกอบด้วยเซลล์ประสาท ท�ำหน้าที่รับข้อมูลและส่งต่อ

ไปยังเซลล์ประสาทช้ันถัดไป และชั้นส่งผลลัพธ์ ซ่ึงจะ

ประกอบด้วยเซลล์ประสาทท่ีรับผลลัพธ์จากเซลล์ประสาท

ชั้นก่อนหน้า แล้วท�ำการค�ำนวณแล้วส่งผลลัพธ์ออกไปเพื่อ

เป็นผลลัพธ์ (output) สุดท้ายของการค�ำนวณทั้งหมดของ

เครือข่าย ส�ำหรับช้ันของเครือข่ายที่อยู่ตรงกลางของทั้งสอง 

(3)

 

 

 

 

โดยท่ี 

  Entropy Gain = Entropy(โหนดแมหรือโหนดปจจุบัน) -∑ ni

N
Entropy(Ni)

m
i=1  

  SplitInfo = -∑ p(j)log(p(j))m
j   

ซึ่ง       P(j)     คือ สัดสวนของขอมูลประเภท j 

          Ni      คือ โหนดลูก i ของโหนดปจจุบัน 

          m  คือ จํานวนโหนดลูก 

          ni  คือ ขนาดของชุดขอมูลท่ีแบงไปยังโหนดลูกท่ี i  

          N         คือ ขนาดของชุดขอมูลของโหนดปจจุบัน ซึ่งเทากับ ∑ ni
m
i=1  

                                       

 

 

 

 

 

 

 

 

 

 

 
 

ชัน้นัน้จะเรียกว่า ชัน้ปกปิด (hidden layer) ซ่ึงอาจมีหรือไม่มี

ก็ได้และจะมีกี่ชั้นก็ได้ จะเป็นชั้นที่ใช้เพิ่มประสิทธิภาพในการ

จ�ำแนกประเภทข้อมูล การเชื่อมโยงเซลล์ประสาทระหว่าง

ชั้นนั้น จะมีลักษณะที่เป็นการเชื่อมโยงแบบสมบูรณ์ (fully 

connected) นั่นคือ เซลล์ประสาทแต่ละตัวจะส่งผลลัพธ์

จากการค�ำนวณของตัวเองไปยังเซลล์ประสาททุกตัวที่อยู่ใน

ชั้นถัดไป ซึ่งเส้นเชื่อมโยงต่าง ๆ ระหว่างเซลล์ประสาทนั้นจะ

ประกอบด้วยค่าน�้ำหนักคูณกับค่าของผลลัพธ์ที่ถูกส่งผ่านมา

จากเส้นเชื่อมโยงของมัน แล้วค่าผลคูณนี้จะถูกส่งเข้าสู่เซลล์

ประสาทในชัน้ถดัไป และโครงข่ายประสาทเทยีมแบบป้อนไป

หน้าจะมกีารใช้อัลกอริทมึแบบแพร่กลบั (back-propagation) 

เพ่ือใช้ในการปรับปรุงน�ำ้หนกัคะแนนของเครือข่าย (network 

weight) โดยหลังจากใส่รูปแบบข้อมูลส�ำหรับฝึกให้แก่

โครงข่ายในแต่ละครั้งแล้ว ค่าที่ได้รับ (output) จากโครงข่าย

จะถูกน�ำไปเปรียบเทียบกับผลที่คาดหวังแล้วค�ำนวณหา 

ความผดิพลาดแล้วค่าความผดิพลาดนีจ้ะถูกส่งกลบัเข้าสู่โครง

ข่ายเพื่อใช้แก้ไขค่าน�้ำหนักคะแนนของเครือข่าย

การประเมินตัวแบบการจ�ำแนกประเภทข้อมูล

ใช้ค่าความแม่น (accuracy) เป็นเครื่องมือหรือ

ตัววัดในการประเมินประสิทธิภาพของแต่ละตัวแบบซึ่ง

ค�ำนวณได้จากเมทริกซ์ความสับสน (confusion matrix) ที่

เป็นตารางท่ีแสดงจ�ำนวนของข้อมูลในแต่ละประเภทท่ีถูก

จ�ำแนกด้วยตัวแบบ ส�ำหรับการจ�ำแนกข้อมูล 3 ประเภท 

แสดงดังตารางที่ 1 ดังนี้
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ตารางที่ 1 เมทริกซ์ความสับสน (confusion matrix) 

Actual Values

Predicted Values

A B C

A TA FBA FCA

B FAB TB FCB

C FAC FBC TC

TA เป็นจ�ำนวนข้อมูลที่เป็นประเภท A และถูกจ�ำแนกประเภทว่าเป็น A

TB เป็นจ�ำนวนข้อมูลที่เป็นประเภท B และถูกจ�ำแนกประเภทว่าเป็น B

TC เป็นจ�ำนวนข้อมูลที่เป็นประเภท C และถูกจ�ำแนกประเภทว่าเป็น C

FBA เป็นจ�ำนวนข้อมูลที่เป็นประเภท B แต่ถูกจ�ำแนกว่าเป็น A

FCA เป็นจ�ำนวนข้อมูลที่เป็นประเภท C แต่ถูกจ�ำแนกว่าเป็น A

FAB เป็นจ�ำนวนข้อมูลที่เป็นประเภท A แต่ถูกจ�ำแนกว่าเป็น B	

FCB เป็นจ�ำนวนข้อมูลที่เป็นประเภท C แต่ถูกจ�ำแนกว่าเป็น B

FAC เป็นจ�ำนวนข้อมูลที่เป็นประเภท A แต่ถูกจ�ำแนกว่าเป็น C

FBC เป็นจ�ำนวนข้อมูลที่เป็นประเภท B แต่ถูกจ�ำแนกว่าเป็น C

และค่าความแม่นจะพิจารณาจากสัดส่วนระหว่างจ�ำนวนข้อมูลท้ังหมดที่จ�ำแนกประเภทถูกต้องกับจ�ำนวนข้อมูล

ทั้งหมดที่ถูกจ�ำแนกประเภท ดังนี้

โดย T=TA+TB+TC 

ผลการวิจัย

1. การวิเคราะห์การถดถอยลอจิสติกพหุ 

1.1 ตรวจสอบข้อสมมติเบื้องต้นของการวิเคราะห์

การถดถอยลอจิสติกพหุ 

1) ค่าเฉลีย่ของความคลาดเคลือ่นสุม่เป็นศนูย์ โดย

จากสถติทิดสอบ Z พบว่า ค่าพ ี(p-value) มค่ีามากกว่า 0.05 

จงึยอมรบัสมมตฐิานหลกั นัน่คอื ค่าเฉลีย่ของความคลาดเคลือ่น 

สุ่มมีค่าเท่ากับศูนย์ที่ระดับนัยส�ำคัญ 0.05 

2) ตัวแปรอิสระต ้องไม ่มีความสัมพันธ ์กัน 

ซึ่งจะพิจารณาจากค่าความคลาดเคล่ือนยินยอมและค่า

องค์ประกอบการขยายความแปรปรวนซึ่งผลการวิเคราะห์ 

แสดงดังตารางที่ 2

 (4)	
Accuracy =       

T

T + FBA + FCA + FAB + FCB + FAC + FBC
×100%                    



ว. วิทย. เทคโน. หัวเฉียวเฉลิมพระเกียรติ 89ปีที่ 6 ฉบับที่ 2 กรกฎาคม - ธันวาคม 2563

ตารางที่ 2 ค่าความคลาดเคลื่อนยินยอมและค่าองค์ประกอบการขยายความแปรปรวนของตัวแปรอิสระ

ตัวแปรอิสระ ค่าความคลาดเคลื่อนยินยอม ค่าองค์ประกอบการขยายความแปรปรวน

x
1 
(gender) 0.970 1.030

x
2 
(age) 0.840 1.191

x
3 
(monthly income) 0.863 1.159

x
4
 (education) 0.821 1.218

x
5
 (marital) 0.887 1.127

x
6
 (occupation) 0.914 1.094

ความสัมพนัธ์ระหว่างชดุตวัแปรอสิระกบัตวัแปรตาม ผลการ

วิเคราะห์พบว่า ถ้าสมการถดถอยลอจิสติกประกอบด้วย

ค่าคงที่เพียงอย่างเดียวนั้นจะให้ค่า -2LL เท่ากับ 820.356 

และถ้าสมการถดถอยลอจิสติกประกอบด้วยค่าคงที่และ

ชดุตวัแปรอสิระจะให้ค่า -2LL เท่ากบั 567.558 ดงันัน้สมการ

ถดถอยลอจิสติกที่มีชุดตัวแปรอิสระรวมอยู ่ด ้วยจะมี

ความเหมาะสมมากกว่า นัน่คือ การมตีวัแปรอสิระอย่างน้อย 

1 ตวั มคีวามสมัพนัธ์กับตวัแปรตาม อย่างมนียัส�ำคญัทางสถติิ

ที่ระดับนัยส�ำคัญ 0.05 (p-value = 0.000 <0.05)

2) การทดสอบความสัมพันธ์ระหว่างตัวแปรอิสระ

แต่ละตัวกับตัวแปรตามของสมการถดถอยลอจิสติกพหุ 

พบว่า ตัวแปรอายุ (x
2
), รายได้ต่อเดือน (x

3
), วุฒิการศึกษา 

(x4), สถานภาพครอบครัว (x
5
) และอาชีพ (x

6
) มีค่าพี 

(p-value) น้อยกว่า 0.05 จึงปฏิเสธสมมติฐานหลัก นั่นคือ 

ตวัแปรอสิระ 5 ตวั นีม้คีวามสมัพันธ์กบัการท�ำนายการตดัสนิ

ใจในการเลอืกท�ำประเภทประกนัของลกูค้าทีร่ะดบันยัส�ำคญั 

0.05  

พบว่าค่าความคลาดเคลือ่นยนิยอมของตวัแปรเพศ 

(x
1
), อายุ (x

2
), รายได้ต่อเดือน (x

3
), วุฒิการศึกษา (x

4
), 

สถานภาพครอบครัว (x
5
) และอาชีพ (x

6
) มีค่าเข้าใกล้ 1 

นอกจากนี้ค ่า VIF ของตัวแปรเพศ (x
1
), อายุ (x

2
), 

รายได้ต่อเดอืน (x
3
), วฒุกิารศกึษา (x

4
), สถานภาพครอบครวั 

(x
5
) และอาชพี (x

6
) ไม่ได้มค่ีาเข้าใกล้ 10 จงึสรปุได้ว่า ตวัแปร

อิสระทั้ง 6 ตัว ไม่มีความสัมพันธ์กัน

3) การวิเคราะห์การถดถอยลอจิสติกจะต้องใช้

ขนาดตวัอย่าง (n) มากกว่าการวเิคราะห์การถดถอยแบบปกติ 

โดยจะใช้ขนาดตัวอย่าง (n) ไม่น้อยกว่า 30p โดยที่ p คือ 

จ�ำนวนตวัแปรอสิระ ในงานวจิยันีม้จี�ำนวนตวัแปรอสิระ 6 ตวั 

และ n เท่ากับ 400 ดังนั้น 400 ไม่น้อยกว่า 30(6) จึงเป็น

ไปตามข้อตกลงเบื้องต้น

1.2 การเลือกตัวแปรอิสระ

1) การเลือกตัวแปรอิสระเข้าสู ่สมการถดถอย

ลอจิสติกพหุจะใช้วิธีทางตรง (enter) และท�ำการทดสอบ
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ตารางที่ 3 ค่าประมาณสัมประสิทธิ์การถดถอยของสมการลอจิสติกพหุ

Variable β Wald p-value

whole life insurance (y
1
) 

x
2
 (age) 0.090 20.782 0.000*

endowment insurance (y
2
)

constant -18.587 135.644 0.000*

 x
2
 (age) 0.089 12.606 0.000*

 x
3
 (monthly income) 0.000 6.628 0.010*

 x
4
 (education) (reference: master degree or higher)

 elementary school -3.760 10.753 0.001*

 junior high school -3.398 15.395 0.000*

 senior high school -1.669 5.954 0.015*

 vocational school -2.282 5.353 0.021*

 bachelor degree -1.021 0.000 0.999

 x
5
 (marital) (reference: divorced)

 married 14.618 1175.894 0.000*

reference group: health insurace

*p-value < 0.05

และจากผลการวเิคราะห์ในตารางที ่3 จะได้ว่าสมการถดถอยลอจสิตกิพหขุองการท�ำนายการตดัสินใจในการเลือก

ท�ำประเภทประกันของลูกค้าโดยมีประเภทประกันสุขภาพเป็นกลุ่มอ้างอิงของตัวแปรตาม คือ

	

โดยที่ y=1 คือ กลุ่มของประกันชีวิตแบบตลอดชีพ y=2 คือ กลุ่มของประกันชีวิตแบบสะสมทรัพย์และ y=3 คือ 

กลุ่มของประกันสุขภาพ

(5)

(6)

log �P(y=1)
P(y=3)� =0.090x2                                                                        (5)                             

 log �P(y=2)
P(y=3)� = -18.587+0.089x2-3.760(x4= ประถมศึกษา)-3.398(x4=มัธยมศึกษาตอนตน)-1.669(x4=มัธยมศึกษาตอนปลาย)  

               -2.282(x4=ปวช.)+14.618(x5=สมรส) 
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1.3 จากการทดสอบประสิทธิภาพความถูกต้องใน

การจ�ำแนกประเภทข้อมูลของสมการลอจิสติกพหุพบว่า

ตัวแบบให้ค่าความแม่น ร้อยละ 70.00 

2. การวิเคราะห์จ�ำแนกกลุ่ม	

2.1 ตรวจสอบข้อสมมติเบื้องต้นของการวิเคราะห์

จ�ำแนกกลุ่ม

1) ตัวแปรอิสระต้องมีการแจกแจงปกติหลาย

ตัวแปร พิจารณาจากข้อมูลสุดโต่งแบบหลายตัวแปร 

(multivariate outliers) โดยการวิเคราะห์จากค่าระยะทาง

มาฮาลาโนบิส (Mahalanobis distances) พบว่า ค่าระยะ

ทางมาฮาลาโนบิสที่มากที่สุดเท่ากับ 12.228 มีค่าน้อยกว่า

ค่าสถิติทดสอบไควแควร์ที่องศาเสรี เท่ากับ 6 คือ 12.592 

แสดงว่า มคีวามน่าจะเป็นสงูทีต่วัแปรอสิระจะมกีารแจกแจง

ปรกติหลายตัวแปรที่ระดับนัยส�ำคัญ เท่ากับ 0.05

2) เมทริกซ์ความแปรปรวนร่วมของตัวแปรอิสระ

ทุกกลุ่มต้องเท่ากัน ตรวจสอบจากค่า Box’s M พบว่า ค่าพี 

(p-value) เท่ากับ 0.000 ซึ่งมีค่าน้อยกว่า 0.05 ดังนั้น

ความแปรปรวนร่วมของประชากรแต่ละกลุม่ไม่เท่ากนัทีร่ะดบั

นัยส�ำคัญ 0.05 จึงไม่เป็นไปตามข้อสมมติเบื้องต้น ดังนั้นใน

โปรแกรม SPSS จะใช้ค�ำสั่ง separated groups แทนเพื่อ

ให้มกีารแยกวเิคราะห์ความแปรปรวนร่วมของแต่ละกลุม่ [5]

3) ตัวแปรอิสระและตัวแปรตามต้องมีความสัมพันธ์

กันแบบเชิงเส้น โดยจะพิจารณาจากสัมประสิทธิ์สหสัมพันธ์

พอยท์ไบซีเรียล (Point Biserial Correlation Coefficient) 

ซึ่งจากค่าพี (p-value) พบว่า ตัวแปรวุฒิการศึกษา (x
4
) ไม่มี

ความสัมพันธ์เชิงเส้นกับตัวแปรประเภทประกัน ที่ระดับ

นยัส�ำคญั 0.05 ดังนัน้ในการวเิคราะห์จึงตดัตวัแปรวฒุกิารศกึษา 

(x
4
) ออกจากการวิเคราะห ์

4) ตัวแปรอิสระต้องไม่มีความสัมพันธ์เชิงเส้น

แบบพหุ โดยพิจารณาจากค่าความคลาดเคลื่อนยินยอมและ

ค่าองค์ประกอบการขยายความแปรปรวนซึ่งจากผลการ

วเิคราะห์ในตารางที ่4 พบว่า จากค่าความคลาดเคลือ่นยนิยอม

ของตัวแปรอิสระทั้งหมดพบว่า มีค่าเข้าใกล้ 1 นอกจากนี้

ค่าองค์ประกอบการขยายความแปรปรวนของตัวแปรไม่ได้มี

ค่าเข้าใกล้ 10 จึง สรุปได้ว่า ตัวแปรอิสระทั้ง 5 ตัว ไม่มี

ความสัมพันธ์เชิงเส้นแบบพหุ

2.2 การสร้างสมการจ�ำแนกกลุ่ม 

1) น�ำข้อมูลทั้งหมดมาใช้สร้างสมการจ�ำแนกกลุ่ม 

และท�ำการทดสอบความเท่ากันของค่าเฉลีย่ของตวัแปรอสิระ

แต่ละกลุ่ม คือ กลุ่มประกันชีวิตแบบตลอดชีพ กลุ่มประกัน

ชวีติแบบสะสมทรพัย์ และกลุม่ประกนัสขุภาพ โดยพจิารณา

จากสถิติทดสอบวิลก์สแลมบ์ดา (Wilks’ Lambda) พบว่า

สถิติการทดสอบค่าเฉลี่ยของตัวแปรอิสระต่าง ๆ ที่แบ่งกลุ่ม

ตัวแปรตาม โดยใช้สถิติทดสอบวิลกส์แลมบ์ดาพบว่า มีค่า

เฉลีย่ของตวัแปรเพศ อาย ุอาชพี สถานภาพครอบครวั รายได้ 

ต่อเดือน ใน 3 กลุ่มแตกต่างกันที่ระดับนัยส�ำคัญ 0.05 

(p-value < 0.05 แสดงว่า มนียัส�ำคญัทางสถติทิีร่ะดบั 0.05)

2) การน�ำเสนอค่าไอเก้นและความสามารถในการ

อธิบายความผันแปรของข้อมูล 

ตารางที่ 4 ค่าไอเก้นและความสามารถในการอธิบายความผันแปรของข้อมูลของการตรวจสอบสมการจ�ำแนกกลุ่ม

Function Eigenvalue % of Variance Canonical Correlation

1 0.388 88.9 0.529

2 0.048 11.1 0.215

	 จากผลการวิเคราะห์ในตารางที่ 4 พบว่า เนื่องจากมี 

3 กลุม่ จงึมฟัีงก์ชนัแบ่งกลุม่ 2 ฟังก์ชนั คอื Function 1 และ 

Function 2 ซึ่งมีค่าไอเก้นเท่ากับ 0.388 และ 0.048 

ตามล�ำดับ และมีค่าร้อยละของความแปรปรวน (% of 

Variance) เท่ากับ 88.9 และ 11.1 ตามล�ำดับ จึงควรใช้

สมการที่ 1 (Function 1) ในการท�ำนายกลุ ่มให้กับ

หน่วยต่าง ๆ  เพราะสมการที่ 1 สามารถอธิบายความผันแปร

ของข้อมูลได้ร้อยละ 88.9 ในขณะที่สมการที่ 2 (Function 

2) สามารถอธิบายได้เพียง ร้อยละ 11.1 เท่านั้น
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3) การทดสอบความมีนัยส�ำคัญของสมการ

จ�ำแนกกลุ ่ม จากผลการวิ เคราะห ์ด ้วยสถิ ติทดสอบ

วิลกส์แลมบ์ดาจะใช้ในการทดสอบสมมติฐานเกี่ยวกับ

ค่ากลางทัง้ 3 กลุม่ ว่าเท่ากันหรอืไม่ โดยจากค่าวิลกส์แลมบ์ดา 

ของ 1 through 2 ซึ่งหมายถึงค่าวิลกส์แลมบ์ดาของสมการ 

1 และ 2 ซึง่ใช้ทดสอบสมมตฐิานหลกัทีว่่าค่ากลาง (centroid) 

ของทัง้ 2 สมการ มค่ีาเท่ากันทัง้ 3 กลุม่ พบว่าค่าพ ี(p-value) 

= 0.000 ซึ่งมีค่าน้อยกว่าระดับนัยส�ำคัญ 0.05 ดังน้ันจึง

ปฏิเสธสมมติฐานท่ีว่าค่ากลางของทั้ง 2 สมการ เท่ากันทั้ง 

3 กลุ่ม และจากในค่าวิลกส์แลมบ์ดาของสมการที่ 2 ที่มีค่าพี 

(p-value) = 0.000 จึงปฏิเสธสมมติฐานที่ว่าค่ากลางของ

สมการที่ 2 เท่ากันทั้ง 3 กลุ่ม แสดงว่าสมการจ�ำแนกกลุ่มที่

ได้สามารถจ�ำแนกออกเป็น 3 กลุ่ม ได้อย่างมีนัยส�ำคัญทาง

สถิติที่ระดับนัยส�ำคัญ 0.05

4) ค่าประมาณสัมประสิทธิข์องสมการจ�ำแนกกลุ่ม

โดยแยกเป็นกลุ่มตามวิธีของ Fisher’s 

ตารางที่ 5 ค่าสัมประสิทธิ์ของสมการจ�ำแนกกลุ่ม

Insurance Types

Whole Life 

Insurance

Endowment 

Insurance

Health 

Insurance

constant -26.302 -27.890 -23.912

x
1 
(gender) 6.067 5.192 5.490

x
2 
(age) 0.700 0.668 0.614

x
5 
(marital) 6.862 9.671 8.351

จากผลการวเิคราะห์ในตารางที ่5 จะได้จ�ำนวนสมการจ�ำแนกกลุม่เท่ากบัจ�ำนวนกลุม่ นัน่คอื 3 สมการ และสามารถ

เขียนสมการจ�ำแนกกลุ่มได้ดังนี้

สมการจ�ำแนกกลุ่มของประกันชีวิตแบบตลอดชีพ คือ

	

สมการจ�ำแนกกลุ่มของประกันชีวิตแบบสะสมทรัพย์ คือ

	

สมการจ�ำแนกกลุ่มของประกันสุขภาพ คือ	

	

D�1= -26.302+6.067x1+0.700x2+6.862x5 

 

D�2= -27.890+5.192x1+0.668x2+9.671x5 

 

D�3= -23.912+5.490x1+0.614x2+8.351x5  

D�1= -26.302+6.067x1+0.700x2+6.862x5 

 

D�2= -27.890+5.192x1+0.668x2+9.671x5 

 

D�3= -23.912+5.490x1+0.614x2+8.351x5  

D�1= -26.302+6.067x1+0.700x2+6.862x5 

 

D�2= -27.890+5.192x1+0.668x2+9.671x5 

 

D�3= -23.912+5.490x1+0.614x2+8.351x5  

(7)

(8)

(9)

2.3 จากการทดสอบประสิทธิภาพความถูกต้องใน

การจ�ำแนกประเภทข้อมูลของสมการจ�ำแนกกลุ่มพบว่า

ตัวแบบให้ค่าความแม่น ร้อยละ 61.80 

3. วิธีการวิเคราะห์ต้นไม้ตัดสินใจ

น�ำข้อมูลทั้งหมดมาใช้สร้างตัวแบบต้นไม้ตัดสินใจ

ด้วยอัลกอริทึม C4.5 (J48) ในโปรแกรม Weka ผลจากการ



ว. วิทย. เทคโน. หัวเฉียวเฉลิมพระเกียรติ 93ปีที่ 6 ฉบับที่ 2 กรกฎาคม - ธันวาคม 2563

ทดสอบประสทิธภิาพความถกูต้องในการจ�ำแนกประเภทข้อมลู

ของตัวแบบพบว่าตัวแบบต้นไม้ตัดสินใจให้ค่าความแม่น 

ร้อยละ 76.50

4. วิธีโครงข่ายประสาทเทียม

จากการน�ำข้อมูลทั้งหมดที่มาสร้างตัวแบบใน

โปรแกรม Weka โดยใช้อัลกอริทึมแบบเพอร์เซปตรอน

หลายชั้น (multilayer perceptron) ซ่ึงจากการท�ำการ

ทดลองในหลาย ๆ ครั้ง พบว่าเมื่อค่าอัตราการเรียนรู ้ 

(learning rate) มีค่าเป็น 0.1 และก�ำหนดให้ค่าโมเมนตัม 

(momentum) มีค่าเป็น 0.15 โดยมีจ�ำนวนรอบการสอน 

(training time) เท่ากบั 50,000 รอบ โดยทีโ่ครงข่ายประสาท

เทียมจะมีชั้นปกปิด (hidden layer) 1 ชั้น และมีจ�ำนวน

เซลล์ประสาท (neurons) เท่ากบั 12 จะให้ตวัแบบโครงข่าย

ประสาทเทยีมทีด่ทีีสุ่ด นัน่คือ ให้ค่าความแม่น ร้อยละ 85.75 

5. การเปรียบเทียบประสิทธิภาพการท�ำนาย

จากเทคนิคการวิเคราะห์จ�ำแนกกลุ่มทั้ง 4 วิธี 

ในตารางที่ 6 พบว่า วิธีโครงข่ายประสาทเทียมเป็นวิธี

ที่มีประสิทธิภาพมากท่ีสุดในการจ�ำแนกกลุ่ม โดยให้ค่า

ความแม่น ร้อยละ 85.75 รองลงมาคอื วธิกีารวเิคราะห์ต้นไม้

ตัดสินใจ วิธีการวิเคราะห์การถดถอยลอจิสติกพหุ และ

การวิเคราะห์จ�ำแนกกลุ่ม ตามล�ำดับ ซึ่งผลการวิเคราะห์

แสดงดังตารางที่ 6

ตารางที่ 6 การเปรียบเทียบค่าความแม่น (accuracy) ของการท�ำนายส�ำหรับการวิเคราะห์จ�ำแนกกลุ่ม 4 วิธี

เทคนิคการวิเคราะห์จำ�แนกกลุ่ม ค่าความแม่น (accuracy) (ร้อยละ)

การวิเคราะห์การถดถอยลอจิสติกพหุ 70.00

การวิเคราะห์จำ�แนกกลุ่ม 61.80

ต้นไม้ตัดสินใจ 76.50

โครงข่ายประสาทเทียม 85.75

อภิปรายและสรุปผลการวิจัย

จากการเปรียบเทียบประสิทธิภาพในการท�ำนาย

การเลอืกท�ำประเภทประกนัภัยของลกูค้าของทัง้ 4 วธิ ีพบว่า 

โครงข่ายประสาทเทียมให้ค ่าความแม่นในการท�ำนาย

การเลือกท�ำประเภทประกันภัยของลูกค ้าได ้ ถูกต ้อง 

ร้อยละ 85.75 รองลงมาคือ วิธีต้นไม้ตัดสินใจท่ีให้ค่าความ

แม่นในการท�ำนายถกูต้อง ร้อยละ 76.50 และวธิกีารวเิคราะห์

การถดถอยลอจิสติกพหุ การวิเคราะห์จ�ำแนกกลุ่มให้ค่า

ความแม่น ร้อยละ 70.00 และ 61.80 ตามล�ำดับ ดังนั้นวิธี

โครงข่ายประสาทเทียมให้ประสิทธิภาพในท�ำนายการเลือก

ท�ำประเภทประกันภัยของลูกค้าได้มีประสิทธิภาพมากที่สุด 

สอดคล้องกับงานของ Ansari และ Riasi [10] ที่ได้สร้าง

ตัวแบบท�ำนายความจงรักภักดีของลูกค้า (customer 

loyalty) ทีม่ต่ีอบริษทัประกนั ซึง่การท�ำนายให้ประสิทธภิาพ

ดีที่สุดเมื่อใช้วิธีโครงข่ายประสาทเทียม หรืองานวิจัยของ 

Weerasinghe และ Wijegunasekara [11] ที่ท�ำการ

เปรียบเทียบวิธีการวิเคราะห์การถดถอยลอจิสติกพหุ วิธี

โครงข่ายประสาทเทียม และวธิต้ีนไม้สินใจในการสร้างตวัแบบ

ท�ำนายค่าสินไหมทดแทนของประกันรถยนต์ ซึ่งพบว่า โครง

ข่ายประสาทเทียมให้ประสิทธิภาพในการท�ำนายดีที่สุด รอง

ลงมาคอื วธิต้ีนไม้ตดัสนิใจและวธิกีารวเิคราะห์การถดถอยลอ

จสิตกิพห ุตามล�ำดบั และจากงานวจิยัของ Huang และ Wang 

[12] ท่ีได้สร้างตวัแบบท�ำนายการล้มละลายของบรษิทัประกนั

ในประเทศจีนด้วยวิธีโครงข่ายประสาทเทียม วิธีการถดถอย

ลอจิสติก และวิธีการวิเคราะห์จ�ำแนกกลุม่ พบว่าวิธีโครงข่าย

ประสาทเทียมให้ประสิทธิภาพดีที่สุด รวมถึงสอดคล้องกับ

งานวิจัยของ Baione และ Angelis [13] ที่ได้สร้างตัวแบบ

ท�ำนายความมั่นคงของบริษัทประกันแล้วพบว่า วิธีต้นไม้

ตดัสนิใจให้ประสทิธภิาพในการท�ำนายดกีว่าวธิกีารวเิคราะห์

จ�ำแนกกลุ่ม นอกจากนียั้งสอดคล้องกบังานวจิยัของ Gulsun 
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และ Umit [14] ที่พบว ่าวิธีการถดถอยลอจิสติกให้

ประสิทธิภาพในการท�ำนายความเส่ียงของการเกิดสภาวะ

ล้มเหลวทางการเงนิของบรษัิทประกนัสงูกว่าวธิกีารวเิคราะห์

จ�ำแนกกลุ่ม 

จากการวิเคราะห์การถดถอยลอจิสติกพหุ พบว่า

ป ัจจัยที่ส ่งผลต่อการตัดสินใจการเลือกท�ำประกันใน

ผลิตภัณฑ์แต่ละประเภทของลูกค้าคือ อายุ รายได้ต่อเดือน 

วุฒิการศึกษา สถานภาพครอบครัว และอาชีพ และจากการ

วเิคราะห์จ�ำแนกกลุม่พบว่า ปัจจยัทีส่่งผลต่อการตดัสนิใจ คอื 

เพศ อาย ุและสถานภาพครอบครวั เมือ่จากการวเิคราะห์การ

ถดถอยลอจิสติกพหุ ปัจจัยที่ส่งผลต่อการเลือกท�ำประเภท

ประกันภัยของลูกค้าคือ อายุ รายได้ต่อเดือน วุฒิการศึกษา 

สถานภาพครอบครวั และอาชพี ซึง่สอดคล้องกบังานวจิยัของ

นพินดา [1] ที่พบว่าอาชีพและรายได้ต่อเดือนมีผลต่อการ

เลอืกท�ำประเภทประกนัภยัของลกูค้า และสอดคล้องกบังาน

วจิยัของ พสัว ี[3] ทีว่่า อายแุละวฒุกิารศึกษานัน้ส่งผลต่อการ

เลอืกท�ำประเภทประกนัภยัของลกูค้าเช่นกนั และในงานวจิยั

นีย้งัได้ศึกษาปัจจยัสถานภาพครอบครวัเพิม่เตมิ ซึง่พบว่าจาก

ทั้ง 2 วิธี ได้แก่ วิธีการวิเคราะห์การถดถอยลอจิสติกพหุและ

วิธีการวิเคราะห์จ�ำแนกกลุ่มนั้น สถานภาพทางครอบครัว

ส่งผลต่อการเลือกท�ำประเภทประกันภัยของลูกค้า 

ข้อเสนอแนะ

จากการวิจัยครั้งนี้พบว่า ในการวิเคราะห์ตัวแปร

หลายตัวแปร (multivariate analysis) นั้น วิธีที่ควรน�ำไป

ใช้ในการจ�ำแนกกลุ่มให้ได้ประสิทธิภาพดีที่สุดคือ วิธีโครง

ข่ายประสาทเทียม แต่ข้อเสียของวิธีน้ีคือ ไม่มีตัวแบบทาง

สถิติให้น�ำไปใช้ ดังนั้นผู้วิจัยจึงเสนอให้น�ำวิธีวิเคราะห์การ

ถดถอยลอจสิตกิพหทุีใ่ห้ตวัแบบทางสถติไิปใช้ในการจ�ำแนก

กลุ่มแทน เพราะถึงจะให้ค่าความแม่นต�่ำกว่าวิธีโครงข่าย

ประสาทเทียม แต่เมื่อเทียบกับวิธีการวิเคราะห์จ�ำแนกกลุ่ม

ที่ให้ตัวแบบทางสถิติเช่นเดียวกันนั้น พบว่ามีประสิทธิภาพดี

กว่าวิธีการวิเคราะห์จ�ำแนกกลุ ่ม ซึ่งจากงานวิจัยบริษัท

ประกันต่าง ๆ สามารถน�ำผลการวิจัยน้ีไปใช้ในการเพิ่ม

ยอดขายให้แก่บรษัิท โดยใช้เป็นแนวทางว่าจะเลือกเสนอขาย

ผลิตภัณฑ์ประกันประเภทไหนให้แก่ลูกค้าแต่ละคนที่มี

ลกัษณะต่างกนัออกไป หรอืน�ำไปออกแบบผลติภณัฑ์ประกนั

ให้ครอบคลุมกับความต้องการของลูกค้ามากขึ้น เช่น จาก

งานวิจัยพบว่า เม่ือใช้การเลือกท�ำประกันสุขภาพเป็น 

กลุ่มอ้างอิง ลูกค้าที่มีสถานภาพสมรสแล้วนั้นจะเลือกซื้อ

ประกันออมทรัพย์มากกว่าประกันสุขภาพ และลูกค้าที่มี

วฒุกิารศึกษาระดบัมธัยมศึกษาตอนปลายจะเลือกซือ้ประกนั

สุขภาพมากกว่าประกันออมทรัพย์ เป็นต้น ทั้งนี้ในการวิจัย

ครั้งต่อไปอาจทดลองน�ำวิธีการค้นหาเพ่ือนบ้านใกล้สุด k 

อันดับ (K-Nearest Neighbors) มาใช้ในการจ�ำแนกกลุ่มได้

เช่นกัน
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