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Abstract

The system used to predict the result of Microsoft Office usability and create a model for
prediction of the students at a private university by using the sample of the students the first year who
are registered for Applications Usage for Modern Organization classes in semester 1/2019. Each sample
has sixteen attributes, the total data sets are 554 which applied in three different data forecasting
techniques are Decision Tree, Naive Bay and Generalized Linear Model (GLM). Then we study course to
find the way for develop a decision support system for planning of bachelor degree student. This system
prototype was developed by AJAX with PHP. Therefore, we proposed a guideline to develop the system

that can be used to manage academic advising data which appropriated for each student.

Keywords: Application, Forecast, Model, Data mining, Decision support systems, Decision Tree, Naive Bay,

Generalized Linear Model (GLM)
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