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บทคัดย่อ
การวจิยัครัง้น้ีมคีวามมุง่หมายเพือ่สร้างตวัแบบส�ำหรบัสร้างตวัแบบโมเดลการท�ำนาย (model) ผลทกัษะวชิาด้าน

โปรแกรมประยุกต์ของนักศึกษามหาวิทยาลัยเอกชนแห่งหนึ่ง โดยใช้ข้อมูลกลุ่มตัวอย่างนักศึกษาชั้นปีที่ 1 สาขาการจัดการ

ธุรกิจการค้าสมัยใหม่ ท่ีลงเรียนวิชาการใช้โปรแกรมประยุกต์ในองค์กรสมัยใหม่ ในภาคการศึกษาที่ 1 ปีการศึกษา 2561 

ข้อมูลที่ได้จากฐานข้อมูลนั้น จะถูกน�ำมาใช้วิเคราะห์ส�ำหรับท�ำนายความสามารถในการเตรียมพร้อมเข้าสอบวัดความ

เชี่ยวชาญในทักษะด้านโปรแกรมประยุกต์ โดยมีรายละเอียดข้อมูลที่น�ำมาใช้ก�ำหนดในการท�ำวิจัยทั้งหมด 16 คุณลักษณะ 

จ�ำนวนระเบียนที่น�ำมาใช้วิเคราะห์ข้อมูล ทั้งหมด 554 ระเบียน มาสร้างตัวแบบการท�ำนาย โดยใช้เทคนิคการสร้างโมเดล

แบบต้นไม้การตัดสินใจ (Decision Tree), Naïve Bay และ Generalized Linear Model (GLM) ในอันที่จะน�ำมาพัฒนา

เป็นระบบสนับสนุนการตัดสินใจด้วยโปรแกรมประยุกต์บนเว็บไซต์โดยใช้ AJAX ร่วมกับ PHP ซึ่งเป็นทางเลือกหนึ่งที่จะ

สามารถช่วยแนะแนวทางให้กับนักศึกษาได้ทราบข้อมูลในการปรับตัวและจัดการกับข้อมูลทางด้านการเรียนของตนเองให้

เหมาะสมมากยิ่งขึ้น 

ค�ำส�ำคัญ: เว็บแอปพลิเคช่ัน การท�ำนาย ตัวแบบโมเดล เหมืองข้อมูล ระบบสนับสนุนการตัดสินใจ ต้นไม้การตัดสินใจ 

นาอีฟเบย์ ตัวแบบเชิงเส้นวางนัยทั่วไป 

 เทคนิคเหมืองข้อมูลส�ำหรับพัฒนาตัวแบบระบบสนับสนุนการตัดสินใจ

ส�ำหรับท�ำนายทักษะด้านโปรแกรมประยุกต์ของนักศึกษาระดับปริญญาตรีในยุคดิจิทัล 

Data mining techniques of model for decision support system 

in predicting the results of the application usage examinations of 

undergraduate students in digital age
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Abstract

The system used to predict the result of Microsoft Office usability and create a model for 

prediction of the students at a private university by using the sample of the students the first year who 

are registered for Applications Usage for Modern Organization classes in semester 1/2019. Each sample 

has sixteen attributes, the total data sets are 554 which applied in three different data forecasting 

techniques are Decision Tree, Naïve Bay and Generalized Linear Model (GLM). Then we study course to 

find the way for develop a decision support system for planning of bachelor degree student. This system 

prototype was developed by AJAX with PHP. Therefore, we proposed a guideline to develop the system 

that can be used to manage academic advising data which appropriated for each student.

Keywords: Application, Forecast, Model, Data mining, Decision support systems, Decision Tree, Naïve Bay, 

   Generalized Linear Model (GLM)

บทน�ำ 

ปัจจุบันเทคโนโลยีในยุคดิจิทัจโดยเฉพาะด้าน

คอมพิวเตอร์มีการเปลี่ยนแปลงอย่างรวดเร็ว และเป็นส่วน

ส�ำคญัที ่เข้ามามบีทบาทส�ำคญัในชีวิตประจ�ำวัน อีกทัง้ปัจจบุนั

วงการด้านการศึกษาได้ให้ความสนใจต่อการปรับเปล่ียน

พฤติกรรมทางด้านการเรียนการสอน และเล็งเห็นถึงความ

ส�ำคัญของการน�ำเทคโนโลยีและมาตรฐานประกาศนียบัตร

ทางด้านความเชี่ยวชาญทางด้านคอมพิวเตอร์ และเพ่ือให้

สอดคล้องกับแผนพัฒนาการศึกษาของชาติ ตามยุทธศาสตร์

ที่ 2 ของกรอบนโยบายเทคโนโลยีสารสนเทศและการสื่อสาร 

พ.ศ. 2554-2563 [1] ส�ำหรบัการพฒันาการเรยีนการสอนเพือ่

เพิ่มยกระดับคุณภาพและเพิ่มประสิทธิภาพ โดยเฉพาะอย่าง

ยิง่สถานศกึษาและการพฒันาศักยภาพและความเชีย่วชาญให้

กับนักศึกษา เพ่ือให้ตรงกับความต้องการของบริษัท อีกทั้ง

กรอบมาตรฐานคณุวฒุริะดบัอดุมศึกษา (TQF) ได้เหน็ถงึความ

ส�ำคัญของการพัฒนาศักยภาพโดยมีการก�ำหนดมาตรฐานผล

การเรียนรู้ของผู้เรียนไว้ 5 ด้าน ได้แก่ (1) คุณธรรม จริยธรรม 

(2) ความรู้ (3) ทักษะทางปัญญา (4) ทักษะความสัมพันธ์

ระหว่างบุคคลและความรับผิดชอบ และ (5) ทักษะการ

วิเคราะห์เชิงตัวเลข การสื่อสาร และการใช้เทคโนโลยี

สารสนเทศ [2]

สถาบันการศึกษาหลายแห่งจึงได้มีการพัฒนา

หลกัสตูรการเรยีนการสอนในระดบัปรญิญาตรทีีเ่กีย่วกบัด้าน

เทคโนโลยีสารสนเทศยุคดิจิทัจ เพื่อให้สอดคล้องกับกรอบ

มาตรฐาน TQF ข้อ (5) โดยหลักสูตรวิชาต่าง ๆ  ที่เปิดสอนนั้น

ได้มกีารเรยีนการสอนเพือ่ให้นกัศกึษาได้สามารถเรยีนรู ้เข้าใจ 

และใช้เป็น อาทิเช่น โปรแกรมส�ำนักงานอัตโนมัติ ประกอบ

ด้วยโปรแกรมประมวลผลค�ำ (Word) โปรแกรมตารางการ

ค�ำนวณ (Excel) โปรแกรมการน�ำเสนอ (PowerPoint) และ

ระบบสารสนเทศต่างๆ เพื่อเตรียมความพร้อมให้แก่นักศึกษา

ในการเพ่ิมโอกาสการเข้ารับการท�ำงานมากข้ึน และทางสถาน

ประกอบการส่วนใหญ่จะน�ำผลของทักษะด้านโปรแกรมหรือ

ทกัษะด้านเทคโนโลยสีารสนเทศมาเป็นองค์ประกอบหนึง่เพือ่

สัมภาษณ์พิจารณาคัดเลือกรับเข้าท�ำงานด้วย [3, 4]

 ทกัษะทีส่�ำคญัของคนท�ำงานรุน่ใหม่ คอื ทกัษะด้าน

คอมพิวเตอร์ซ่ึงเป็นทักษะพื้นฐานที่บริษัทต่าง ๆ ระบุ

คุณสมบัติในการรับเข้าท�ำงาน ได้แก่ โปรแกรมพื้นฐานที่

ต้องใช้ภายในส�ำนกังาน โปรแกรมประยุกต์เก่ียวกับวชิาไมโคร

ซอฟท์ออฟฟิศ Microsoft Office (MS Office) เช่น Word Excel 

PowerPoint [3] ซึ่งในปัจจุบันมีการเปิดโอกาสให้คนไทยได้

มีการสอบวัดทักษะเพื่อการได้มาซึ่งใบประกาศนียบัตร 

Microsoft Office Specialist Certificate (MOS) เป็นใบ
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ประกาศนยีบตัร เพือ่ยนืยนัความสามารถในการใช้โปรแกรม 

Microsoft Office อย่างเป็นมาตรฐานสากลที่ทั่วโลกให้การ

ยอมรับ เพราะถือว่าเป็นผู้ที่มีความรู้ความสามารถในการใช้

งานโปรแกรมได้อย่างแท้จริง แต่ท้ังน้ีพบว่ายังมีการด�ำเนิน

การสอบจริงน้อย เนื่องจากมีค่าใช้จ่ายค่อนข้างสูง ดังนั้นจึง

ส่งผลให้นักศึกษามีโอกาสเข้าสอบน้อย 

ในงานวิจัยนี้ได้น�ำเทคนิคการท�ำเหมืองข้อมูล 

(data mining) [5, 6] มาประยุกต์ใช้กับข้อมูลของนักศึกษา 

เพือ่เป็นข้อมลูในการน�ำมาพฒันาตวัแบบระบบสนบัสนนุการ

ตดัสนิใจส�ำหรบัท�ำนายทักษะวชิา Microsoft Office ซึง่เป็น

ด้านโปรแกรมประยกุต์ของนกัศกึษาระดบัปรญิญาตร ีซึง่ฐาน

ข้อมูลนักศึกษามีหลายประเภทและมีขนาดใหญ่มาก การ

วิเคราะห์และหาความเกี่ยวข้องกันของข้อมูล จึงควรต้องมี

การด�ำเนินการอย่างเป็นระบบและด้วยเทคนิควิธีท่ีทันสมัย 

โดยความรูท้ีไ่ด้จากการวเิคราะห์และการค้นหาความรูจ้ะถูก

เกบ็ไว้ในรปูของฐานความรู ้ดงันัน้การท�ำเหมอืงข้อมลูจงึเป็น

วิธีการหนึ่งที่สามารถน�ำมาใช้สร้างแบบตัวแบบจ�ำลอง 

(model) โดยใช้วธิกีารจ�ำแนกประเภท (classification) ของ

นักศกึษาทีม่ผีลการเรียน Microsoft Office ดแีละไม่ด ีพร้อม

ทั้งวิเคราะห์คุณสมบัติ (attribute) ของข้อมูลที่มีผลกับการ

เรยีนในรายวชิาด้านคอมพวิเตอร์ เม่ือสามารถหาตวัแบบทีม่ี

ความน่าเชื่อถือได้สูง และสามารถน�ำข้อมูลของนักศึกษาที่

เพิ่งเข้ามาใหม่มาท�ำการทดสอบโดยผ่านตัวแบบนี้ สามารถ

ท�ำนายได้ว่านักศึกษาแต่ละคนสามารถมีผลคะแนนได้ดีใน

ระดับใด 

ผู้วิจัยจึงได้เล็งเห็นความส�ำคัญและเลือกวิชาการ

ใช้โปรแกรมประยุกต์ในด้านการใช้โปรแกรม MS Office 

(Word, Excel, PowerPoint) ซ่ึงอยู่ในรายวิชาการใช้

โปรแกรมประยุกต์ในองค์กรสมัยใหม่ของมหาวิทยาลัย

เอกชนแห่งหนึ่ง เพื่อน�ำมาสร้างตัวแบบและพัฒนาระบบ

ต้นแบบของระบบ โดยใช้โปรแกรม rapid miner ซ่ึงเป็น 

open source software ด้าน data mining ซึ่งเหมาะกับ

การวิเคราะห์ข้อมูลที่มีขนาดใหญ่และจ�ำนวนมาก ในการ

ค้นหารูปแบบ แนวทาง และความสัมพันธ์ที่ซ่อนอยู่ในชุด

ข้อมูล เหมาะส�ำหรับการน�ำมาใช้เพื่อการบริหารและการ

ตดัสนิใจขององค์กร เพือ่ใช้ท�ำนายวดัทกัษะการใช้โปรแกรม 

MS Office ของนักศึกษา และจากการศึกษางานวิจัย [7-9] 

ได้วิจัยการเปรียบเทียบเทคนิคการคัดเลือกที่เหมาะสมและ

อัลกอริทึมเพื่อจ�ำแนกพฤติกรรมการกระท�ำความผิดของ

นักเรียนระดับอาชีวศึกษา โดยใช้เทคนิค 1. เทคนิค Naïve 

Bay 2. เทคนิค Bayesian Belief Network 3. เทคนิค 

Decision Tree แบบ C4.5 และ 4. เทคนคิ RIPPER ซึ่ง C4.5 

ให้ค่าความถูกต้องสูงที่สุดและสามารถลดคุณลักษณะที่ต้อง

น�ำมาใช้ในการจ�ำแนกได้แม่นย�ำ [10, 11]

โดยระบบนี้จะสามารถจัดเก็บผลการเรียนและน�ำ

เสนอผลการท�ำนายผลการเรยีนโปรแกรม Microsoft Office 

ให้กับนักศึกษาได้ทราบในรูปแบบออนไลน์ สามารถดูผ่าน

เวบ็ไซต์ สมาร์ตโฟน (smart phone) หรอืแทบ็เลต็ (tablet) 

ได้อย่างสะดวกและรวดเรว็ สามารถเป็นโมเดลต้นแบบให้กับ

สถาบันการศึกษาอื่น ๆ ได้ การได้ทราบถึงทักษะของ

นักศึกษาที่เป็นจุดเด่นหรือต้องปรับปรุงพัฒนาด้านใดนั้น 

นักศึกษาสามารถน�ำไปใช้เป็นหลักฐานเพื่อพิจารณาส�ำหรับ

การเพ่ิมโอกาสในการรับเข้าท�ำงานในยุคดิจิทัลได้อีกด้วย 

ดงันัน้งานวจิยันีจึ้งมวีตัถปุระสงค์คอื เพือ่ศกึษาและวเิคราะห์

เชิงเปรียบเทียบเทคนิคเหมืองข้อมูลที่เหมาะสมส�ำหรับ

พัฒนาตัวแบบระบบสนับสนุนการตัดสินใจส�ำหรับท�ำนาย

ทกัษะด้านโปรแกรมประยกุต์ของนกัศกึษาระดบัปรญิญาตรี

ในยุคดิจิทัล

วิธีด�ำเนินการวิจัย

งานวิจัยนี้ใช้ข้อมูลของนักศึกษาจึงจะต้องเตรียม

ข้อมลู student database ให้เหมาะสมและให้อยูใ่นรปูแบบ

ที่สามารถน�ำไปใช้กับโปรแกรม rapid miner [12] จากนั้น

น�ำเข้าสู่ขั้นตอน data pre-processing จัดเตรียมและน�ำ

ข้อมูลมาวิเคราะห์ น�ำข้อมูลที่ไม่มีค่า ข้อมูลที่ขาดหาย และ

ข้อมูลที่ไม่สมบูรณ์ออก เพื่อน�ำเข้าสู่ขั้นตอนการท�ำเหมือง

ข้อมลูเพือ่สร้าง ตวัแบบ โดยใช้เทคนคิเหมอืงข้อมลูเพือ่สร้าง

โมเดลตัวแบบ คือ ต้นไม้การตัดสินใจ (Decision Tree), 

Naïve Bay และ Generalized Linear Model (GLN) หลัง

จากน้ันท�ำการแบ ่งกลุ ่มข ้อมูลเพื่อทดสอบ (cross-
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validation) ประกอบด้วยข้อมูลส่วน training set และ 

testing set โดยใช้วิธี 10-fold cross-validation โดยแบ่ง

ข้อมลูเป็น 10 ส่วนเท่า ๆ  กนั แล้วท�ำการทดสอบ โดยเปลีย่น

ข้อมูลชุดทดสอบตั้งแต่ส่วนที่ 1 เป็นชุดทดสอบ และส่วนที่ 

2-9 เป็นชดุเทรนนิง่ไปเรือ่ย ๆ  จนกระทัง่ถงึชดุทดสอบทีส่่วน

ที่ 10 เป็นชุดทดสอบ และส่วนที่ 1-9 เป็นชุดเทรนนิ่ง โดย

จะน�ำเอาค่าความแม่นย�ำของการพยากรณ์ที่ได้นั้นมาหาค่า

เฉลี่ย [13, 14] และใช้กฎความสัมพันธ์ (association rule) 

โดยพิจารณาความสัมพันธ์ระหว่างปัจจัยท่ีเกี่ยวข้องในส่วน

ของข้อมลูด้านการเรยีนและประวัตส่ิวนของนกัศึกษา จากนัน้ 

น�ำผลจากการทดลองมาวเิคราะห์และสรปุผลเพือ่พฒันาเป็น 

ตัวแบบของระบบ เพื่อให้นักศึกษาได้วางแผนการเรียนและ

ได้รู้ตนเอง รวมทั้งเตรียมตัวต่อการเรียนต่อไป [3] โดย

ขั้นตอนกระบวนการสร้างตัวแบบจ�ำลองการท�ำวิจัย แสดง

ดังภาพที่ 1 
 

Student Database 

Data Preprocessing 

Decision Tree Generalized Linear 

Algorithm and Model 

GUI 

Evaluation 

10-fold Cross-Validation 

Accuracy 

 

Prediction Grade  

Naïve Bayes 

ภาพที่ 1 ขั้นตอนการออกแบบการวิจัยและการพัฒนาระบบ

เม่ือก�ำหนดขัน้ตอนการด�ำเนนิการวจิยัแล้ว ในงาน

วิจัยนี้ผู้วิจัยได้ใช้ฐานข้อมูลของนักศึกษาชั้นปีที่ 1 ที่ลงเรียน

วชิาการใช้โปรแกรมประยกุต์ ซึง่เรยีนเกีย่วกบัการใช้โปแกรม 

Microsoft Office (Word, Excel, PowerPoint) ในภาค

การศกึษาที ่1 ปีการศกึษา 2561 มหาวทิยาลยัเอกชนแห่งหนึง่ 

ซึง่มีจ�ำนวนนกัศกึษา 554 คน ทีล่งทะเบยีนเรียนวชิาดงักล่าว 

โดยน�ำมาใช้ส�ำหรับการทดลอง โดยข้อมูลที่น�ำมาใช้จะเป็น

ข้อมูลผลการเรียนและเกรดในรายวิชาของนักศึกษา ข้อมูล

ประวัติส่วนตัวของนักศึกษาทั้งหมด 16 คุณลักษณะ แสดง

ดังตารางที่ 1 
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ตารางที่ 1 คุณลักษณะของข้อมูล

ล�ำดับ คุณลักษณะ ค�ำอธิบาย

 1 Name DL ภูมิล�ำเนา

 2 Member_Family จ�ำนวนสมาชิกในครอบครัว

 3 Monthly_expenses_Stu ค่าใช้จ่ายต่อเดือนของนักศึกษา

 4 Place_Status สถานภาพความเป็นอยู่ของที่อยู่อาศัย

 5 Live Status สถานภาพความเป็นอยู่กับใคร

 6 Family_income รายได้ของครอบครัว

 7 Educational_background วุฒิก่อนเข้าศึกษาปริญญาตรี

 8 GPA OLD เกรดก่อนเข้าศึกษาปริญญาตรี

 9 GPA Current เกรดเฉลี่ยปัจจุบัน

High คือ ผลการเรียนอยู่ในระดับสูง 

 (ระดับเกรดเฉลี่ย 3.0-4.00)

Medium คือ ผลการเรียนอยู่ในระดับปานกลาง 

 (ระดับเกรดเฉลี่ย 2.01-3.00)

Low คือ ผลการเรียนอยู่ในระดับต�่ำ

 (ระดับเกรดเฉลี่ย 0.00-2.00)

 10 GPA Match เกรดด้านคณิตศาสตร์

 11 GPA Eng เกรดภาษาอังกฤษ

 12 Hardware_Status ความพร้อมของอุปกรณ์ที่มี

 13 Ms _Word _Test ผลการทดสอบปฏิบัติไมโครซอฟต์เวิร์ด

 14 Ms _Excel _Test ผลการทดสอบปฏิบัติไมโครซอฟต์เอ็กซ์เซล

 15 Ms _PPT _Test ผลการทดสอบปฏิบัติไมโครซอฟต์พาวเวอร์พอยต์

 16 Grade_MS ผลสอบ Microsoft Office (Word ,Excel, PPT )

Excellent คือ A

Good คือ B+/B

Below คือ C/C+

Poor คือ D/D+/F
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จากตารางที่ 1 คือ ตารางแสดงคุณลักษณะของ

ข้อมูลที่น�ำมาใช้ส�ำหรับการสร้างโมเดลการพยากรณ์โดยใช้

วิธีการเลือกคุณลักษณะแบบกรอง (filter) จะเป็นกระบวน

การประเมินประสิทธิภาพของคุณลักษณะของข้อมูลแต่ละ

ตัวว่ามีความเหมาะสมกับการวิเคราะห์ข้อมูลมากน้อยเพียง

ใด โดยมกีารจดัล�ำดบัความส�ำคญัตามคณุลกัษณะ (ranking) 

ระดบัความส�ำคญัสงูสดุ ส�ำหรับการจัดเกบ็ข้อมลูพบว่าข้อมูล

ทั้งหมดที่ได้มีบางส่วนท่ีไม่เก่ียวข้อง เช่น รหัสนักศึกษา 

นอกจากนั้นยังมีข้อมูลของนักศึกษาและข้อมูลของรายวิชา

จ�ำนวนมากที่มีข้อมูลที่ไม่สมบูรณ์ มีค่าที่หายไป จึงคัดเลือก

ข้อมูลเพื่อความเหมาะสมในการสร้างแบบจ�ำลอง [5] 

เมื่อได้ข้อมูลตามความต้องการแล้วจึงน�ำข้อมูลมา

ท�ำการทดลองด้วยโปรแกรม rapid miner โดยใช้อลักอรทึมึ

ต้นไม้ตัดสินใจ Naïve Bay และ Generalized Linear 

Model (GLM) รวมไปถึงกฎความสัมพันธ์ เพื่อหาความ

สัมพันธ์ของรายวิชาในการวิเคราะห์และท�ำนาย โดยน�ำมาส

ร้างแบบจ�ำลองและท�ำการวัดผลด้วยค่าเปอร์เซ็นของการ

ท�ำนายถูกต้อง (percentage correct) ค่าที่สามารถสืบค้น

ค�ำตอบสูงสุด (precision) ค่าที่ได้จากการตรวจพบข้อมูล 

(recall) โดยเลือกอัลกอรึทึมที่เหมาะสมกับการข้อมูลและมี

ความแม่นย�ำในการท�ำนายผลมากที่สุด

ผลการวิจัย

ส�ำหรับผลการทดลองได้ใช้จ�ำนวน data set 

ทั้งหมด 554 คน จากนักศึกษาที่เรียนในรายวิชา ซึ่งผู้วิจัยได้

ศึกษาและท�ำการเปรียบเทียบวิธีท�ำเหมืองข้อมูล โดยการ

เปรียบเทียบอัลกอรึทึม Decision Tree อัลกอรึทึม Naive 

Bay และอัลกอรึทึม Generalized Linear Model เพื่อหา

วิธีการที่เหมาะสมกับการท�ำนายโมเดลที่ดีที่สุดมาใช้เป็น

โมเดลตวัแบบเพือ่การพฒันาระบบ โดยใช้ตวัวัดประสทิธภิาพ

โมเดลของการจ�ำแนกข้อมูลจาการค�ำนวณ การประเมิน

ผลลพัธ์การท�ำนาย (confusion matrix) จากค่า precision, 

recall, accuracy, F-measure ส�ำหรับการทดลองจะแบ่ง

ระดบัคะแนนออกเป็นทัง้หมด 4 class คอื excellent, good, 

poor และ below ผลการท�ำนายโมเดลตัวแบบแต่ละ

อัลกอรึทึม แสดงตารางที่ 2-4

ตารางที่ 2 ผลการท�ำนายโมเดลโดยใช้อัลกอรึทึม Decision Tree

 Class Excellent Good Poor Below Class Precision

Pred. Excellent 364 49 20 4 83.30%
Pred. Good 27 24 0 0 47.06%
Pred. Poor 20 1 43 0 67.19%
Pred. Below 2 0 0 0 0.00%
Recall 88.14% 32.43% 68.25% 0.00%

จากตารางท่ี 2 ผลจาการท�ำนายจากการใช้

อลักอรทึมึ Decision Tree การท�ำนายผลโมเดลแต่ละ class 

พบว่า ความแม่นย�ำ (precision) ทีเ่กดิขึน้ในแต่ละ class คือ 

83.30% (excellent), 47.06% (good), 67.19% (poor) 

และ 0.00% การท�ำนายผล (below) ส่วนความอ่อนไหวของ

ข้อมูล (recall) คือ 88.14% (excellent), 32.43% (good), 

68.25% (poor) และ 0.00% (below) ความแม่นย�ำของ

โมเดล คือ 77.80% (accuracy) จากผลดังกล่าวสามารถ

วิเคราะห์การท�ำนายผลของการพยากรณ์ท�ำให้เห็นว่า 

ความสามารถการท�ำนายผลของอัลกอรึทึมของ Decision 

Tree 97.43 จากค่า precision แสดงว่าสามารถท�ำนายผล

ได้ดี ส่วนการวัดความถูกต้องของโมเดล คือ 94.19 จากค่า 

recall 
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ตารางที่ 3 ผลการท�ำนายโมเดลโดยใช้อัลกอรึทึม Naïve Bay

 Class True Excellent True Good True Poor True Below Class Precision
Pred. Excellent 369 49 21 4 83.30%
Pred. Good 18 21 1 0 52.50%
Pred. Poor 15 2 40 0 70.18%
Pred. Below 11 2 1 0 0.00%
Class Recall 89.35% 28.38% 63.49% 0.00%

จากตารางที่ 3 ผลจาการท�ำนาย จากการใช้อัลกอ

รึทึม Naïve Bay การท�ำนายผลโมเดลแต่ละ class พบว่า 

ความแม่นย�ำ (precision) ท่ีเกิดขึ้นในแต่ละ class คือ 

83.30% (excellent), 52.50% (good), 70.18% (poor) 

และ 0.00% (below) ส่วนความอ่อนไหวของข้อมลู (recall) 

คอื 89.35% (excellent), 28.38% (good), 63.49% (poor) 

และ 0.00% (below) ความแม่นย�ำของโมเดล คือ 77.65% 

(accuracy) จากผลดงักล่าวสามารถวเิคราะห์การท�ำนายผล

ของการพยากรณ์ท�ำให้เห็นว่า ความสามารถการท�ำนายผล

ของอัลกอรึทึมของ Naïve Bay 98.58 จากค่า precision 

แสดงว่าสามารถท�ำนายผลได้ด ีส่วนการวดัความถกูต้องของ

โมเดล คือ 87.84 จากค่า recall

ตารางที่ 4 ผลการท�ำนายโมเดลโดยใช้อัลกอรึทึม Generalized Linear Model (GLN)

 Class True Excellent True Good True Poor True Below Class Precision
Pred. Excellent 405 73 30 4 79.10%
Pred. Good 1 0 0 0 0.00%
Pred. Poor 7 1 33 0 80.49%
Pred. Below 0 0 0 0 0.00%
Class Recall 98.06% 0.00% 52.38% 0.00%

จากตารางที่  4  ส� ำหรับการใช ้อัลกอรึทึม 

Generalized Linear Model การท�ำนายผลโมเดลแต่ละ 

class พบว่า ความแม่นย�ำ (precision) ที่เกิดข้ึนในแต่ละ 

class คือ 79.10% (excellent), 0.00% (good), 80.49% 

(poor) และ 0.00% (below) ส่วนความอ่อนไหวของข้อมูล 

(recall) คอื 98.06% (excellent), 0.00% (good), 52.38% 

(poor) และ 0.00% (below) ความแม่นย�ำของโมเดล คือ 

79.07% (accuracy) จากผลดังกล่าวเราสามารถวิเคราะห์

การท�ำนายผลของการพยากรณ์ท�ำให้เห็นว่า ความสามารถ

การท�ำนายผลของอัลกอรึทึมของ Generalized Linear 

Model 98.48 จากค่า precision แสดงว่าสามารถท�ำนาย

ผลได้ดี ส่วนการวัดความถูกต้องของโมเดล คือ 97.96 จาก

ค่า recall และผู้วิจัยได้ท�ำการเปรียบเทียบประสิทธิภาพหา

อัลกอรึทึมที่เหมาะสมมาสร้างโมเดลการท�ำนาย แสดง

ดังตารางที่ 5
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ตารางที่ 5 เปรียบเทียบผลการทดลองของแต่ละอัลกอริทึม

Algorithm Precision (%) Recall (%) Accuracy (%) F-Measure

Decision Tree 97.43 94.19 92.06 0.93

Naïve Bay 98.58 87.84 86.85 0.93

Generalized Linear Mode (GLM) 98.48 97.96 96.54 0.98

ผลจากการทดลองในตารางที่ 5 แสดงให้เห็นว่า

อัลกอริทึม Naïve bay และ GLM มีประสิทธิภาพสูงใกล้เคียง

กนัสามารถท�ำนายผลข้อมลูได้ใกล้เคียงกนัคือ สามารถสบืค้น

ค�ำตอบสูงสุด (precision) 98.58% และ 98.48% ส่วน 

Decision Tree คือ 97.43 ส่วนค่าตรวจพบข้อมูล (recall) 

คือ 87.84%, 97.96% และ 94.19% ค่าความแม่นย�ำของ

โมเดลโดยรวม ทุกคลาส (accuracy) 92.06%, 96.54% และ 

92.06 และค่าทีแ่สดงความสัมพนัธ์ระหว่างค่าทีส่ามารถสืบค้น

ค�ำตอบสงูสดุกบัค่าทีไ่ด้จากการตรวจพบข้อมูล (F-measure) 

ส�ำหรับ GLM 0.98, Naïve bay 0.93 และ Decision Tree 

0.93 

 ผลจากการวิเคราะห์ดังกล่าวนั้นผู้วิจัยจึงน�ำแบบ

จ�ำลองทีส่ร้างได้นัน้มาประยกุต์ใช้ส่วนของการท�ำนายผลโดย

น�ำ อัลกอรึทึม Decision Tree มาใช้ในการพัฒนาระบบ

ต้นแบบส�ำหรับพัฒนาเป็นระบบสนับสนุนการตัดสินใจ

ส�ำหรับการวางแผนการเรียน เพื่อท�ำนายผลการสอบวัด

ทกัษะวชิาด้านโปรแกรมประยกุต์บนเว็บไซต์ เพราะเหมาะสม 

กับประเภทของข้อมูลและคุณลักษณะของข้อมูลที่ก�ำหนด

เอาไว้ รวมถึงความสอดคล้องกันของกฎความสัมพันธ์ข้อมูล 

และผลการท�ำนายใกล้เคียงกับผลที่เกิดขึ้นจริง จึงเหมาะที่

จะน�ำมามาใช้เป็นต้นแบบในการพัฒนาระบบ โดยผลการ

ท�ำนายตัวแปรที่มีผลต่อเกรดวิชาโปรแกรม Microsoft 

Office โดยการเซตค่าความแม่นย�ำในการท�ำนายตวัแปรทีม่ี

ผลต่อเกรดวิชาโปรแกรม Microsoft Office คือ เกรดก่อน

เข้าศึกษาปริญญาตรี เกรดเฉลี่ยปัจจุบัน เกรดภาษาอังกฤษ 

ผลการทดสอบปฏบิตัไิมโครซอฟต์เวิร์ด ผลการทดสอบปฏบิตัิ

ไมโครซอฟต์เอก็ซ์เซล และผลการทดสอบปฏบิตัไิมโครซอฟต์

พาวเวอร์พอยต์ แสดงตัวแบบท�ำนายเกรดวิชาโปรแกรม

ประยุกต์ (ภาพที่ 2)

ระบบที่พัฒนา

ผลจากการวิเคราะห์ดังกล่าวน้ันจึงน�ำแบบจ�ำลอง

ที่สร้างได้นั้นมาท�ำการออกแบบและพัฒนาเป็นระบบเพื่อ
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ภาพที่ 2 แบบจ�ำลองท�ำนายเกรดวิชาโปรแกรมประยุกต์

เป็นต้นแบบส�ำหรับพัฒนาระบบการท�ำนายผลการสอบวัด

ทกัษะโปรแกรมประยกุต์เกีย่วกบั Microsoft Office ดงัภาพ

ที่ 3-4
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ขั้นตอนต่อไปแสดงต้นแบบเว็บไซต์ส�ำหรับการ

ท�ำนายผลวัดทักษะโปรแกรมประยุกต์ ซึ่งเก่ียวกับวิชา 

Microsoft Office เพื่อเป็นแนวทางให้กับนักศึกษาได้ทราบ

ภาพที่ 3 แสดงหน้าจอหลักต้นแบบของโปรแกรม

ว่าตนเองว่าตนเองจะได้เกรดอยูใ่นระดบัใด เพือ่จะได้ปรบัตวั

และพฒันาตนเองเพิม่ข้ึนในอนาคต แสดงหน้าจอต้นแบบผล

การท�ำนายดังภาพที่ 4

อภิปรายและสรุปผลการวิจัย 

แบบจ�ำลองที่สร้างขึ้นได้ใช้วิธีทดสอบข้อมูลของ

นกัศกึษาโดยวธิ ี10 fold Cross-Validation เป็นวธิทีีน่กัวจิยั

นิยมใช้กนัเป็นส่วนใหญ่ โดยในงานวจัิยนีผู้้วจัิยได้เปรยีบเทยีบ

อัลกอริทึม Decision Tree อัลกอรึทึม Naïve bay และ

อัลกอรึทึม GLM เพื่อหาวิธีการที่เหมาะสมกับการท�ำนาย

โมเดลที่ดีที่สุดมาใช้กับการพัฒนาระบบ โดยวิเคราะห์ด้วย

โปรแกรม rapid miner ซึ่งเป็นโปรแกรมทางด้าน data 

mining โดยมวีจิยัเลอืกใช้อลักอรทิมึ Decision Tree เพราะ

ภาพที่ 4 หน้าจอแสดงผลการท�ำนาย

เหมาะกบัคณุลกัษณะของข้อมลูทีน่�ำมาใช้รวมไปถงึการเชือ่ม

โยงกฎความสมัพนัธ์ และเม่ือน�ำมาใช้ในการพฒันาระบบส่วน

การท�ำนายผลสามารถท�ำนายได้แม่นย�ำกับผลท่ีเกิดขึ้นจริง 

ซึง่ถอืว่าเหมาะสมในการน�ำมาสร้างแบบจ�ำลองช่วยนกัศึกษา

ในการวิเคราะห์ท�ำนาย และเพื่อ แนะแนวให้กับนักศึกษาใน

การท�ำนายผลการเรียนในวิชาโปรแกรม Microsoft Office 

ได้มากยิ่งขึ้นและได้น�ำเสนอต้นแบบออกมาในรูปแบบ

เว็บไซต์เพื่อให้ใช้งานได้ง่ายและสะดวก
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