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Abstract

This research purpose is a sentiment analysis model based on Thai social media using deep
learning techniques consisting of Convolutional Neural networks, Long Short-Term Memory, and Gated
Recurrent units. This research was tested with a wongnai product and service opinion dataset and
measured its effectiveness based on Accuracy. The experiment of this research found Long Short-Term
Memory provides better classification accuracy than Convolutional Neural networks and Gated Recurrent
units with an accuracy of 83.7%, followed by Convolutional Neural networks with an accuracy of 77.0%,
Finally Gated Recurrent units with an accuracy of 65.4% respectively. Therefore, it can be concluded
that the Long Short-Term Memory model is the most appropriate and effective for creating an automated
sentiment analysis system. The reason is that this algorithm takes into account the context of Thai words

and is designed for sequential processing as well as its internal memory.
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wordl — X

word 2 —— X,

words —— xg

Layer (fype) Output Shape Param #

embedding (Embedding)  (None, 1818, 126) 2367616

convid (ConviD) (None, 1816,32) 32600

max_poolingld (MaxPooling1D (None, 909,32) 0

flatten (Ratten) (None, 29088) 0

dense (Dense) (None, 128) 730

dense_t (Dense) {Nane, 2) 238

Total params: 6,124,066
Trainable params: 3,756,450
Nor-{rainable params: 2,367,616

Convolution

Look-up table Max-pooling

Fixed Dense

Full connection

A 4 lassinedszannuuuaeuligdu 9]
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mATeifldmmunrmninessanesfiumihenus
syezen-szorau lun Bidirectional-LSTM=256,
-128-64,
optimizers=Adam EPOCHS=50, Batchsize=256,
Learning Rate=0.001 Imeluum Dense output=2

activation=relu, fixed Dense
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LSTM

cell state

forget gate

input gate output gate

Model: "sequential”

Layer (type) Output Shape Param #

embedding (Embedding) (Mone, 1432, 128) 1936640

bidirectional (Bidirectiona (MNone, 256) 263168
1)

dense (Dense) (None, 128) 32896

dropout (Dropout) (None, 128) 0

dense_1 {Dense) (None, 64} 8256

dropout_1 (Dropout) (None, 64)

batch_normalization (BatchMN (Mone, 64) 256
ormalization)
130

dense_2 {Dense) (None, 2)

Total params: 2,241,346
Trainable params: 304,578

Mon-trainable params: 1,936,768
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mhelgunduuuuiiusey (Gated Recurrent
Unit: GRU) [12] gn#iamnnsiosannan LSTM G
Tudruvesnisananududaulunisvinauresdaseing
Uszamuuy LSTM wesansruauniegesly Cell
Sruunn Selinaneuszanianlunisiesiziuaz
yuena Ine GRU lavinisananududeulunisyinay
¥04lA598UTEAMUUU LSTM Tnenisanvulsgesly
Cell widalies 2 d1u laun Update Gate uay Reset
Gate uonanil GRU finalnTndanisemananius
melu Neural Network findnaffu LSTM fiasil Foreet

v
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ya (LSTM) hag Anns13umes [11]
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Output Gate Tuvaee1u GRU fiusgandamlnalfes
fU LSTM usiilosannmisfiwesdosninvili wsuls
fenin B wadlunsnuiingusiegeiifivunaidn
WU GRU Usedvisnmiindn saseildmmunsnns
fmesdanaiiunuredsundunuuiusey laun
Bidirectional-GRU=256, activation=relu, fixed Dense
=128-64, optimizers=Adam, EPOCHS=50,
Batchsize=256, Learning Rate=0.001 Inelun Dense
output=2 Weuaniuiieau faseazdentunIng 6

GRU

reset gate

L i

update gate

Model: "sequential_1"

Layer (type) Param #

embedding_1 (Embedding)

Output Shape

(Mone, 1432, 128) 1936640

bidirectional_1 (Bidirectio (Mone, 256) 198144
nal})
32896

dense_3 (Dense) (Mone, 128)

dropout_2 (Dropout) (Mone, 128)
dense_4 (Dense) (Mone, 64)
dropout_3 (Dropout) (Mone, 64)

batch_normalization_1 (Batc (None, 64)
hNormalization)

dense_5 (Dense) (Mone, 2)

Total params: 2,176,322
Trainable params: 239,554
Non-trainable params: 1,936,768

dl ' a U IS
AN 6 VUIBLIIUNAULUUNYS

£ wazAm19Twes (GRU) [11]
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wuuassanunsaviwedeyaidudiuay waznsaiu
nadnEmneduduay siseindsyansamann
A1ANYNABY (Accuracy) AALULNET (Precision)
A1AUSEEN (Recall) ArANuE9na (F - Measure) [13]

NANTSIVY

INNTTARBILAarIATIZRNLATEANg 9 T
Aeades nuinsadauuuiaemniunsiese
mmfﬁﬂLﬁaiﬁmmQﬂﬁaaqaﬁaﬂ“ﬁ’mmié’m
Uszananan1w1essuviuiUssendldaudiuauuin
Tngazdosinnisaiinuanuae dmsuinluldlunig

Seuivesdanasiunisnumaianisseusidednlv
wingau 1nnsSeuiieuuseansanluyadeyaves
Test Set §anIndi 8-10 Wduduaa (Validation accuracy)
Lardanis1afl 2 wudnuudiassiiafignAenioe
Awsszeven-sverdu fanugndedunisdiuun
gedle 83.7% Auusiug 83.9% AIAUTEAN 83.7%
ANANEIINA 83.7% seasuilulasstneusyannuuy
Aauligduiuszansainarnugndeddunisduun
77.0% f1ANLLUEY 77.2% ANAINNTEAN 76.8%
AIANENAR 77.0% Musmertgleunduluull
Useg (Gated Recurrent Unit) dAnugnaasiunis
FILUN 65.4% AIMIULUUET 65.8% A1AINTEEN
65.4% FANEINE 65.3% AN dOAATOIIUIY
Aeowes Murthy wagame [14] Fvinsveaesiugiu
JoyaiTaiuiansaimis IMDB ViU Tadud31u Amazon
WU LSTM FuszanSamiddmiudeyauszian
V9AIIN UALARAARBINUIIWITEUBY Kurniasari kag
A [15] wuinilevimaass LSTM Auteyatiansalann
dodsaueoulatluniwdulaiide nuindaneif
LSTM Tsfanisdsziiulaiaaiifainuudugn uaz
UseAvBnmitAudentu
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A15719% 2 Han1snaasalSeuieulsEanS A nvedLfardanasiy

Accuracy Precision Recall F-Measure
CNN 0.770 0.772 0.768 0.770
GRU 0.654 0.658 0.654 0.653
LSTM 0.837 0.839 0.837 0.837
Accuracy Convoltional Neural Network
! 3gtacc
0.6
0 5 10 15 20 25 30 35 40 a5
epochs

i 8 n3winmmeageulsEansamALgndeanguiegne laswngUszamuuuasuligiu

Accuracy
Gated Recurrent Unit

O'QSW \/

0.9

acc
val_acc]|

0.85
08
0.75
OJW
0.65

0 5 10 15 20 25 30 35 40 45
epochs

A 9 ATMiNMIMedRUUTEANSAMATLGNABITRINENRIRE N e IgundukuuiiUTEy

Accuracy Long Short- Term Memory

—acc
val_acc

0.9
0.8
0.7

0.6

0 5 10 15 15 25 30 35 40 45
epochs
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aAUsBuaraTUNANTIVY

ANNANANITNAFDUUTLANTNINVYBINITHAIUN

'
a

sUuuuMTlessianuianuudedinueeulailnelog
ldmaliansiSeusivedn Welnseiaudafuves
qﬂﬁﬂﬁy’aé’mﬁuﬁwu,azmi‘u%mi Frugn i Tnand
ssnalumuuINUsesuau lnedinsyuiunisyinguesy 2

9 Y
v
o

Juneu liunn1sasienudnyuyIndayateaniny
fdnys uagnsasanvuiaesdmiuiuunanuian
dnunsaeAUsenantsmaassladed wuusiasdld
AENYMENSId1sFaLUY Word Embedding wdaslv
oglusUnuuveauming Auyadeyaniulneiidy
Snwarnsihdmauiluiuemsveaiu Wongnai 3
\u Food Platform wui1 uwuusassiléviseanud
svezem-szevau (LSTM) Iiuszansamlunisviunels
AnTlaseeUszauuuaeuligtu uasvtheleundu
wuufivseg Tunniaustlddnasdudianugndos
AAnawiudl AmnusEdn Amnunana eaain
Sanesiuviaiinisfarsuiusunvesdi uay
gnesnuuusndmiunsusyInanadiu (Sequence)
wagfinheanusinelufies fwihliaunsoansa
FormuinafesiivszananainnountudthuiUssana
waselumdnldld Uszneududnwauzaiuiidesidn
Ustleafifidernugniunnainngusogiasana s dena
Trimiranudiszeren-svosdu fanuusiugrgands
danesfiunsiFeuditednulnduy Tuvasildnailuns
Ussawalduananaiuunnin waznsusunsiimes
EPOCHS, Batch Size, Learning Rate @swalialasizsi
foyaldgniosunndedu uireseglussiufimnza sl
nvisetesauiuly Turugiisniunsuiumdnes
qafﬁuﬁaﬂ%wwmaﬂum'ﬁﬂismamamwﬁuwiuﬁu
HOAAADINUNANIINAADIUBY Murthy [14] Wag Kurniasari
[15] fviudsaguldiuuuhaesiivauntusesanes
b sy Srerau Snnumnyauiigaasii
Tdszgndduldludunisideyaniunisiumiles

oA (Text mining) W3BNITILATITNBITUAIUID
AMUFANINTBAIY (Sentiment Analysis) A1unlneg
HAdefidolanouurdn @1115098NLUUIIEALLBEA
SruauduvesmvinuresnsFeudidednlitiunniy
uay MsUduAsuilaidunszdu (activation function)
Tunvudrassliiinnunainvalgazaiuisodsnaln
wuusaesisyansamauly
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