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บทคัดย่อ
งานวิจัยได้นำ�ำเสนอการพัฒนาแบบจําลองการวิเคราะห์ความรู ้สึกบนส่ือสังคมออนไลน์ไทยโดยใช้เทคนิค

การเรียนรู้เชิงลึกประกอบด้วย โครงข่ายประสาทแบบคอนโวลูชัน (Convolutional Neural Network) หน่วยความจำ�ำ

ระยะยาว-ระยะสั้น (Long Short-Term Memory) และหน่วยเวียนกลับแบบมีประตู (Gated Recurrent Unit) โดยการ

ทดสอบกับชุดข้อมูลความคิดเห็นต่อสินค้าและบริการของเว็บวงใน (Wongnai) เมื่อวัดประสิทธิภาพจากค่าความถูกต้อง 

พบว่าแบบจำ�ำลองที่ดีที่สุดคือหน่วยความจำ�ำระยะยาว-ระยะส้ันมีความถูกต้องในการจำ�ำแนกสูงถึง 83.7% รองลงมาเป็น 

โครงข่ายประสาทแบบ คอนโวลชูนัมปีระสทิธภิาพความถกูต้องในการจำ�ำแนก 77.0% ตามมาด้วยหน่วยเวยีนกลับแบบมปีระตู 

มีความถูกต้องในการจำ�ำแนก 65.4% ตามลำ�ำดับ ดังนั้นจึงสรุปได้ว่าแบบจำ�ำลองหน่วยความจำ�ำระยะยาว-ระยะสั้น

มคีวามเหมาะสมและมปีระสทิธิภาพทีจ่ะนำ�ำไปสร้างระบบวเิคราะห์ความคดิเหน็อตัโนมตัอินัเนือ่งจากอลักอรทึิมชนิดนีม้กีาร

พิจารณาบริบทของคำ�ำในภาษาไทย และถูกออกแบบมาสำ�ำหรับการประมวลผลแบบลำ�ำดับตลอดจนมีหน่วยความจำ�ำภายใน

ตัวเอง

คำ�ำสำ�ำคัญ: เทคนิคการเรียนรู้เชิงลึก โครงข่ายประสาทแบบคอนโวลูชัน หน่วยความจำ�ำระยะยาว-ระยะสั้น หน่วยเวียนกลับ 

แบบมีประตู การวิเคราะห์ความรู้สึก
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Abstract
This research purpose is a sentiment analysis model based on Thai social media using deep 

learning techniques consisting of Convolutional Neural networks, Long Short-Term Memory, and Gated 

Recurrent units. This research was tested with a wongnai product and service opinion dataset and 

measured its effectiveness based on Accuracy. The experiment of this research found Long Short-Term 

Memory provides better classification accuracy than Convolutional Neural networks and Gated Recurrent 

units with an accuracy of 83.7%, followed by Convolutional Neural networks with an accuracy of 77.0%, 

Finally Gated Recurrent units with an accuracy of 65.4% respectively. Therefore, it can be concluded 

that the Long Short-Term Memory model is the most appropriate and effective for creating an automated 

sentiment analysis system. The reason is that this algorithm takes into account the context of Thai words 

and is designed for sequential processing as well as its internal memory.

Keywords: Deep Learning, Convolutional Neural Network, Long Short-Term Memory, Gated Recurrent Unit, 

Sentiment analysis

มีความสนใจในเรื่องเดียวกันจนกลายเป็นชุมชนออนไลน์ท่ี

รวมคนที่มีความชอบเดียวกันมาแชร์คอนเทนต์ท่ีสนใจ

ร่วมกัน เป็นการออกแบบให้เข้าถึงกันได้ สื่อสังคมออนไลน์

จัดเป็นบริการเครือข่ายสังคมออนไลน์ประเภทไมโครบล็อก

ซึ่งผู้ใช้สามารถส่งรูป ข้อความยาว เพื่อบอกเล่าเรื่องราวใน

ชีวิตประจำ�ำวันหรือแสดงความคิดเห็น จุดเด่นของส่ือสังคม

ออนไลน์ คือ การที่ผู้ใช้งานสามารถเขียนข้อความบรรยาย

คุณลักษณะสินค้าและบริการ และผู้คนมากมายมักจะแสดง

ความคิดเห็นลงบนส่ือสังคมออนไลน์ ไม่ว่าจะวิจารณ์ข่าว

ดารา กีฬา หรือแม้แต่วิจารณ์การใช้บริการหรือผลิตภัณฑ์

ของธุรกิจต่าง ๆ ตลอดจนการรีวิวร้านอาหาร (Wongnai 

Food Platform) สถานที่ท่องเที่ยว ที่พักโรงแรม และอื่นๆ 

ข้อความเหล่านี้มักจะถ่ายทอดถึงอารมณ์และความรู้สึกของ

ผู้ใช้บริการ จึงนับได้ว่าเป็นช่องทางในการรับฟังเสียงของ

ลูกค้าที่สำ�ำคัญอีกหนึ่งแหล่งท่ีสมควรนำ�ำมาวิเคราะห์เพื่อ

ประโยชน์ทางธุรกิจ [1-3]

จากเหตผุลทีก่ล่าวมาข้างต้น ผูว้จิยัจงึทำ�ำการศกึษา

วิจัยการพัฒนารูปแบบแบบจำ�ำลองการวิเคราะห์ความรู้สึก

บนส่ือสังคมออนไลน์ไทยโดยใช้เทคนคิการเรยีนรูเ้ชงิลึกและ

บทนำ�ำ 

สื่อสังคมออนไลน์ (Social Media) จัดเป็นสื่อ

ประเภทหนึ่งที่ได้รับความนิยมอย่างมาก จากสถิติการใช้งาน 

สื่อสังคมออนไลน์ในประเทศไทย พบว่าผู้ใช้งานส่ือสังคม

ออนไลน์ ในเดือนกุมภาพันธ์ 2564 มีจำ�ำนวนผู้ใช้งาน

ในประเทศ 12 ล้านราย มีอัตราการเติบโต 33% สื่อสังคม

ออนไลน์ประเภทอื่น ๆ อย่างเฟสบุ๊ค (Facebook) อัตรา

การเติบโต 4% และอินสตาแกรม (Instagram) เติบโต 24% 

รวมถึงทวิตเตอร์ (Twitter) เติบโต 20% ได้รับความนิยม

ใช้งานเพิ่มข้ึน ปัจจัยสำ�ำคัญที่ทำ�ำให้ส่ือสังคมออนไลน์ได้รับ

ความนิยม เพราะเป็นแพลตฟอร์มในรูปแบบเป็นการแชร์สิ่ง

ต่าง ๆ รอบตัว การแสดงความคิดเห็นไปมาในลักษณะการ

แบ่งปันมีการนำ�ำเสนอข้อมูลที่มีความหลากหลายอาทิเช่น 

ข้อมูลด้านบันเทิง ความรู้ ข่าวต่าง ๆ  ที่ผู้คนโดยทั่วไปสามารถ

ติดตามสิ่งที่สนใจได้ ไม่ได้เป็นแพลตฟอร์มแบบ Look at Me 

ที่เป็นการแชร์เรื่องราวของตัวเอง สิ่งสำ�ำคัญของสื่อสังคม

ออนไลน์ คือ เรื่องของคอนเทนต์หรือข้อมูลที่นำ�ำเสนอ ผู้ที่เข้า

มาใช้สื่อสังคมออนไลน์เป็นลักษณะของกลุ่มคน หรือเฉพาะ

กลุ่มที่ต้องการมาดูคอนเทนต์ เป็น Public Platform ที่ให้

ผู้คนเข้ามาพูดคุยเรื่องราวที่สนใจข้อมูลเน้ือหาเดียวกันและ
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ทำ�ำการเปรียบเทียบประสิทธิภาพของแต่ละวิธี เพื่อนำ�ำแบบ

จำ�ำลองมาใช้ประโยชน์ในการวเิคราะห์ความคดิเหน็ของลกูค้า 

ทั้งในด้านสินค้า ด้านการบริการ และด้านสถานที่ ว่ากล่าว

ถึงธุรกิจในด้านบวกหรือด้านลบเพื่อเพิ่มความสะดวกให้กับ

องค์กร โดยที่ไม่ต้องไปอ่านข้อความที่มีอยู่จำ�ำนวนมากและ

นำ�ำข้อมูลที่ได้ใช้เป็นข้อเสนอแนะเพื่อเป็นแนวทางในการ

แก้ไข ปรบัปรงุในด้านการบรกิารธุรกจิทีต่รงกบัความต้องการ

ของลูกค้าเพื่อสร้าง ความพึงพอใจสูงสุดให้แก่ลูกค้าและ

สามารถนำ�ำแบบจำ�ำลองมาพัฒนาต่อยอดเป็นระบบวิเคราะห์

ความคิดเห็นอัตโนมัติต่อไปในอนาคต

 

วิธีดำ�ำเนินการวิจัย

ขัน้ตอนการศกึษาและวิเคราะห์ปัญหาประกอบด้วย

การค้นหาข้อมลูวจิยัโดยการทบทวนงานวจิยัทีเ่กีย่วข้อง สำ�ำรวจ

ปัญหาที่พบในปัจจุบัน จัดทำ�ำโมเดลงานวิจัย ค้นหาเครื่องมือ

และเทคโนโลยีที่เหมาะสมต่อการทำ�ำงานวิจัย และรวบรวม

ข้อมูลเพื่อใช้เป็นตัวอย่างในงานวิจัย โดยมีรายละเอียดดังนี้

.

การเก็บรวบรวมข้อมลูงานวิจยันีไ้ด้ทำ�ำการเลอืกใช้

ชดุข้อมลูกรณศีกึษาของการแสดงความคดิเหน็ต่อสินค้าและ

บริการของ เว็บ Wongnai Food Platform ซึ่งเก็บรวบรวม

ข้อความรีวิวร้านอาหาร การบริการ คุณภาพอาหาร และ

สถานที่ ซึ่งชุดข้อมูลดังกล่าวนั้นเปิดให้เข้าใช้งานในรูปแบบ

ของสาธารณะ ภายในชดุข้อมลูประกอบด้วยข้อมูลการแสดง

ความคิดเห็นในรูปแบบทั้งเชิงบวก จำ�ำนวน 2,000 ระเบียน 

และเชงิลบจำ�ำนวน 2,000 ระเบยีน ข้อความแสดงความคดิเหน็

และ Rating การให้คะแนนร้านอาหาร ซ่ึงสามารถจำ�ำแนก

ประเภทของความคิดเห็นทิศทางบวกหรือทิศทางลบต่อการ

ใช้บริการร้านอาหารดังกล่าว การเก็บรวบรวมข้อมูล ผู้วิจัย

ได้เก็บข้อมูลความคิดเห็นที่มีต่อร้านค้าและการบริการที่

รวบรวมได้จากเวบ็ดงักล่าว มาวเิคราะห์ผ่านผูเ้ชีย่วชาญเพือ่

ลงความเห็นทลีะข้อความว่าแต่ละความคิดเหน็ต่อตวัร้านค้า

และการบริการนั้นเป็นด้านบวกหรือด้านลบ จากนั้นได้

แบ่งกลุ่มตัวอย่างออกมาเป็นข้อมูลสำ�ำหรับ Training Set 

80% และกลุม่ตัวอย่างสำ�ำหรบั Test Set 20% ดงัภาพท่ี 1-2

,

,

,

ภาพที่ 1 เว็บ Wongnai Food Platform [3] 
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การตัดคำ�ำภาษาไทย (word segmentation) 

เป็นกระบวนการหลักและมีความสำ�ำคัญสำ�ำหรับภาษาไทย 

งานวิจัยนี้ผู้วิจัยได้เลือกใช้โปรแกรมตัดคำ�ำภาษาไทย โดยใช้

โมดลู NLTK และ PyThaiNLP ในการตดัคำ�ำภาษาไทย ซึง่เป็น

คณุลกัษณะแบบ คำ�ำเดีย่ว (Single word) ทีไ่ด้จากการตดัคำ�ำ

ด้วยวิธีการตัดคำ�ำแบบวิธีการเทียบคำ�ำที่ยาวที่สุด (Longest 

Word Pattern Matching) โดยใช้พจนานกุรม (Dictionary-

Based Approach) เป็นตัวเปรียบเทียบ เนื่องจากให้ผลการ

ตัดคำ�ำออกมาถูกต้องที่สุด โดยใช้การตัดคำ�ำตามพจนานุกรม

กระบวนการทำ�ำงานของโปรแกรมตัดคำ�ำภาษาไทย เริ่มต้น

ด้วยการดึงข้อมูลจากฐานข้อมูลหรือไฟล์ข้อมูลมาเก็บไว้ท่ี

ตัวโปรแกรม หลังจากน้ันนำ�ำข้อความแต่ละรายการเข้าสู่

กระบวนการตดัคำ�ำภาษาไทยด้วยโปรแกรมตดัคำ�ำ โดยจะตดัคำ�ำ 

แบบวิธีเทียบคำ�ำท่ียาวที่สุดที่พบในพจนานุกรม เร่ิมต้นจาก

การค้นหาและขจัดสัญลักษณ์พิเศษออก ต่อมาจึงทำ�ำการ

ค้นหาและขจัดชุดคำ�ำสั่งเอชทีเอ็มแอล (HTML) ออก แล้วจึง

นำ�ำข้อความที่ได้ไปเทียบกับคำ�ำตามพจนานุกรม โดยกำ�ำหนด

ให้ตัวอักษรของการตัดคำ�ำที่ตัดได้แยกจากกันด้วยสัญลักษณ์

ไปป์ ( | ) สุดท้ายนำ�ำไปบันทึกข้อมูลลงในฐานข้อมูลหรือไฟล์

ข้อมูล [4] 

การกำ�ำจัดคำ�ำหยุด (Stop word ) เป็นการนำ�ำคำ�ำที่

ไม่มีความหมายหรือคำ�ำที่ไม่มีนัยสำ�ำคัญในเอกสารออก โดยที่

ความหมายของคำ�ำหรือข้อความจะไม่เปลี่ยนแปลง คำ�ำหยุด

จะปรากฏในข้อความทุกข้อความ ซึง่คำ�ำหยดุเป็นคณุลกัษณะ

ที่ไม่มีความเกี่ยวข้องหรือไม่มีประโยชน์ในการจำ�ำแนก

หมวดหมู่ข้อความ ดังนั้นการกำ�ำจัดคำ�ำหยุดจึงเป็นกระบวน

การที่ควรทำ�ำก่อนการจัดทำ�ำดัชนี เพ่ือกำ�ำจัดคุณลักษณะที่ไม่

,
,

เป็นประโยชน์ และลดขนาดของดัชนีลง ซึ่งจะช่วยประหยัด

ทั้งพื้นที่และเวลาในการประมวลผล 

การทำ�ำความสะอาดข้อมูล (Text Cleaning) 

เป็นขั้นตอนในการทำ�ำความสะอาดข้อความต่าง ๆ สำ�ำหรับ

ข้อมูลท่ีอยู่ในรูปแบบข้อความนัน้จะเป็นการแก้ไขรายละเอียด

คำ�ำในส่วนท่ีสะกดผิดเป็นส่วนใหญ่ หรือการปรับตวัอักษรของ

คำ�ำให้อยู่ในรูปแบบเดียวกัน เช่น ตัวพิมพ์เล็กในภาษาอังกฤษ

เนื่องจากคอมพิวเตอร์จะเข้าใจตัวอักษรพิมพ์ใหญ่ และ

พิมพ์เล็กว่าแตกต่างกัน ไม่ใช่ตัวเดียวกัน เช่น ‘A’ กับ ‘a’ 

เป็นต้น ในงานวิจัยนี้เป็นการทำ�ำความสะอาดชุดข้อมูล

ภาษาไทยซึ่งได้ทำ�ำการลบสัญลักษณ์ต่าง ๆ ที่อยู่ในชุดข้อมูล

ออกไป ซึ่งสัญลักษณ์ดังกล่าวไม่มีประโยชน์ในการจำ�ำแนก

ประเภท [5, 6]

การสร้างคลังคำ�ำศัพท์ (Vocabulary) เป็นขั้นตอน

ในการสร้างคลงัคำ�ำศพัท์สำ�ำหรบัใช้ในการวเิคราะห์ โดยทำ�ำการ

รวบรวมคำ�ำทีม่อียูใ่นประโยคและทำ�ำการสร้างคลังคำ�ำศัพท์โดย

ทำ�ำการนำ�ำคำ�ำที่แตกต่างกันมาใช้ในการสร้าง ซ่ึงสามารถ

กำ�ำหนดขอบเขตของคำ�ำที่ใช้ในการศึกษาได้โดยการกำ�ำหนด

จำ�ำนวนคำ�ำที่แสดงผลมากที่สุดในชุดข้อมูล เพ่ือลดข้อมูล

ในส่วนที่ไม่จำ�ำเป็นในการวิเคราะห์ออกไป

การแปลงข้อความ (Text Transformation) 

เป็นขั้นตอนที่ใช ้ในการแปลงคำ�ำต่าง ๆ ให้อยู ่ในรูปที่

คอมพิวเตอร์สามารถนำ�ำไปใช้ในการประมวลผลต่อได้ซึ่งจะ

ต้องทำ�ำการแปลงข้อมลูก่อนทีจ่ะนำ�ำมาใช้วเิคราะห์ด้วยอลักอ

ริทึมของการเรียนรู้เชิงลึก การเลือกคุณลักษณะ คือ วิธีการ

เลือกคำ�ำสำ�ำคัญบางคำ�ำจากคำ�ำสำ�ำคัญทั้งหมด เนื่องจากการนำ�ำ

คุณลักษณะจำ�ำนวนมากมาใช้ในการประมวลผลจะใช้เวลา

ภาพที่ 2 กลุ่มตัวอย่างข้อมูลข้อความรีวิวร้านอาหาร [3] 
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และทรัพยากรในการประมวลผลมาก ดังนั้นจึงจำ�ำเป็นต้องมี

การเลือกคุณลักษณะเพื่อให้ข้อมูลมีขนาดลดลง แต่ต้อง

สญูเสียลักษณะสำ�ำคญัของข้อมลูและความถกูต้องของผลลพัธ์

ให้น้อยที่สุด โดยพิจารณาจากค่าน้�้ำำหนักของคำ�ำสำ�ำคัญนั้น ๆ 

โดยงานวจัิยนีไ้ด้เลอืกใช้ Word Embedding ซ่ึงกระบวนการ

การสร้างตัวแทนของข้อความเป็นอีกหนึ่งเทคนิคด้านการ

ประมวลผลภาษาธรรมชาติในการสร ้างตัวแทนเชิง

ความหมายของคำ�ำเป็นการแทนที่ข้อความด้วยเวกเตอร์คำ�ำ 

(Word Vector) โดยในการแทนที่ข้อความจะใช้จำ�ำนวนของ

เวกเตอร์เท่ากับความยาวของข้อความ และขนาดของ

เวกเตอร์จะสามารถกำ�ำหนดเองได้ ทั้งนี้ การสร้างเวกเตอร์

คำ�ำนิยมสร้างโดยการวิเคราะห์ข ้อความจากชุดข้อมูล

ทั้งหมดก่อน แล้วจึงสร้างเวกเตอร์คำ�ำโดยให้คู่ของคำ�ำที่มี

ความหมายใกล้เคยีงกนัมรีะยะห่างของเวกเตอร์คำ�ำใกล้เคยีง

กนัด้วย วิธกีารสร้างเวกเตอร์คำ�ำท่ีใช้ในงานวจัิยนีค้อืเวร์ิดทูเวก 

(Word2Vec) ที่จะใช้วิธีการคำ�ำนวณตัวเลขของคำ�ำน้ันจาก

บริบทรอบข้างของคำ�ำนั้น จัดเป็นแบบจำ�ำลองเหล่านี้เป็น

โครงข่ายประสาทสองชัน้แบบตืน้ทีไ่ด้รบัการฝึกฝนเพือ่สร้าง

บริบททางภาษาของคำ�ำขึ้นมาใหม่ ดังภาพที่ 3 [7, 8]

 

  

Raw Data 

Wongnai Customer Reviews 

Word Segmentation 

Stopword  

Text Cleaning / Text Transformation 

Word Embedding / Word2Vec 

Deep Learning Algorithm 

CNN / GRU / Long Short-Term Memory 

Classifier Model Predicted Category Unseen Data 

ภาพที่ 3 ขั้นตอนการวิจัย

เทคนิคการเรียนรู้เชิงลึก

เทคนิคการเรียนรู้เชิงลึก (Deep Learning) [9] 

เป็นส่วนหนึ่งของการเรียนรู้ของเครื่อง (Machine Learning) 

ซึ่งเป็นอัลกอริทึมที่ใช ้สำ�ำหรับการเรียนรู ้ที่สามารถทำ�ำให้

เครือ่งจกัรสามารถตัดสนิใจได้เช่นเดยีวกบัมนุษย์ โดยการเรยีนรู้ 

ของเครื่องเป็นการประยุกต์ใช้ความรู้ทางด้านสถิติ ในการ

วเิคราะห์ข้อมลูและสร้างแบบจำ�ำลองสำ�ำหรบัทำ�ำนายผลลพัธ์จาก

ข้อมูล จุดเร่ิมต้นของการเรียนรู้เชิงลึกนั้นเริ่มมาจากโครงข่าย

ประสาทเทียม (Neural Network) เป็นอัลกอริทึม ที่คิดค้นขึ้น

มาจากการเลียนแบบการทำ�ำงานของสมองมนุษย์ ซึ่งสมองของ

มนุษย์มีการทำ�ำงานที่ซับซ้อนและสามารถวิเคราะห์สิ่งต่าง ๆ 

เป็นจำ�ำนวนมากได้อย่างมปีระสทิธภิาพ โดยโครงข่ายประสาท

เทยีมนัน้ได้ทำ�ำการจำ�ำลองการทำ�ำงานของเซลล์ประสาทขึน้มา 

ซึ่งแต่ละเซลล์ก็มีการเชื่อมต่อเพื่อส่งข้อมูลไปหากัน เพื่อใช้

ในการตัดสินใจ โดยการทำ�ำงานเบื้องหลังของโครงข่าย

ประสาทเทียมนั้นมีหน่วยย่อยที่ทำ�ำงานคล้ายกับเซลล์

ประสาทของมนษุย์เรยีกว่าโหนด ซึง่โหนดสามารถรวมตวักนั

จำ�ำนวนหนึง่เรยีงตวัเป็นชัน้ จะเรียกว่า Layer โดยแต่ละโหนด

จะมีขั้นตอนการทำ�ำงานแบ่งหน้าที่ตาม Layer เช่น Input 

Layer, Hidden Layer และ Output Layer เป็นต้น

โครงข่ายประสาทแบบคอนโวลชูนั (Convolutional 

Neural Network: CNN) [9] เป็นอัลกอริทึมของการเรียนรู้
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เชิงลึก โดยทำ�ำงานคล้ายกับการกวาดสายตามองของมนุษย์

โดยจะทำ�ำการแบ่งกลุม่ของคณุลกัษณะออกไปวเิคราะห์ และ

ทำ�ำการนำ�ำคุณลักษณะที่ได้ใหม่ไปใช้ในการทำ�ำนายผล โดย

คอนโวลูชันนั้นมีจุดเด ่นในด้านของการทำ�ำ Feature 

Extraction จากชุดข้อมูล โดยเน้นไปที่การหาคุณลักษณะ

จากชุดข้อมูลในรูปแบบของกลุ่มข้อมูล อัลกอริทึมคอนโวลู

ชันมีการแบ่งการทำ�ำงานออกเป็น 2 ส่วนได้แก่ Feature 

Extraction และ Classification โดย Feature Extraction 

เป็นการทำ�ำงานเพื่อคัดเลือกคุณลักษณะสำ�ำหรับการนำ�ำไปใช้

ในการทำ�ำนายผลทีข่ัน้ตอน Classification ซึง่เป็นขัน้ตอนต่อ

ไป สำ�ำหรับการทำ�ำ Feature Extraction ของคอนโวลูชัน 

เป็นการใช้ตัวกรองในการคัดเลือก Feature โดยทำ�ำการ

กำ�ำหนดขนาดของตัวกรองที่ใช้สำ�ำหรับการคัดเลือกข้อมูล ตัว

กรองนี้อยู่ในรูปของ Matrix ทำ�ำงานโดยการวางลงไปบนชุด

ข้อมูลเพื่อกำ�ำหนดบริเวณที่ใช้ในการวิเคราะห์ และทำ�ำการ

ประมวลผลออกมาอลักอรทิมึคอนโวลชูนั ทำ�ำการใช้ตวักรอง

ในการสร้างชุดคุณลักษณะขึ้นมาใหม่ เมื่อได้คุณลักษณะขึ้น

มาใหม่แล้ว เราสามารถทำ�ำการลดขนาดของคณุลกัษณะทีไ่ด้

มาและยงัคงเอกลกัษณ์ของข้อมลูเดมิโดยไม่ทำ�ำให้ผดิเพีย้นได้ 

โดยมีอัลกอริทึมให้เลือกใช้งาน 2 แบบ ได้แก่ Max Pooling 

และ Average Pooling โดย Max Pooling นัน้เป็นการสร้าง

ตัวกรองอีกตัวขึ้นมาเพื่อนำ�ำไปใช้ในการวิเคราะห์ข้อมูล จาก

นัน้ทำ�ำการดงึค่าทีม่ากทีส่ดุทีอ่ยูใ่นตวักรองออกมาใช้งาน ส่วน 

Average Pooling เป็นการสร้าง Filter เช่นเดยีวกนักับ Max 

Pooling แต่เป็นการดึงค่าเฉล่ียของค่าต่าง ๆ ของตัวกรอง

ออกมา โครงข่ายประสาทแบบคอนโวลูชันไม่เพียงแต่นำ�ำไป

ใช้ในการวิเคราะห์ข้อมูลที่อยู่ในรูปแบบของรูปภาพเท่านั้น 

แต่ยังสามารถนำ�ำไปใช้ในการวิเคราะห์ข้อมูลที่อยู่ในรูปของ

ข้อความได้อกีด้วย งานวจิยันีไ้ด้กำ�ำหนดค่าพารามเิตอร์อลักอ

ริทึมคอนโวลูชันที่ เกี่ยวข ้องท้ังหมด ได ้แก ่ Conv1D 

filters=32, kernel_size=8, activation=relu, Dropout 

=0.5, MaxPooling1D pool_size=2, fixed Dense =128, 

optimizers =Adam EPOCHS = 50, Batchsize = 256, 

Learning Rate=0.001 โดยโหนด Dense output=2 คือ

ผลลัพธ์มีสองประเภทคือเชิงบวกกับเชิงลบ ดังรายละเอียด

ในภาพที่ 4 

 

ภาพที่ 4 โครงข่ายประสาทแบบคอนโวลูชัน [9] 

หน่วยความจำ�ำระยะยาว-ระยะสั้น (Long Short-

Term Memory: LSTM) [10] เป็นอัลกอริทึมที่ถูกพัฒนา

ต่อยอดมาจาก RNN โดยทำ�ำการแก้ปัญหาในส่วนของ 

Gradient Vanishing ด้วยการออกแบบการทำ�ำงานในส่วน

ของ Cell ใหม่ ให้สามารถเก็บสถานะของการคำ�ำนวณได้ 

โดยใน Cell ของ LSTM นัน้มหีน่วยคำ�ำนวณย่อยเรยีกว่า Gate 

ซึง่ประกอบด้วย Input Gate, Forget Gate, Memory Cell 

State Gate และ Output Gate อัลกอริทึม LSTM นิยมใช้

กบัข้อมลูทีม่คีวามยาว เช่น รูจ้ำ�ำข้อความ เสยีงพดูหรอืวดีทิศัน์ 

โดย LSTM ประกอบด้วย input gate, output gate และ 
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forget gate ซึ่งจะเป็นสิ่งท่ีควบคุมการไหลของข้อมูล 

โดยเมื่อ LSTM ได้รับข้อมูลมาจากชั้น input เป็นครั้งแรก 

LSTM จะเข้าสู่ input gate และเข้าสู่ output gate 

เพื่อตัดสินใจว่าจะเก็บค่าที่ได้ไว้แล้วจะวนซ้�้ำำใน LSTM หรือ

แสดงผลข้อมูล ดังนั้น LSTM จึงสามารถเรียนรู้จากข้อมูลที่

เป็นลำ�ำดับและเก็บหรือลบข้อมูลท้ิงถ้าข้อมูลน้ันไม่จำ�ำเป็น 

งานวจิยันีไ้ด้กำ�ำหนดค่าพารามเิตอร์อลักอรทิมึหน่วยความจำ�ำ

ระยะยาว-ระยะสั้น ได้แก่ Bidirectional-LSTM=256, 

a c t i v a t i on= re lu ,  fi xed  Dense  =128 -64 , 

optimizers=Adam EPOCHS=50, Batchsize=256, 

Learning Rate=0.001 โดยโหนด Dense output=2 

เชิงบวกกับเชิงลบ ดังรายละเอียดในภาพที่ 5 

ภาพที่ 5 หน่วยความจำ�ำระยะยาว-ระยะสั้น (LSTM) และ ค่าพารามิเตอร์ [11]

หน่วยเวียนกลับแบบมีประตู (Gated Recurrent 

Unit: GRU) [12] ถูกพัฒนาต่อยอดมาจาก LSTM ซึ่งพัฒนา

ในส่วนของการลดความซับซ้อนในการทำ�ำงานของโครงข่าย

ประสาทแบบ LSTM เน่ืองจากจำ�ำนวนหน่วยย่อยใน Cell 

จำ�ำนวนมาก ซึ่งมีผลต่อประสิทธิภาพในการวิเคราะห์และ

ทำ�ำนายผล โดย GRU ได้ทำ�ำการลดความซบัซ้อนในการทำ�ำงาน

ของโครงข่ายประสาทแบบ LSTM โดยการลดหน่วยย่อยใน 

Cell เหลือเพียง 2 ส่วน ได้แก่ Update Gate และ Reset 

Gate นอกจากนี้ GRU มีกลไกปิดเปิดการอัพเดทสถานะ

ภายใน Neural Network ที่คล้ายกับ LSTM ที่จะมี Forget 

Gate แต่มีพารามิเตอร์น้อยกว่า LSTM เนื่องจากไม่มี 

Output Gate ในหลายงาน GRU มีประสิทธิภาพใกล้เคียง

กับ LSTM แต่เนื่องจากพารามิเตอร์น้อยกว่าทำ�ำให้ เทรนได้

ง่ายกว่า เร็วกว่า และในบางงานที่กลุ่มตัวอย่างที่มีขนาดเล็ก 

พบว่า GRU ประสิทธภิาพดกีว่า งานวจิยันีไ้ด้กำ�ำหนดค่าพารา

มิเตอร์อัลกอริทึมหน่วยเวียนกลับแบบมีประตู ได้แก่ 

Bidirectional-GRU=256, activation=relu, fixed Dense 

=128-64 ,  opt imizers=Adam, EPOCHS=50, 

Batchsize=256, Learning Rate=0.001 โดยโหนด Dense 

output=2 เชิงบวกกับเชิงลบ ดังรายละเอียดในภาพที่ 6

ภาพที่ 6 หน่วยเวียนกลับแบบมีประตู และค่าพารามิเตอร์ (GRU) [11] 
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ค่าทางสถติใิช้สำ�ำหรบัเปรยีบเทยีบข้อมลูการทำ�ำนาย

ผลระหว่างผลลัพธ์เป้าหมายกบัผลลพัธ์ทีท่ำ�ำนายได้ว่ามคีวาม

สัมพนัธ์กนัอย่างไร โดยการคำ�ำนวณค่าความถกูต้องนัน้จะต้อง

ทำ�ำการสร้างเมทริกซ์วัดประสิทธิภาพ (Confusion Matrix) 

ขึ้นมาโดยมีรายละเอียดดังตารางที่ 1

ตารางที่ 1 ตาราง Confusion Matrix

Actual

Positive Negative

Prediction
Positive True Positive (TP) False Positive (FP)

Negative False Negative (FN) True Negative (TN)

จากตาราง เมื่อแบ่งให้ข้อมูลมี 2 ประเภท ได้แก่

ข้อมูลด้านบวก (Positive) และข้อมูลด้านลบ (Negative) 

สามารถอธิบายค่าในตัวแปรต่าง ๆ  ของ Confusion Matrix 

ออกได้เป็น 4 กรณี ได้แก่ True Positive (TP) หมายถึง 

แบบจำ�ำลองสามารถทำ�ำนายข้อมูลเป็นด้านบวก และตรงกับ

ผลลพัธ์เป้าหมายเป็นด้านบวก False Positive (FP) หมายถงึ 

แบบจำ�ำลองสามารถทำ�ำนายข้อมูลเป็นด้านบวก แต่ผลลัพธ์

เป้าหมายเป็นด้านลบ False Negative (FN) หมายถึง 

แบบจำ�ำลองสามารถทำ�ำนายข้อมูลเป็นด้านลบ แต่ผลลัพธ์

เป้าหมายเป็นด้านบวก True Negative (TN) หมายถึง 

แบบจำ�ำลองสามารถทำ�ำนายข้อมูลเป็นด้านลบ และตรงกับ

ผลลพัธ์เป้าหมายเป็นด้านลบ งานวจัิยนีว้ดัประสทิธภิาพจาก

ค่าความถูกต้อง (Accuracy) ค่าความแม่นยำ�ำ (Precision) 

ค่าความระลกึ (Recall) ค่าความถ่วงดลุ (F - Measure) [13]

ผลการวิจัย

จากการทดลองและวิเคราะห์งานวิจัยต่าง ๆ ที่

เกี่ยวข้อง พบว่าการสร้างแบบจำ�ำลองทางด้านการวิเคราะห์

ความรู ้สึกเพ่ือให ้ความถูกต ้องสูงต ้องใช ้ความรู ้ด ้าน

ประมวลผลภาษาธรรมชาติมาประยุกต์ใช้งานจำ�ำนวนมาก 

โดยจะต้องทำ�ำการสร้างคุณลักษณะ สำ�ำหรับนำ�ำไปใช้ในการ

เรียนรู้ของอัลกอริทึมทางด้านเทคนิคการเรียนรู้เชิงลึกให้

เหมาะสม จากการเปรยีบเทยีบประสทิธภิาพในชดุข้อมลูของ 

Test Set ดงัภาพที ่8-10 เส้นสแีดง (Validation accuracy) 

และดังตารางที่ 2 พบว่าแบบจำ�ำลองที่ดีที่สุดคือหน่วย

ความจำ�ำระยะยาว-ระยะส้ัน มีความถูกต้องในการจำ�ำแนก

สูงถึง 83.7% ความแม่นยำ�ำ 83.9% ค่าความระลึก 83.7% 

ค่าความถ่วงดลุ 83.7% รองลงมาเป็นโครงข่ายประสาทแบบ

คอนโวลูชันมีประสิทธิภาพความถูกต้องในการจำ�ำแนก 

77.0% ค่าความแม่นยำ�ำ 77.2% ค่าความระลึก 76.8% 

ค่าความถ่วงดุล 77.0% ตามมาด้วยหน่วยเวียนกลับแบบมี

ประตู (Gated Recurrent Unit) มีความถูกต้องในการ

จำ�ำแนก 65.4% ค่าความแม่นยำ�ำ 65.8% ค่าความระลึก 

65.4% ค่าความถ่วงดลุ 65.3% ตามลำ�ำดบั สอดคล้องกบังาน

วิจัยของ Murthy และคณะ [14] ที่ทำ�ำการทดลองกับฐาน

ข้อมลูรวีวิเวบ็วจิารณ์หนงั IMDB เวบ็รีววิสินค้าร้าน Amazon 

พบว่า LSTM มีประสิทธิภาพที่ดีสำ�ำหรับข้อมูลประเภท

ข้อความ และสอดคล้องกับงานวิจัยของ Kurniasari และ

คณะ [15] พบว่าเมือ่ทำ�ำทดลอง LSTM กบัข้อมลูเวจิารณ์จาก

ส่ือสังคมออนไลน์ในภาษาอินโดนีเซีย พบว่าอัลกอริทึม 

LSTM ให้ผลการประเมินโมเดลที่มีความแม่นยำ�ำ และ

ประสิทธิภาพที่ดีเช่นเดียวกัน



ปีที่ 8 ฉบับที่ 2 กรกฎาคม - ธันวาคม 256516 ว. วิทย. เทคโน. หัวเฉียวเฉลิมพระเกียรติ

ตารางที่ 2 ผลการทดลองเปรียบเทียบประสิทธิภาพของแต่ละอัลกอริทึม

Accuracy Precision Recall F-Measure

CNN 0.770 0.772 0.768 0.770

GRU 0.654 0.658 0.654 0.653

LSTM 0.837 0.839 0.837 0.837

ภาพที่ 8 กราฟการทดสอบประสิทธิภาพความถูกต้องของกลุ่มตัวอย่าง โครงข่ายประสาทแบบคอนโวลูชัน

Convoltional Neural Network

1

Accuracy
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Accuracy
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ภาพที่ 9 กราฟการทดสอบประสิทธิภาพความถูกต้องของกลุ่มตัวอย่าง หน่วยเวียนกลับแบบมีประตู

Accuracy Long Short- Term Memory

acc
val_acc

epochs
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ภาพที่ 10 กราฟการทดสอบประสิทธิภาพความถูกต้องของกลุ่มตัวอย่าง หน่วยความจำ�ำระยะยาว-ระยะสั้น
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อภิปรายและสรุปผลการวิจัย

จากผลการทดสอบประสิทธิภาพของการพัฒนา

รูปแบบการวิเคราะห์ความรู้สึกบนสื่อสังคมออนไลน์ไทยโดย

ใช้เทคนิคการเรียนรู้เชิงลึก เพื่อวิเคราะห์ความคิดเห็นของ

ลูกค้าทั้งด้านสินค้าและการบริการ ด้านสถานที่ ว่ากล่าวถึง

ธุรกิจในด้านบวกหรือด้านลบ โดยมีกระบวนการทำ�ำงานอยู่ 2 

ขั้นตอน ได้แก่การสร้างคุณลักษณะจากข้อมูลข้อความ

ตัวอักษร และการสร้างแบบจำ�ำลองสำ�ำหรับจำ�ำแนกความรู้สึก 

สามารถอภิปรายผลการทดลองได้ดังนี้ แบบจำ�ำลองใช้

คุณลักษณะการเข้ารหัสแบบ Word Embedding แปลงให้

อยู่ในรูปแบบของเมทริกซ์ กับชุดข้อมูลภาษาไทยที่เป็น

ลักษณะการรีววิตวัสนิค้าในร้านอาหารของเวบ็ Wongnai ซ่ึง

เป็น Food Platform พบว่า แบบจำ�ำลองที่ใช้หน่วยความจำ�ำ

ระยะยาว-ระยะสัน้ (LSTM) ให้ประสทิธภิาพในการทำ�ำนายได้

ดกีว่าโครงข่ายประสาทแบบคอนโวลชูนั และหน่วยเวยีนกลบั

แบบมีประตู ในทุกตัวบ่งชี้ไม่ว่าจะเป็นค่าความถูกต้อง 

ค่าความแม่นยำ�ำ ค่าความระลึก ค่าความถ่วงดุล เนื่องจาก 

อัลกอริทึมชนิดนี้มีการพิจารณาบริบทของคำ�ำ  และ

ถูกออกแบบมาสำ�ำหรับการประมวลผลลำ�ำดับ (Sequence) 

และมีหน่วยความจำ�ำภายในตัวเอง ซึ่งทำ�ำให้สามารถจดจำ�ำ

ข้อความข้างเคยีงทีป่ระมวลผลมาก่อนหน้าแล้วนำ�ำมาประมวล

ผลต่อในคำ�ำถัดไปได้ ประกอบกับลักษณะงานที่ต้องรู ้จำ�ำ

ประโยคทีม่ข้ีอความยาวมากจากกลุม่ตวัอยา่งดงักลา่ว ส่งผล

ให้หน่วยความจำ�ำระยะยาว-ระยะสั้น มีความแม่นยำ�ำสูงกว่า

อัลกอริทึมการเรียนรู้เชิงลึกชนิดอื่น ในขณะท่ีใช้เวลาในการ

ประมวลผลไม่แตกต่างกันมากนัก และการปรับพารามิเตอร์ 

EPOCHS, Batch Size, Learning Rate ส่งผลให้วิเคราะห์

ข้อมูลได้ถูกต้องมากยิ่งขึ้น แต่ต้องอยู่ในระดับที่เหมาะสม ไม่

มากหรอืน้อยจนเกนิไป ในขณะเดยีวกนัการปรบัพารามเิตอร์

สูงขึ้นก็จะใช้ระยะเวลาในการประมวลผลนานขึ้นเช่นกัน 

สอดคล้องกับผลการทดลองของ Murthy [14] และ Kurniasari 

[15] ดงันัน้จงึสรปุได้ว่าแบบจำ�ำลองทีพั่ฒนาขึน้ด้วยอัลกอรทิมึ

หน่วยความจำ�ำระยะยาว-ระยะสัน้ มีความเหมาะสมทีส่ดุจะนำ�ำ

ไปประยุกต์ด้านใช้ในด้านการรู้จำ�ำข้อมูลด้านการทำ�ำเหมือง

ข้อความ (Text mining) หรือการวิเคราะห์อารมณ์หรือ

ความรู้สึกจากข้อความ (Sentiment Analysis) ภาษาไทย 

ผู้วิจัยมีข้อเสนอแนะว่า สามารถออกแบบรายละเอียด 

จำ�ำนวนช้ันของการทำ�ำงานของการเรียนรู้เชิงลึกให้มีมากขึ้น

และ การปรบัเปลีย่นฟังก์ชนักระตุน้ (activation function) 

ในแบบจำ�ำลองให้มีความหลากหลายจะสามารถส่งผลให้

แบบจำ�ำลองมีประสิทธิภาพขึ้นได้
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