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Development of a Semantic-based Image Retrieval Model

Using Contrastive Pre-trained between Image and Text
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Abstract

The objective of this research is to develop and evaluate the effectiveness of a semantic image
retrieval model using contrastive pre-trained. The approach involves 3 modules: 1) the image description
set generation module, which trains to encode both image content and textual content in various
embedding before estimating the output probability distribution using the softmax function. It then
calculates the loss to compare the meaning evaluation of images by experts with the predicted likelihoods
of labels from the model. This step involves adjusting parameters for image meaning learning using the
concept of retroactive distribution learning and self-paced learning, transferring the learned knowledge to
label data for images based on the high-level abstract concept of images obtained from meaning-based
similarity learning. This is followed by creating feature vectors for image characteristics, 2) the natural
language processing module, which encodes user's natural language queries to generate feature vectors for
query characteristics. And 3) the feature matching module, which matches image feature vectors and query
feature vectors based on vector similarity values. Then, it ranks the results according to relevance and
presents the image retrieval results to the user. The evaluation of semantic image retrieval performance
reveals that: The mean reciprocal rank (MRR) values for the top k retrievals on the Flickr30k dataset and the
self-collected dataset are 0.628 and 0.617, respectively, at K = 5, and the precision at kK (P @ k) values
for K =1, 3, and 5 on the Flickr30k dataset are 0.585, 0.664, and 0.761, respectively, when compared to
the self-collected dataset. While the precision at K values slightly decrease, the results show a consistent
trend. The outcomes of this research will aid in addressing the semantic gap problem and support users in
their natural language queries, which are linked to the image semantics rather than following the

grammatical rules of the language.

Keyword: Image retrieval, Pre-trained, Contrastive learning, Deep learning
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The white ani brown dogls running over the surface of the snow.

A whiteafid brown ¢ o = ow covered filed.
String matching

is running thr

Dataset

A dog is running in the snow.

A brown and white dog is running through th snow.

Man on skis looking at sky in the snow.
A skier in the snow next to trees.
Search Query

A person wearing skies in the snow.

A skier in the snow.

~ 8y
BI’OWn dog A blue hat skier with a red backpack. »

:\ Several climbers in a row are climbing the rock.

Seven climbers are ascending a rock.
A group of people climbing a rock.
A group of poeple are rock climbing on a rock climbing wall.

Acollage of - String matching -

Largd blaying with the sprinkler in the grass.

A dog is playing with a hose.

A brown dog running on a lawn near a garden hose.

A brown dog plays with the hose.

A brown dog chases the water from a sprinkler on a lawn.

AWA 1 MsAuAugUNMmE TRy

winsdufugunimdaedonnudaduisitenldeglutiagou uithwudgmmsdedelndlinstudon
vosgUnw Snitsdnesursnmitldlnsuywdortliannsoesuisldnseuaquiomusszuninldiemun duwal
sUamaNMsAuAuiivssAvBaimeh uay 2) medufugunimdaien (Content-based Image Retrieval: CBIR) [2]
MnMsTeuisuseninsAnfumiunudnuazsiun1weagUunm (Low-level Features) [3] Fadudoyailidl
Armanglufaies 1wy & sunss ulla sadsiumislunin (4] Safugudnuuesedugs (High-level Features)
%1 WuIAM (Concept) 37 (Object) iwmnnsal (Event) titedudugunmitiinnundeadsiumiummanniignuuans

Junadnd Al 2 msfufugunmidadiendiedeninu “a dog running on snow”

img_name description

The white and brown dog is running over the surface of the snow.
A white and brown dog is running through a snow covered filed.

A dog is running through snow.

running

A dog is running in the snow.

A brown and white dog is running through th snow.

Man on skis looking at sky in the snow.
A skier in the snow next to trees.

Search Query

A person wearing skies in the snow.

A skier in the snow.

A blue hat skier with a red backpack. »

Several climbers in a row are climbing the rock.

A dog running on snow

Seven climbers are ascending a rock.
A group of people climbing a rock.
A group of poeple are rock climbing on a rock climbing wall.

A collage of one person climbing a cliff.

Large brown dog playing with the sprinkler in the grass.
A dog is playing with a hose.

A brown dog running on a lawn near a garden hose.

A brown dog plays with the hose.

A brown dog chases the water from a sprinkler on a lawn.
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nnmd 2 MeuAugUnmidadomagihnsusuisunnuedeaiessrinnadnuustessUaman
Fornudumuarandnuugvosgunmlugateyauuiiuiiinmesvnaiedd (Multi-dimensional Vector) 1ty S
wiliied fAfiaesfegunss Afianufofiuia 1Hufu audnvarvesgunmlaiiidaundeadsiuandnumzves
sunmandeanufuniiuaus (Threshold) azgniesnyuilunadng

ae13lsfimu “A picture is worth a thousand words” LLamﬁaL‘l’famgﬂmwﬁmwwmWmﬂ‘mmamﬂﬂdﬁ
daifteututoniu dufumsduusunmisnudnvusdassndiiesegnaien ovdmalmintymdesin
ANUNLNE (Semantic-gap) Lﬁ'aﬂmﬂ@mé”ﬂwmzLwéwﬁlﬂﬁaﬁamwwmaﬁaeﬂugﬂmwlﬁaﬂwgﬂﬁm waTNEANTIN
fansinazldidumiiumsnusvietemnuunniinsssyfissnudnuuzing 9 vesguam JaAnduuuanns
FuAugUnNTenamung (Semantic-based Image Retrieval: SBIR) [5] i3 desloanadnvazuosgunimlig
AnuveRuiassueagUnm Mensulasadnvauslieglusuuuuvesanamnesunmlusedugs (High-level

Semantics) FININT 3

img_name description

The white and brown dog is running over the surface of the snow.
Dataset
A white and brown dog is running through a snow covered filed.
(Y A dog is running through snow.

Adog is running in the snow.

Result

A brown and white dog is running through th snow.

Man on skis looking at sky in the snow.
A skier in the snow next to trees.
Search Query

A person wearing skies in the snow.

A skier in the snow.

Ablue hat skier with a red backpack. »

Several climbers in a row are climbing the rock.

Move forward

Seven climbers are ascending a rock.
A group of people climbing a rock

A group of poeple are rock climbing on a rock climbing wall,

A collage of one person climbing a cliff.

Large brown dog playing with the sprinkler in the grass.
A dog is playing with a hose.
A brown dog running on a lawn near a garden hose.

A brown dog plays with the hose.

A brown dog chases the water from a sprinkler on a lawn.
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PNAMNT 3 fregrearAumienavinliiiatymdesinsmnununy 1wy “move forward” Wieldnannis

v o v

AuAuUNMAIEtaRIY isemsAuAugUNmslomdusunmianuawds envlinunadnsiineitosiuiAum
e uidlotuUSeuisuiunnanwasldanuvNNg asnuIERaansIuIL 3 A laud sUnmatuniasidly
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Hravih UnmeinaRfimsgoiluuugeaniivg viegunwiinldwimddugoniludeeawiiv 3 suamls]
Us1ng A9 “move forward” meluguninmiedussenenmias use1adinramuneudain “move forward” i
wdadngjsludremih sudunndnuvaziiAndestudennudumangld
JagtufinisiausuunAniisafunsfufuguamidsenumaneuning TnensiSeudvesiaios (Machine
Learning) Lff]wﬁﬂuLLmﬁmﬁgﬂﬁmﬂﬂﬂumﬁﬁLLuﬂ‘Uismngmw (Image Classification) [6] viea$1adusuua
ANNEsERUEA (High-level Interpretation) agdlsid sane3iunsiSeuiveaeiownluasmns fudeyauuui
Ta39a$14 (Structured Data) lusaugfisunin dan11u wazidsausinazeyluguuuutoyadiludlnseadig

(Unstructured Data) v U 4199401519 1As9018Usza oy (Neural Network) #1iuuifnn1swuaaia Uty
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lunsiSous Usenauaie 4 du laun 1) dudune (Input Layen) Aeteyatoud1lasadig 2) tugewsu (Hidden

v
A o [

Layer) Aadulsvananandousyaunsadlanaledu uiavduasdiiasea (Neuron) dnthfisudeyauussuiana

s @ <

FafvAdminvesdunauragilnleflanfunsesu (Activation Function) 1y fandugendudng (Softmax

Function) #efidu@nuess (Sigmoid Function) 3) Futedns (Output Layer) AotuilUssaianadunananunangy

s

Aountudums A mimiin (Weight) uarluda (Bias) YeaBuUNALAaEAa hay 4) NMINEINTal YD WAGNS
Mndulerdnauaineilaiduiadula (Decision Function) Inednadns duameinsal Tass 4 daudvinay
AowflosunuuuinIzeiunti (Forward Propagation) aEhaliﬁ'aéhquﬁgﬂﬂﬂﬂuﬁ?ué'faﬁummﬂfmﬁﬂ warludadi
gniosdaalrfineinsalldenaazliinseiuanuais aduuuAansuinszanedeunds (Backward Propagation)
anmsAmensaitusldluflerdunisgayide (Loss Function) temanuusnatsssminadmeinsaifueaie
feA1nsoalaulnsy (Cross-entropy) neuthluusulasmisdimes (Parameter) limnuuausanensalnaansle
gndasBedy

N13158U3L189aN (Deep Learning) [7] gnitaiuisisganunanlassieUssamiiien Men1snddaseiedou

fuvate 9 P Wewulszdnsnmnisleseit Yagdulasuniseensuinduss@nsamlunisinsgiuagnensal

nadnslaanilasaneUssamiisuwuuiuiduagaunn

¥
Ay aAao

NATelIngUsTase i uaz Useliudseavianuuudnaeinisfufugunmdannuving laglden

q

LL‘U‘UmiL’%Wi@ﬁﬂﬁgﬂﬂmumwﬂwLLUUﬂawmaﬁ (Contrastive Pre-training) 31nN13t38U3ANNFUNUSTENIN
sUnmiudennuniwsssund wiuisSeuimeldnaaidnfinogsaiumieuaituiu wWesuuuldsunsiindy
Mnfeanuisusslonszdmalifnuvamnsndeuddsing q Wty wazaunsdumguuvuanuduius
untegesEnIsgunmiudeanudinisiseuimenues surzsiluwuimenisfufuarsaumelueuiannieglde

AUTUTURUUNYIETSUANE AL UANUMINEYBITUNMUNUTIIE AU VaN 18N T0IT8IN T

A5Aiiun1sIve

nuIFeiuszenalnisiaueUndinduiuuisesn (Rapid Application Development model: RAD) [8]

v
=1

wndunseulunsimuuudiasansAuAugunmdnnamneg fewasiaulussuuiauysel feazidondail

1) AITINUHUANABINTT (Requirement Planning) JagtuiiuwiAniigatunisasisiaulaninumung

o

Jzaugs IneUszgndvatermansunysannissndu annsaduunaumaiiaeandu 6 ngu laud 1) mallanisneu

v v '

nauvesd 4 (Relevance Feedback) [9] Iideyalatheiinssiudsfimdsiumed dunadnslunsfumaiousn e

a 1%

Usuusmaansluaswiolulinssiuainudenisuingstu 2) mallan1sAufugunmiuunagseau (Multi-Level

v
v o

Image Retrieval) ImaLmuﬁﬂmé’wmwaqmwﬁaaﬁwa%maﬁ'Lﬂuémwu (Hierarchical Image Analysis) [10] 7i41e
sansvianudilauiestun1siuivesuywd 3) wallanslda1aSuignin (Annotation) [11] w3eeaulnlad
(Ontology) fifiarsanarmduiusuesgUnmiTamAeatesiu 1wy msfemguamunamunadnvuzians 1wy
@ Un uazazsesndiuanadeiu uaziluadreanuduiusiud aanane vuie Auiiends wagems Wusu
a) wadanslduiuuuidennumineg (Semantic Template: ST) [12] WlofmuanudnuazyesgUamidudiuny
(Representative Feature) %@ﬂﬂdu%@%aﬁlLLE‘WNLﬁaﬂﬂLﬁBdﬁUﬂméjﬂUmzﬁiN 7 5) wadanslddenianiieFouins
AufugUnm (Using Text to Teach Image Retrieval) [13] 9andayasne q fiusinguuiumg wu deanulaeseu
witn feBune Asdidenles vioduivesiuma Swfugudnuuzvessunmlunisuvaruvane waz 6) wade

msdnnguieyafioniseuivedaiad (Machine Learning Classification) Jagtuiniundunisiieusiedn (Deep
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Learning) Fafigaaulun1sinsgsiuasinnunaudnvuzsunnldsgaainvaty waziiussdniaimnisnensal

a [

HadnslaAnIINTSeudvenAIadLUUANTUE 19N

[ '

winseudiddniiunuimdAgsienisussananagunm uwidmutediavateusenis laun 1) feansyn

o

TayannwuluuTinuiiiveswe [14] iedesiudym Overfitting Nduuuiiuszansamadlunisduundeyaiuya

Y

v '

foyanagou wilssAvsnmaranaiiovnuiudeyaiilsinenuindou 2) nisassgadoyatulifunuamena [15]
doswndedduyuslunisinthesifu eglsifnsmuradeyadeundyiuamviimemnune feavsduyana
srudaulovemangruneuay Sausssu [16] uaz 3) Anuvazgnilnduuuyadeyaiidnvazmed luawnse
WasuulasldszarinansGeus mndiniadsuuasioauidousinidusiy

Mndgymidanaiduiinvesnisldauduvuiignil dudrmiuuyadeyavuialng (Pre-training)
Feansadnelouannud (Transfer Leamning) lul#ldiaslnglisndudosinduduuulnldousdu fosuduuds
(Fine-tuning) fuvuiiaAnssyndoyaiianzinnzaddunuiideants iemnduuuldBouinadnvus Ay
vaagunmienld FaunsUsEIaanan1ws5IuTR (Natural Language Processing: NLP) 3slétuwifnsananasn
Usuldlunisilnaludiuuusunmente (Language Model) Uutannufvuunlmgaienisiseusnienies (Self-
supervised) Winduanitlnanssu Transformer [17] fsuwiiadiinmusasdfiaungludies lneanuming
m%ﬂ"]‘ﬁ"ﬁNaMW’lﬂU%UVI‘UENﬁ”IﬁE]gJ:iE]U q feudzgnisnUszgndldiunsataradnuassunmdiivdnnisiuiioniu
mMavhauiuteruuAasunldiuguamm Bendt Vision in Transformer (ViT) [16]

2) N13598AKUY (Design) Luvudnasan sAuAugUMmdiaumiig lagldnisdnnudnuuarwmiiuuy
AouNTIAR ST egUNmMLastan1L Usznaudae 3 fumou ldun 1) niswieudeyanounisussuiana
2) MINNHUEIMTILUUABUNT AR TENI19TUNINKAE YDA hag 3) NMTUTULAINTI TN AIENITIT8UT ALY
puios T9eaniBendsil

2.1) nswiseudayanaunisusyaiana (Dataset Pre-processing) ATl fyntoua Flickr30k [19] fdu
éqm‘*t’faaﬂagﬂmwﬁi’miwvmL’?UIWT Flickr 3112u 31,783 g‘dm‘wLLaznmiaaﬂaﬁQ’ﬁaﬁmwLaqr\i’ﬁmu 92,168
sUnm sauriedy 123,951 gUnw dnsuflnduliirosfiunesiBouiansuninuasdenunivisssud dvuels
sunmitsuaiiiulEoUszens Fudennguiedieiidulumalenianaadia (Probability Sampling) faensda
98148152 UU (Systematic Random Sampling) [20] Lﬂuﬂ&juﬁ’;asﬁwimﬁgﬁu 400 gUnw wusdugunmuuadeya
Flickr30k $119u 100 3UAw wazdn 300 UAManYedeyafifidusausauies (Custom Dataset) mudadiuves
Frunuguamililunuide madretennuusseisgunmieSursanumneidsaunmussgunmlugluuy
mwé’mqwﬁﬁmumﬁu‘[maﬂﬁa a1 gUn1wsie 5 Yaauussenggunn ShvTaEY 2,000 5719713 FIANT197 1

o

M99 1 Fvunguamainmsdadu 4 Tawu 6ud 1) amyaea 2) mwdadides 3) nmdses uag
8) pwdsgnadrauaziaiad Tassuddeiliauddyfulssiuaranivesgunmiddyadoyagunmidide
susmeannnfesar 75 lunsiuivesiiuy nasasumilsfvdnsduyanadiusnglunm  SevdniEeanis
Tunmitusinglumhvesynnaviednniediulnogsdnnuiiannsailugmsszydndnvaiyanaldifuieuly
Tunsdusunmitedudeyaneumsyszanona fsesandendsl

2.1.1) myaseguamlniainnisaaudassunmduadu (Image Augmentation) [21] tiouAUaym

Overfitting \fieanUssAninmvesiuuuunisiseudidsdniuduiuiinadeyaduladeddgydudunils indu

Y

wwIRRNIsUTUUagUAIN Wy n130n dn s Whewd ihawlitieasveainadu viselddisuniu (Noise) asluli

Iesunwlnseenun [22] weliwuuinassandrdilisnduldendu wazandraudnvardAguesgunwlainsy
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= o ' A 1% . v A va
M13149% 1 mamagﬂmwmqmmﬁma;ﬂa Flickr30k wagyAUayaniyIngsiusiues

a1y | gadeya | deAdnuuTIEIgzUNW Tatuy

1 Flickr30k | (1) two women were slowly walking forward. MnYAAa

(2) two women are heading somewhere.

(3) two women walking on the sidewalk alone.

(4) the two women walked aimlessly forward.

(5) the two women stepped forward determinedly.

2 Flickr30k | (1) the dog is moving forward through snow ground. AR LEE

(2) the dog was having fun playing on the snow.

(3) the dog running alone go straight to the camera. |

(4) the dog is running towards something in snow.

(5) the dog ran aimlessly forward on snow and ice.

400 Custom |[(1) the towering skyscrapers and the urban . mwﬁqﬂqﬂa%‘m

wag e

architecture and vibrant neighborhoods.

(3) the hustle and bustle of the streets below R

echoes the pulsating rhythm of urban life.

(4) this metropolis is a testament to human

ingenuity and urban design.

(5) the mix of vibrant neighborhoods and bustling

streets is absolutely mind-blowing.

(% o

2.1.2) M15YIAMUATDIATBAIULATAITAINUANINTFIUY8AIYU (Text Cleansing and Text

'
[ A

Normalization) [23] amﬁé’f&nfhiﬁmiﬁwmmqm LuaqmﬂﬁadﬂﬁWTummﬁwam'amsﬁmummﬁﬂwmzﬂuaqgﬂmw
Wultlufirmaderfuuunliunsidadmgaidsmoumananios q aulutagtunsFeusidsdnlifinngiida
Amgaias agndlsinudensidandommneing uazAsudusdnusanidnimuanounsthlyssnana
2.2) mflndudramiuuuneunsadseineguamuazdeniiy euidedldiuuy CLIP (Contrastive
Language—-Image Pre-training) [24] Lﬂuimmag’m (Baseline Model) f3nwil 4 \ileanniszn1siinlusuuuaniiy
fifpsnstoyadiuasnnluniaous Snvisdiussavsamininduuuiignainedunioadausisy
2.2.1) MINNHUANIITRAFUNNAILAIMUY VIT-B/32 dmTunisainaaanuazsunmauuiifnves
anilnenssu Transformer fivhauifuden usithand$uldfuguain (Vision in Transformer) anmstd3ouliiou
asduius s ofunmiieudnuaglunsmaruduius fuunaienm Tasnadnsannsils

JUN W (Image Embedding) %LmaaLﬁumma%ﬂmé’ﬂwmsgﬂmw (Image Feature Vector) 9u1a 2,048
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Free form text

[[1] the dog §s meving ferward K .
it <
e Tesxt <3 Backpropagation
on the snow.
[3] lomsly dog rumsing alozs ga
e —— Encoder
[4] the deg is rumeing towards + + + + . .
semthing in smow. Logits o
3] the imgssly forvard —
B Ty famas ‘ To| T | Ta| Ta| Ts Probability £
Score j
+
u
|1 l‘.*Tl |1*T2 |1*T3 lll_d ll‘Ti ’Y‘l c Pl &
2 = g
Imace 1z 1Ty | 1352 | 12T [ 12Ty | 15T Yz 4] P, 2 k7
5 > 5> —» ©
| w | o | e | e | e = P 5 =
Encoder 3 15Ty [ 15T | 57T | 17Ty | 15T Vs % 3 o G
© w o
| . « « | £ 8 =
4 15T [ 1T | 1T [ 17T | 17T ’Ya -LS Pa 8 L
wy
: I Ty ¥ T2| ¥ TS| W Ta | TS Yu P,
Unlabeled image

Backpropagation

Transfer Learning

Semantic Similarity

dog

Image

Encoder i 0 >

move

Labeled image

forward 2 'l 8 8 w2

Image Description Set

(b) Self-supervised Fine-tuning

M 4 wuudaesnsAuAuguA e uvng agldnsiinduduuuarmiuuuneunad

2.2.2) Mafinduiadhstatonuiiefiuy GPT-2 vuugruanidaonssy Transformer ilaiFeonus
Anumuelaesmvesdenuuseteguanusaslselen nadnsannisiladeniu (Text Embedding) wuauiu
nnmesAMEnyazUanI1u (Text Feature Vector) Yu10 768

2.2.3) Msi3suuvuAsun AU ufin1silanansgULU (Contrastive Learning on Multi-modal
Embedding Space) [25] Lilasannineinudnvuzdennuuazininedauanvarsunmilvunnsaiy Jafos
Sunld Projection Head [26] Tunsidsusunannmesuuiiuiinistlddiiafuindu 256 weflndusmiusewing
fudsiazunmuazAnd1siateainudienisnergunvduiinneiunumeAinuadteaislaled (Cosine
Similarity) 91nn13AUIMAeAlUsAA (Dot Product) vawinimasusaze indwnmesgdeiuszdainiy

Ad1ARaEs assiudandunneesaiiuansiuaziiiinnuadiendiiiig faunisi 1 [27]

0 AB _
I AllIBII

(1)

AyUALA Auar B Al NS

N '3

| Ao parUsENaUTRLINAas (Element of Vector)
n fla SuIuUeIRIrUsENaU (Number of Element)
fa NM3nnunenyAndn (Euclidean Dot Product)

I 1l A9 WUAVINNKADS (Magnitude)
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NNl 4 endreganisiuaniuensisd 1 88 ededenisianudila dmualigunmunusiae |
Usznaumeyasaay |, = {0.45,0.32,0.46,0.23} wardannuussenegunmlua1dui (1) “the dog is moving
forward through snow ground.” a16u#l (2) “the dog was having fun playing on the snow.” @16u# (3) “lonely

dog running alone go straight to the camera.” @1 wudl (4) “the dog is running towards something in snow”

'
v

wazaRuRl (5) “the dog ran aimlessly forward on snow and ice.” unugae T,,T,, T,, T, uaz T, Uszneunie
Y AN LAY T1{0.24,0.46,0.44,0.35} T, {—0.66,0.69,0.53,0.22} T, {0.82,0.25,0.98,0.99}

T,{0.22,0.29,0.35,0.67} uaz T,{-0.22,0.64,0.53,0.22} nudiu unurrluaunisd 1 Iseaziden

LQE
=De

I *T + I *T + I *T + I *
Sim(|1,T1):( 11 1,1) ( 12 1,2) ( 13 1,3) ( 14 1,4)
\/'12 +lp 15+ 1 *\/le +T)+T+T;
(0.45%0.24) +(0.32*0.46) + (0.46*0.44) + (0.23*0.35)

~J0.452 +0.322 +0.46 +0.232 *~/0.242 + 0.462 + 0.44° + 0.357

—E=0.93

~ 0.58

o
v o '

saturauadgadslaladsyninegain | dudeaiy T, aswiadu 0.93 andud | dwiusediy
Jomnuussenegunmasiu T, fs Ty agldnadndiviniu 0.26, 0.91, 0.80 uaz 0.55 AuERY

2.2.8) nsdmnnanuiianfuveatheiiiu (Label Probability) Liasniedinaainnisinauaiamii

wuuABUNTIERTLAYeElusULUUAN Logits Score MARANNAIANNARIEATIUBINNNADS J9naaldilsrduronduding

Y Y

(28] suvasliduinasgunsuanuasnnuiezdunudadiuesdiednausazaatd daunisi 2

f(x)= _exp(x) 2)
2. exp(x;)
vuav X, Ao wnnwesdunavesilyidurendudng
exp(x) Ao dleituendlnuuden (Exponential Function) fifasiivindu 2.71828
ENMAIFILLINADTBUN
Zjexp(xi) fo msvsualmdunnsg Taseodneiamnsududy 1 wasusiasen

agflugae (0, 1)
1NNNG 4 79819/ Logits Score MAnINAIAILARIEATITENIINMEIANEN Bz sUA MW | AU
nnmesAudnYMEtaAUUTIEIEgUAEIRUA T, G Ty davindu 0.93, 0.26, 0.91, 0.80 wag 0.55 AUy

~ i sa ° o v Y a a = o &
LllaLLV]‘UFHL']ﬂLmaﬁ@uwmm@ﬁﬂ’]u33&]’1831_]31']1/“@']@1]‘1/] Tl b1nU 0.93 Iuauﬂﬂﬁw 2 USNYALLDYUANIU

B exp(0.93)

~ exp(0.93) +exp(0.26) + exp(0.91) + exp(0.80) + exp(0.55)
~ 2.5345

© 2.5345+1.2969 + 2.4843+ 2.2255+1.7333

£(0.93)

=0.2467
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nadnsanasuUasaliidunesgiunistanuasauiissidunudadiuvesriednnvesd1ussens
sUamdduil T, dvuanadon ¢ fums azviidu 0.2467 mﬂﬁguﬁﬂmm&iaﬁu%’ammmsmngUmWé’WTUﬁ T,
e Ty azlanadnsivindu 0.1262, 0.2418, 0.2166 waz 0.1687 muaRU Fanasamwiiu 1

nsuszgndlduiuuy CLP dudnlvgasduluinmsufudsanniimesvesiuuuiiieldlunissiuun
s InenisasaianenUssiangateyavintennudieniiu (Create Dataset Classifier from Label Text) Lo
HiSouindranaasludonuusseneguamm (Object Classes into Captions) Tuduneugavie  ileldgunimidnly
Tuduuvavasetheiiuanuanisnenseldeyawuulifidiedna (Use for Zero-shot Prediction) egnslsinfiung
uATeTimUsrgndldtunisdufugunimdaiion (Content-based Image Retrieval: CBIR) Tngs1udfovos Le
wazAn [29] Ussgndldiuuy CLP anFeuidesunsmmisssunaiienssuunsasudlugusesiiuansisiuain
nsHnrudLsagUNneRudnvuzkuulnavealazAudnvaziuulanea WulAgInun1sRNHuRALN T
FomunwsTIIAn LA SsusnueIszrIgUamazteny edatheidusasudluguam
Uszneused Ju uazfimna wuidedfuauiseves Xie uazane [30] thiaus RA-CLIP fihdauuy CLIP snu3uuss
naissufuuuneunmaiuuuaaiy Taodlef Suwnvesguninuuaziiggunmuastenuiifanuadiondeiy
wnfignaingndeyadeds (Reference Set) Fsiliiedunadeyadmiugummiiunmdunsieduisnumneves
sUnmuvlugaatuayunsdufy (Retrieval Augmented Module) iloifinnnuwsiugilunisneInsalnauyte

o

A1nv (Category Label) é’mi“‘umﬁﬁi’ﬁLLuﬂgﬂmwﬁﬁmsaqm&Jamﬁam (Fine-grained Classification) usag1alsha
wiuidefinanunduazeguunuifnninisuiiuunounsad uifdadldysduusunmdseumnelagld
fonnudumassaui Suasifiu Contribution vesidei

2.3) nsUFuusamnilinesAlenisiseuseienuLes (Self-supervised Fine-tuning) usitagUunisAuau
gﬂmm%uﬁam%ﬁwmﬂé’adwaﬁﬂszﬁm%mwﬁwmsizuumﬁmzﬁuqa (High-level Semantics) fiLdususssy
(Concrete Concept) 88193mg (Object) Aanssu (Activities) wiewnn1sal (Event) waitumnanduadangAnssudld
TnsannagduAuguanlagldmnuduiusseninaunanszdugeiiidususssy uazunAndiduuusssy (Abstract

Concept) 0819813UnIMAZANSAN (Mood and Feelings) [31] saudndeiuludennudumniwsssuyid Tun

'
a

nduifunaidnuasfignuendnludfmeesufiunoiinduundnssdugeifugussauwiniy Wufiesuidetud
fjadonlosseviauunansedugaiidusUsssunazunusssnddheriunuuiaesmsfuAugunm 18semmneg
Sudunadnsanauided
2.3.1) MsUTUUTINSIT U VoI UUIINNITUILLIAANISUNNTE 8 ETDUNAY (Backpropagation)
WUuUTINsSaneIiunsiious mnmsmaianuianandldannisiisuifiouszninwadwsanndanuuiy
Ha ”Wé‘ﬁ'gﬂﬂi:Lﬁuﬂmwmﬂm@%mmwﬁaaﬂﬁmmmiqzyL?{ﬁﬁ]'}ﬂﬁﬁ%’uﬂﬁamﬁa (Loss Function) antiuth
Amsgaydeunldiuiladduiinussansaiw (Optimize Function) dmsudiuamsfiwesaldlunisSeuivessh
wuuitemMsAuAugUAmaInMsIIsUfisunuRdBndadinamne
ogalsfiR wunnspdvgediduussadunnfesUssfiunadeiaugnies uiemuusiug Jadu
Anveansifidervgy 30 v Whsnsududumidunsuszifiunannuvsnevesudazsuninlvaonadesiv
vénmeuiiamesivienl (Computer Vision) Awmanauandafidorva [32] Indufdisanmsnusumsiaiuuey
Funduansaumne (information Storage and Retrieval) Wioanuniiatos uaeiiuszaunsainsléaunefinnes
fuwmeiidn uandsueuiulunmsienfugunimedatiey 10 YUl mamdnnismsvaaeuiaie (Turing Test) [33]
Ajanaaoumaiuwvestigyissiviiusuiisuiumainuesmyed Tnewisuifisussninawanisussidiu

AMEINEYIgUN Mgy dunanisnensalanuinssilureseiiduandiuuuiiuannuvieves
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a

sunuldlndifssivayudunndesiiiods lnefifeaisdennuussenegunmiieSuienumng  139RnnmYes

q

vy o '

sunmdldannsdudugaony lnedennuusseregunmisaesglusuiuunwdingy Mnuulilideygus
AgyIUUTEEIUAMUVNEYDILUIAATEAUFUTIUINTTTUTINIY 400 FUNIM UNYAAIDINKUULEDNAIMBUTIQNABY
Wiesadaiiien WeSsuiisuiuranisneinsalthefdusenismeaiaseaoulnsd wietararnuuinzifuesie

mfuhinanisnensallndfiuAasafidesnisuiniesualnu (Error Measurement) mefleddu  n1sgeydenienld

Tunsdnuungunneie [34] Asaunisi 3

H(p.q) ==Y ... P(X)logq(x) (3)

ivual  p(x) fe dreiiuase (True Label) 31nN15Us2INYRIlBI¥ YR U one-hot AudenigiieIvay
Won whiu 1 lunmanssiudiuiudenilidgnifenaginiu 0
q(x) fe namswensalmutazifuvestheriiu

'
o o a

nnndl 4 shegrstherfuiifidemadentosiud 1 foudutheiiuats fudusadenddud 2 ds
5 QU 0 STavLR uuAn p[1,0,0,0,0] Tumenduiuilefansananisnensalanuiiaviduvestheriiu
nilsfdugendudndlusaudendi 1 e 5 WU 0.2467, 0.1262, 0.2418, 0.2166 waz 0.1687 AuEITY unuAily
0[0.2467,0.1262,0.2418,0.2166,0.1687] dlounuenluaunisi 3 fseandondail

H(p,q) =—1*log, (0.2467) + 0*log, (0.1262) +0*log, (0.2418) +

0*log, (0.2166) +0*log, (0.1687)]
H(p,q) =2.0192

NN 4 HaN1TUTUEUTENINHANTUTHEUANUNNEYDITUNNAINELT BT ARAIGENT 1 ASe

o w -

funanisnensainnuuvziluvestheiiuigagalududend 1 dwaliaiaseaeulnsy winiu 2.0192 Jaey

U

o

581319 0 §alddAn (Infinity) Tae 0 Asliifidgyideiaey wansdsnnudulalunanisnensalvesiiuuu mneaseda
wulnsUfiantes wansdeiuuunensalnnuinasduvesemiugndemsaiunalssfiunndidessgylietg

fila sssfuduudnanensalanuinsiivresdemiugniewaiidanuiasdules Apseaoulnsy fagien

ISP '

N wWwigaturanensalnuazduresthemiuiligndeudasiidmuiiendugaievilidaseaoulns
Yunenyluse

2.3.2) nsisgugrvuyadeyaiinnmuaies (Retrain Network on Custom Dataset) lngeinisgayided

°

AleanMsUTe U UTEnIHAN SUTEEIUANUTIENEYRITUANANG LT B YR UNaN 1SN SRIAI UYL

&

Hureathoriifu wagnan1sUssdiumnunnevesguamangiderngsiuamannniimeseimiin (Weight)
Fefuagrilianunsausumniwesfifnanssnutuainisgaude weliamsgydslunimmeinsaitdosiigan
uAansurnszanedeundy (Backpropagation) AeuazihluiFeuidndnadadenaieudtenuiesuugndoya
Flickr30k $112u 31,783 JUn1n uandauafififoriusuiessiuau 92,168 sUam iy 123,951 Uam
2.3.3) N5138UIANUASIEARUTIANUMINEMEALDY (Semantic Similarity Self-supervised) [35] e
fuuuldieuisuiieansinadnuusndinumnglugiuuuwnfeiifunussamesgunmuugadeyauuuinte
mAusnlugl® (Automatically Labeled) Lﬁadmmwmﬁ’]aadﬁmsﬁ'smimﬂgﬂmwﬁvl,ajﬁi’]L“ﬁuéfaaﬁﬂwﬁﬁumwﬁw
(Unlabeled Image) unnosdvraninvdmsunisaum waglauselogdannanudunus (Relations) #3923
\Aedos (Correlations) s¥ninenuant@vestoyadunaiiunnsiadiy lnssduliuuusiasusousnisuans

AnuvnefeIiuteya antugeaus (Knowledge) Mllunadnsannisiseuimenuesazgnanslounsiseusly
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gavudaeunelddmsunundn (Main Task) weiatheifudeyalvfiugunim (Labeled Image) wW3iguiiguriu

o

wnAnsRvgslugtuuuusssuvesgUnmiildainnisisousanundieadadennnuming (Semantic Similarity)
newarvasudunnmesaudnvazgunminiulilugafeduiegunim (Image Description Set) sty

3) N198319 (Construction) LLUUﬁWaaﬂﬂﬂiﬁuﬁu'gﬂﬂ’]WL%ﬂﬂ’J’]ﬂm&J’]EJW@lJUW%Hﬁ’JEJmiLst‘c’JuIUiLLﬂSJJﬂ’W’]
Iwseuuu Google Colaboratory Lileanszaziianisusznanaveaios iasanaoufiumesilumsiFoudvesi
wuv 1 adsenaldinanis 2-3 $lus usiuu Goosle Colaboratory tuagldinanuszanas 30-35 wil Sﬂﬁgqmil,%'auiﬁ?u
anafewhmaneduassluauimansdosnss ﬁaﬁ?umsﬁauﬁmmﬁaLLuwuﬂamﬂama%ﬁﬂﬂ%éfaﬂ%nmmumm

4) NSNAFIULAZNIINAUNINTIEULT (Testing and Turnover) oUsziiulszd@nsamuuudiany

¥ '
= P =1 =

nsAuAugUMMBAUInguuUlinTIuIwIuRaaNSNIgNAes (Order-Unaware Metrics) [36] MldAuAuLLaN#

Weades 1wy Auduilenuiodflevuivledninadnssviumnnuazldaunsassyduunaansiigndosianuale

U

o v

Ineg i3y szytennuAu et uIeANUNINEITINNAIMYBIFUNN (Qualitative semantic concepts of the image)

lugduuun1wdengudiuiu 30 518015 nelduulAnseavgevessuninieyludnvasuiusssuvuyadoys

'
A va v '

Flickr30k WagyadoyailiiTe3iuTInes WiagsIen1sHanIHaans 5 U uddlididedvigy 3 v suiudseidu

U
v

KadnsIINNIsAUALLAarASUULludasEReiu Usynousme
4.1) Aadgdiunauvewinfu (Mean Reciprocal Rank: MRR) LitoUsgiiunuanansalun1sAuaugunm

YY) =

SUAULINTLNITOINUTDAMUAUNIINTIUIUNANTAUALYIILA [36, 37] Asaun1sh 4 1e Q Aeduiunisduau

o '
o v

Ve waz Rank, Ae dvivvewadnsiiieadesdudunsn filieamgavussiiunaguamnunruiiddesiidu

1 #mua1n 5 JUAMseTeANIAUNILAREIIENTS

MRR = EZQ _t (@)
Q 9 Rank,
F1981970AUAUNRT 3 518015bA LA 1) move forward together 2) feel alone in the city wag  3) strive for
victory ﬁci’mmﬁﬂizLﬁuwaima@%mmzyvhuﬁ 1 faensned 2 Srndediunduvesdidu winfu 0.567
M3t 2 awdudiumstudennudumlvauasuita 30 910013 wdlRFemng 3 viu Sfudsadu
duvesmadnsTIiietossuiuln IﬂEﬂ‘uLLG]Ia3S’]EJﬂ’1i‘i]3gﬂ%ﬁo’]ﬁU‘U@QEUﬂWWﬁQL%UN’@UiSLﬁ‘LlLL‘UU 2 Tu 3 pseniu
Frumnradnsansenshumlefiuenuiionndeuleiitnuassiediadvdunduresdivlusenisiuey

Wiy 0 Azwuu newdzA Wl luAtefudundure A UTINTEWIMUUINELTEIMY 3 YU

M13199 2 NMsUsElluAnafuduNAUYRNEIRUAINTBANUALM 3 T18M1T HIUNTTUTEIUNALAERI TR YITUT 1

Query Reciprocal Rank MRR
1) move forward Queryl: L = 1‘ =1.0
together Rank, 1
1
2) feel alone Query2: ———=-=0.2
in the city Rank, 5
} 1
3) strive for Query3: ——=-=05
victory Rank3 2
e 1 (1.0+0.2+0.5)
= =0.567
2‘1:1 Rank, 3
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4.2) ArruATUaIY (Recal) ludnsndimvesgunmiinesdes wasgnAufuesnunand uugunIng
Wedaevianun unudtuwIuRaansainnIsauaualg K [36, 371 Mgnldlunisusedivdiauuuiuiisednsainlu
nsAuAugUANIRgItasiutenuAumanglduvselil lnesiasananizsuamiieidesiudeninudum

Windu Avualy @ K WJusiuiufuredsignisinansanauaisuinivue eandeditnueinsaupuiiinadns

v
v o

IunnnuagliaunsaseudvIuRaansNgnsavuald daaunisi 5

U

Recall @k = TP@k (5)

(TP@k)+(FN @Kk)

HATNEAINTBAUAUM “move forward together” 31u3u 5 JUA MEldEdweyvinui 1 Ussiliudigneesdnuau

33U AN 199 3

A19199 3 NUTZRINAIANUATUN LTI 5 UMW Ak sUssiilunalaeldetvgyvinug 1

Rank 1)
k

Recall@k |1 _1_p33 |1 _1_p33
@+2) 3 1+2) 3 2+1)

=2-1.00
3+0) 3

(2+1) 3

NeNT199 3 eAnfunsivterudumluauasuns 30 sensudigdedinsy 3 v suiuusediy
ANUgNFBIvBINAdNS ngunmlaiinanisussdiuaindidetvygndesiviuaziioigunmiugnassniudeniny
AU Wi 1 Azwuu assiudumngunmlaffidemgusaiuinligndesusdiieainugien 9z fedngunmuulyl

gndias wiriu 0 Azuu newszdwaluainisnuasudiureadinuuangidesgy 3 viw

NaN15938

o

UITE

5y

nnUsrasAiionamtaryseidiulsyansnnuuudassnisAuauguaimganumiig laeld

fuuuNsiSudianfignilndudriLuuAsunTas Nan1sUsHELUsEAVEA MNSAUALIUAIZIANUINEUY

A va o v !

yatayagun1n Flickr30k Wisuiguiuynteyafiiidesiuniueieaadgdunaduveddinu (MRR) LagA1AI1

ATURIUA K 819U 7993199 4 madnsannmsduAugunmiannunineuuyadeya Flickr30k ANun1suseiiung
InelieIyavinun 1
NuITellianudAgaiuaaiaadau (Eror) Ao HARIITEUINAINTALANUATTLARSY 8RR TALe

IndtAssiuARsannuanadnisiatduiinnugnesgs [38] lnensinynasdniifanunainiadouinduiaue

a

wiseanidu 3 wila laun 1) Anueaandeuiiine1ngin (Human Error) duifinainanudssumduasiunising)
ANAAIALARZBULTITEUY (Systematic Error) dintinainaiesiiadnlilausyd@nsnin uag 3) Amnuaaiandsuids

@A (Statistical Error) @sanupainaaaulssani 1 uag 2 A11509AN5LARMBALTIUADY S8ainTE T LaznIs

o w

o A4 A v g va a a ! d' d' & 1o B v A | 4
WWUWLﬂi@QNa’JﬂiwuﬂﬁgﬁmﬁﬂWW LAAMUAAIALAABUUTZLANN 3 uuiummﬂmﬁmivmuﬂiﬂlﬂ tUDIIINDYUBNLUD

nsauan Jainldnisiadivane o asaiielinnueaiamdeuantosas dsudleasuseuazyiinsUsediudnau
AU 3 sousedaruAunIinLUUNaaNSITuSaszaeiy udnhnan1sUssluunmeanadeiiielinuraiantou

antoyasauddlusysuneausule famis1en 5
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=] YA v a a1 a v ' =
M990 4 NaaWﬁmﬂﬂ’]'ﬁﬂuﬂugﬂﬂﬂwL‘Zjﬂﬂ’s’mwuwwmumiﬂi%LZJuNaIﬂEJQL?ISJ’J‘U’]QJJV]’]‘LW] 1

1) move forward together

30) strive for victory

A58 5 ANRRYAIUNAUVBIEIAY kaTAIAINATUNIUN k d1iuaInnIsAuALgUAIN

Recall @ k
Dataset MRR
k=1 k=3 k=5
Flickr30k 0.628 0.585 0.664 0.761
Custom 0.617 0.572 0.632 0.731

1NANTNI 5 HaN15UTTEUUTEANTAINNITAUAUTUAINTIAMUNUIEAILARE U IUNTUVBIAIAY
wazAAMUATUEILA K S1duainnsufugunmandidensigyns 3 vinu Weninnsanasiuluseaden wuh

1) HanN5InUsEANS NN lUNIRDUSUMIEALRASEAIUNSUTDIAAU (MRR) F99sfiansanmnukiugnlunis

v oA

wAngunmly k duduusnuds azdesiansandieinguamiinainesdugunmiiesdesiudemnudumidugn

AuAunlududuilaludiuiy K suamiignAudu smnfiandilng 1 uansdnguamdduaulaluy k duduusn
gauuld naansnauideinuidnaiisdiunduvesdiuuugateya Flickr30k wagyatoyaiiiTesIuTINie

ANVINAY 0.628 Uar 0.617 muadu dunus K = 5 lngAladvdiunduvesdinuazagyioutanginssuves Ly

v o
[ v ¢

Aeansiitesmasnsiauesaulawingy [39] AslunadnsituiuuinanAuaue1vi i lddenaidadonsuaind
M39TUAUADINITRE1IUVR39 A Jansen wag Spink [40] nudn fldaziSenquenanslaiiiy 5 s1en1sfiAuA
fgaliSosay 28.3 wihluniSenaiies 2-3 s18n13 BnvieTerar 55 Azisenauadnsiiies 1 1en1see 1 AU
= o = = o ' = <, vy i v =
wazdlwwilduazanaasos 1 Faduidumnugayuamneansauwme esndululidesannigldazidongsunin
Y 7] = a °o  w o a | o = v ¥ v =
Pnuansrufunmun IndunisdelenadmsudlivndsunmunsduiligniSeng dadussuuAufuunnds

AowjufinAAuAsuiududu 1, 3 way 5 Mieferiudennudunidundniiionsvauewieninusoinsveslld
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2) namsAuAugUAMMIFInNIMNENAAuTBsUIBAITINeEI TR uANYBIgU AT ANAYIATUA LT
k &1du $1u9u 1, 3 war 5 sUnmuugateya Flickr3ok Bufidiainuasudiuiade 0.585, 0.664 uag 0.761
MUEU wansfensRnaudvTLUUABUNARsSENINgUA AL TEANYRILUUTIARIN SAUANFUNNARTIALY
Aumng ALt dgmdesinaumngldeguiussaniam uazdisatvayudlidedidulusuuuy
AMEsITUNATEAleeumImINBTsgUAN wula zEanundnlieinsalvesnim sgdlsifuuAnseiugaly

4 .

sUsuuwwsssuufianududou ieswnfionsualuavenuidndnniendes Aunisudarumnedaduluay

'
=

naNNs3uUvesUYEe (Human Perception) [41] FilfinnnUszaunisaivionuifuveusiazyanadwansaiu
3) HAN1SUT U UUTEANSAINANTAUAUTUNMMTIAN UG UUYATRY ATIEIT8TIUTINBINY WUden
ANNATUNIUN K §19U 9910 1, 3 waz 5 sUa miiuviiiu 0.572, 0.632 wag 0.731 awdnau LlsluTeuiiguiu
yadoya Flickr30k Avanldflnlusanuu wudi Aaduairuasudiuil k azanaudndeswaziduldludiania
= LY~ B v i v I & 1 Y LW D v °o v w1
Wiy GarnanugniesazAinuasudiuludslevisegldsnanguiuly lnegldaglinnuddgyduaining
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