
   ปีที ่9 ฉบบัที ่2 กรกฎาคม – ธนัวาคม 2566             34                      ว.วทิย. เทคโน. หวัเฉียวเฉลมิพระเกยีรต ิ

 

การพัฒนาแบบจ าลองการค้นคืนรปูภาพเชิงความหมาย  
โดยใช้การฝกึฝนตัวแบบล่วงหน้าแบบคอนทราสต์ระหว่างรูปภาพและข้อความ 

Development of a Semantic-based Image Retrieval Model  
Using Contrastive Pre-trained between Image and Text 

จักรินทร์ สันตริัตนภักด1ี,2* และ ศุภกฤษฏิ์ นิวัฒนากูล1 
1ส ำนักวิชำศำสตร์และศิลป์ดิจิทัล มหำวิทยำลัยเทคโนโลยีสุรนำรี นครรำชสีมำ 30000 

2สำขำวิชำเทคโนโลยีธุรกิจดิจิทัล คณะบริหำรธุรกิจ มหำวิทยำลัยวงษ์ชวลิตกุล นครรำชสีมำ 30000 

Chakkarin Santirattanaphakdi1,2* and Suphakit Niwattanakul1 
1Institute of Digital Arts and Science, Suranaree University of Technology, Nakhon Ratchasima, 30000 

2Department of Digital Business Technology, Faculty of Business Administrator, Vongchavalitkul University, 
Nakhon Ratchasima, 30000 

*Corresponding author: chakkarin_san@vu.ac.th 

Received: 31 May 2023/ Revised: 21 September 2023/ Accepted: 27 September 2023 

______________________________________________________________________________________ 

บทคัดย่อ 

งำนวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนำและประเมินประสิทธิภำพแบบจ ำลองกำรค้นคืนรูปภำพเชิงควำมหมำย โดยใช้ 
กำรฝึกฝนล่วงหน้ำแบบคอนทรำสต์ ประกอบด้วย 3 โมดูล ได้แก่ 1) โมดูลกำรสร้ำงชุดค ำอธิบำยรูปภำพ เพื่อฝึกฝนตัวเข้ำรหัส
รูปภำพ และตัวเข้ำรหัสข้อควำมตำมควำมคล้ำยคลึงโคไซน์บนพื้นที่กำรฝังหลำยรูปแบบ ก่อนจะแจกแจงควำมน่ำจะเป็นของค่ำ
เอำต์พุตด้วยฟังก์ชันซอฟต์แม็กซ์ จำกนั้นจะค ำนวณค่ำกำรสูญเสียเพื่อเปรียบเทียบระหว่ำงผลประเมินควำมหมำยของรูปภำพ
จำกผู้เชี่ยวชำญกับผลกำรพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับจำกตัวแบบ เพื่อปรับพำรำมิเตอร์ในกำรเรียนรู้ควำมหมำย
ของรูปภำพตำมแนวคิดกำรแผ่กระจำยย้อนหลังเพื่อเรียนรู้ซ ้ำอีกครั้งด้วยกำรเรียนรู้ด้วยตนเอง และถ่ำยโอนกำรเรียนรู้เพื่อติด
ป้ำยก ำกับข้อมูลให้กับรูปภำพด้วยแนวคิดระดับสูงในรูปแบบนำมธรรมของรูปภำพที่ได้จำกกำรเรียนรู้ควำมคล้ำยคลึงเชิง
ควำมหมำย ก่อนจะสร้ำงเป็นเวกเตอร์คุณลักษณะรูปภำพ 2) โมดูลกำรประมวลผลข้อควำมค้นหำจำกผู ้ใช้ในรูปแบบ
ภำษำธรรมชำติส ำหรับเข้ำรหัสข้อควำม เพื่อสร้ำงเวกเตอร์คุณลักษณะข้อควำมค้นหำ 3) โมดูลกำรจับคู่เวกเตอร์คุณลักษณะ
รูปภำพและเวกเตอร์คุณลักษณะข้อควำมค้นหำจำกค่ำควำมคล้ำยคลึงของเวกเตอร์ ก่อนจะเรียงล ำดับตำมควำมเกี่ยวข้อง และ
แสดงเป็นผลลัพธ์กำรค้นคืนรูปภำพแก่ผู้ใช้ ผลประเมินประสิทธิภำพกำรค้นคืนรูปภำพเชิงควำมหมำยพบว่ ำ 1) ค่ำเฉลี่ยส่วน
กลับของล ำดับบนชุดข้อมูล Flickr30k และชุดข้อมูลที่ผู้วิจัยรวบรวมเองมีค่ำเท่ำกับ 0.628 และ 0.617 ตำมล ำดับที่ต ำแหน่ง 
k = 5 และ 2) ค่ำควำมครบถ้วนที่ k  ล ำดับ จ ำนวน 1, 3 และ 5 รูปภำพบนชุดข้อมูล Flickr30k มีค่ำควำมครบถ้วนเฉลี่ย 
0.585, 0.664 และ 0.761 เมื่อเปรียบเทียบกับชุดข้อมูลที่ผู้วิจัยรวบรวมเองพบว่ำค่ำควำมครบถ้วนที่ k  ล ำดับลดลงเล็กน้อย 
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แต่เป็นไปในทิศทำงเดียวกัน ผลลัพธ์จำกงำนวิจัยนี้จะช่วยลดปัญหำช่องว่ำงควำมหมำย และช่วยสนับสนุนผู้ใช้ ด้วยค ำค้นหำใน
รูปแบบภำษำธรรมชำติที่ยึดโยงกับควำมหมำยของรูปภำพแทนที่จะยึดตำมหลักไวยำกรณ์ของภำษำ 

ค าส าคัญ: กำรค้นคืนรูปภำพ กำรฝึกฝนล่วงหน้ำ กำรเรียนรู้แบบคอนทรำสต์ กำรเรียนรู้เชิงลึก 

 

Abstract 

The objective of this research is to develop and evaluate the effectiveness of a semantic image 
retrieval model using contrastive pre-trained. The approach involves 3 modules: 1) the image description 
set generation module, which trains to encode both image content and textual content in various 
embedding before estimating the output probability distribution using the softmax function. It then 
calculates the loss to compare the meaning evaluation of images by experts with the predicted likelihoods 
of labels from the model. This step involves adjusting parameters for image meaning learning using the 
concept of retroactive distribution learning and self-paced learning, transferring the learned knowledge to 
label data for images based on the high-level abstract concept of images obtained from meaning-based 
similarity learning. This is followed by creating feature vectors for image characteristics, 2) the natural 
language processing module, which encodes user's natural language queries to generate feature vectors for 
query characteristics.  And 3) the feature matching module, which matches image feature vectors and query 
feature vectors based on vector similarity values. Then, it ranks the results according to relevance and 
presents the image retrieval results to the user. The evaluation of semantic image retrieval performance 
reveals that: The mean reciprocal rank (MRR) values for the top k retrievals on the Flickr30k dataset and the 
self-collected dataset are 0.628 and 0.617, respectively, at k  = 5, and the precision at k ( @ )P k values 
for k  = 1, 3, and 5 on the Flickr30k dataset are 0.585, 0.664, and 0.761, respectively, when compared to 
the self-collected dataset. While the precision at k  values slightly decrease, the results show a consistent 
trend. The outcomes of this research will aid in addressing the semantic gap problem and support users in 
their natural language queries, which are linked to the image semantics rather than following the 
grammatical rules of the language.  

Keyword: Image retrieval, Pre-trained, Contrastive learning, Deep learning 
 
บทน า 
 พัฒนำกำรของอุปกรณ์ถ่ำยภำพในรูปแบบของสมำร์ทโฟน ก่อให้เกิดรูปภำพจ ำนวนมหำศำลบนอินเทอร์เน็ต       
ตำมข้อมูลของเว็บไซต์ Phototutorial [1] รำยงำนว่ำจะมีรูปภำพถึง 1.81 ล้ำนล้ำนภำพในปี ค.ศ. 2023 และจะเพิ่มขึ้น
มำกกว่ำ 2 ล้ำนล้ำนภำพในปี ค.ศ. 2025 โดยในปี ค.ศ. 2030 คำดกำรณ์ว่ำจะมีรูปภำพทั่วโลกถึง 2.33 ล้ำนภำพ และมี
แนวโน้มที่จะเพิ่มมำกขึ้นเรื่อย ๆ จำกพฤติกรรมของผู้คนที่นิยมใช้สื่อสังคมออนไลน์ในกำรแบ่งปันเรื่องรำวและบันทึกควำมทรง
จ ำ เกิดเป็นระบบค้นคืนรูปภำพตำมควำมต้องกำรของผู้ใช้ โดยหลักแล้วมี 2 รูปแบบ คือ 1) กำรค้นคืนรูปภำพด้วยข้อควำม 
(Text-Based Image Retrieval: TBIR) [2] ดังภำพที่ 1 กำรค้นคืนรูปภำพด้วยข้อควำม “brown dog” เมื่อเปรียบเทียบค ำค้น
กับชื่อไฟล์รูปภำพหรือค ำอธิบำยภำพที่อยู่ในชุดข้อมูล เมื่อพบข้อควำมที่ตรงกันรูปภำพนั้นก็จะถูกดึงมำเป็นผลลัพธ์ 
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ภาพที่ 1 กำรค้นคืนรูปภำพด้วยข้อควำม 

แม้กำรค้นคืนรูปภำพด้วยข้อควำมยังเป็นวิธีที่นิยมใช้อยู่ในปัจจุบัน แต่มักพบปัญหำกำรตั้งชื่อไฟล์ไม่ตรงกับเนื้อหำ
ของรูปภำพ อีกทั้งค ำอธิบำยภำพที่ใส่โดยมนุษย์อำจไม่สำมำรถอธิบำยได้ครอบคลุมเนื้อหำของรูปภำพได้ทั้งหมด ส่งผลให้
รูปภำพจำกกำรค้นคืนมีประสิทธิภำพต ่ำ และ 2) กำรค้นคืนรูปภำพเชิงเนื้อหำ (Content-based Image Retrieval: CBIR) [2] 
จำกกำรเปรียบเทียบระหว่ำงค ำค้นหำกับคุณลักษณะระดับต ่ำของรูปภำพ (Low-level Features) [3] ซึ่งเป็นข้อมูลที่ไม่มี
ควำมหมำยในตัวเอง เช่น สี รูปทรง พื้นผิว รวมถึงต ำแหน่งในภำพ [4] ร่วมกับคุณลักษณะระดับสูง (High-level Features) 
เช่น แนวคิด (Concept) วัตถุ (Object) เหตุกำรณ์ (Event) เพื่อค้นคืนรูปภำพที่มีควำมคล้ำยคลึงกับค ำค้นหำมำกที่สุดมำแสดง
เป็นผลลัพธ์ ดังภำพที่ 2 กำรค้นคืนรูปภำพเชิงเนื้อหำด้วยข้อควำม “a dog running on snow” 

 

ภาพที่ 2 กำรค้นคืนรูปภำพเชิงเนื้อหำ 
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จำกภำพที่ 2 กำรค้นคืนรูปภำพเชิงเนื้อหำจะท ำกำรเปรียบเทียบควำมคล้ำยคลึงระหว่ำงคุณลักษณะของรูปภำพจำก
ข้อควำมค้นหำและคุณลักษณะของรูปภำพในชุดข้อมูลบนพื้นที่ เวกเตอร์หลำยมิติ (Multi-dimensional Vector) เช่น มิติที่
หนึ่งคือสี มิติที่สองคือรูปทรง มิติที่สำมคือพื้นผิว เป็นต้น คุณลักษณะของรูปภำพใดที่มีค่ำควำมคล้ำยคลึงกับคุณลักษณะของ
รูปภำพจำกข้อควำมค้นหำเกินค่ำแบ่ง (Threshold) จะถูกดึงออกมำเป็นผลลัพธ์ 

อย่ำงไรก็ตำม “A picture is worth a thousand words” แสดงถึงเนื้อหำรูปภำพมีควำมหมำยหลำกหลำยมำกกว่ำ
เมื่อเทียบกับข้อควำม ดังนั้นกำรค้นคืนรูปภำพด้วยคุณลักษณะเชิงประจักษ์เพียงอย่ำงเดียว อำจส่งผลให้เกิดปัญหำช่องว่ำง
ควำมหมำย (Semantic-gap) เนื่องจำกคุณลักษณะเหล่ำนี้ไม่สื่อถึงควำมหมำยที่อยู่ในรูปภำพได้อย่ำงถูกต้อง และพฤติกรรม
ผู้ใช้ที่มักจะใช้ค ำค้นหำที่เป็นตัวอักษรหรือข้อควำมมำกกว่ำกำรระบุเพียงคุณลักษณะต่ำง ๆ ของรูปภำพ จึงเกิดเป็นแนวคิดกำร
ค้นคืนรูปภำพเชิงควำมหมำย (Semantic-based Image Retrieval: SBIR) [5] ที่มุ ่งเชื่อมโยงคุณลักษณะของรูปภำพไปสู่
ควำมหมำยที่แท้จริงของรูปภำพ ด้วยกำรแปลงคุณลักษณะให้อยู่ในรูปแบบของควำมหมำยรูปภำพในระดับสูง (High-level 
Semantics) ดังภำพที่ 3 
 

 

ภาพที่ 3 กำรค้นคืนรูปภำพเชิงควำมหมำย 

จำกภำพที่ 3 ตัวอย่ำงค ำค้นหำที่อำจท ำให้เกิดปัญหำช่องว่ำงควำมหมำย เช่น “move forward” เมื่อใช้หลักกำร  
ค้นคืนรูปภำพด้วยข้อควำม หรือกำรค้นคืนรูปภำพเชิงเนื้อหำกับรูปภำพทั้งหมดแล้ว อำจไม่พบผลลัพธ์ที่เกี่ยวข้องกับค ำค้นหำ
เลย แต่เมื่อน ำมำเปรียบเทียบกับคุณลักษณะเชิงควำมหมำย จะพบว่ำมีผลลัพธ์จ ำนวน 3 ภำพ ได้แก่ รูปภำพสุนัขที่ก ำลังวิ่งไป
ข้ำงหน้ำ รูปภำพนักสกีที่ก ำลังมุ่งหน้ำไปบนยอดเขำหิมะ หรือรูปภำพนักไต่เขำที่ก ำลังปีนมุ่งหน้ำไปยังยอดเขำที่ทั้ง 3 รูปภำพไม่
ปรำกฏ  ค ำว่ำ “move forward” ภำยในรูปภำพหรือค ำบรรยำยภำพเลย แต่อำจมีควำมหมำยแฝงว่ำ “move forward” ที่
แปลว่ำมุ่งไปข้ำงหน้ำ อันเป็นคุณลักษณะที่เกี่ยวข้องกับข้อควำมค้นหำจำกผู้ใช้ 

ปัจจุบันมีกำรเสนอแนวคิดเกี่ยวกับกำรค้นคืนรูปภำพเชิงควำมหมำยมำกมำย โดยกำรเรียนรู้ของเครื่อง (Machine 
Learning) เป็นหนึ่งในแนวคิดที่ถูกน ำมำใช้ในกำรจ ำแนกประเภทรูปภำพ ( Image Classification) [6] เพื่อสร้ำงเป็นตัวแปล
ควำมหมำยระดับสูง (High-level Interpretation) อย่ำงไรก็ดี อัลกอริทึมกำรเรียนรู้ของเครื่องทั่วไปจะเหมำะกับข้อมูลแบบมี
โครงสร้ำง (Structured Data) ในขณะที ่ร ูปภำพ ข้อควำม และเสียงนั ้นมักจะอยู ่ในรูปแบบข้อมูลที ่ไม่ม ีโครงสร้ำง 
(Unstructured Data) เป็นที ่มำของกำรใช้โครงข่ำยประสำทเทียม (Neural Network) ตำมแนวคิดกำรแบ่งล ำดับชั้น          
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ในกำรเรียนรู้ ประกอบด้วย 4 ส่วน ได้แก่ 1) ชั้นอินพุต (Input Layer) คือข้อมูลป้อนเข้ำโครงข่ำย 2) ชั้นซ่อนเร้น (Hidden 
Layer) คือชั้นประมวลผลที่ซ่อนอยู่สำมำรถมีได้หลำยชั้น แต่ละชั้นจะมีนิวรอล (Neuron) มีหน้ำที่รับข้อมูลมำประมวลผล
ร่วมกับค่ำน ้ำหนักของอินพุตแต่ละตัวด้วยฟังก์ชันกระตุ้น (Activation Function) เช่น ฟังก์ชันซอฟต์แม็กซ์ (Softmax 
Function) ฟังก์ชันซิกมอยด์ (Sigmoid Function) 3) ชั้นเอำต์พุต (Output Layer) คือชั้นที่ประมวลผลอินพุตทั้งหมดจำกชั้น
ก่อนหน้ำมำค ำนวณร่วมกับค่ำน ้ำหนัก (Weight) และไบอัส (Bias) ของอินพุตแต่ละตัว และ 4) กำรพยำกรณ์ น ำเอำผลลัพธ์
จำกชั ้นเอำต์พุตมำสร้ำงฟังก์ชันตัดสินใจ (Decision Function) โดยมีผลลัพธ์เป็นค่ำพยำกรณ์ โดยทั ้ง 4 ส่วนนี ้ท ำงำน
ต่อเนื่องกันแบบแผ่กระจำยเดินหน้ำ (Forward Propagation) อย่ำงไรก็ดีตัวแบบที่ถูกฝึกฝนนั้นยังขำดค่ำน ้ำหนัก และไบอัสที่
ถูกต้องส่งผลให้ค่ำที่พยำกรณ์ได้อำจจะไม่ตรงกับควำมจริง เกิดเป็นแนวคิดกำรแผ่กระจำยย้อนหลัง (Backward Propagation) 
จำกกำรน ำค่ำพยำกรณ์นั้นมำใส่ในฟังก์ชันกำรสูญเสีย (Loss Function) เพื่อหำควำมแตกต่ำงระหว่ำงค่ำพยำกรณ์กับค่ำจริง
ด้วยค่ำครอสเอนโทรปี (Cross-entropy) ก่อนน ำไปปรับแต่งพำรำมิเตอร์ (Parameter) ให้ตัวแบบสำมำรถพยำกรณ์ผลลัพธ์ได้
ถูกต้องยิ่งขึ้น  

กำรเรียนรู้เชิงลึก (Deep Learning) [7] ถูกพัฒนำต่อยอดมำจำกโครงข่ำยประสำทเทียม ด้วยกำรวำงโครงข่ำยซ้อน
กันหลำย ๆ ชั้น เพื่อเพิ่มประสิทธิภำพกำรวิเครำะห์ ปัจจุบันได้รับกำรยอมรับว่ำมีประสิทธิภำพในกำรวิเครำะห์และพยำกรณ์
ผลลัพธ์ได้ดีกว่ำโครงข่ำยประสำทเทียมแบบเดิมเป็นอย่ำงมำก  

งำนวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนำและประเมินประสิทธิภำพแบบจ ำลองกำรค้นคืนรูปภำพเชิงควำมหมำย โดยใช้ตัว
แบบกำรเรียนรู้เชิงลึกที่ถูกฝึกฝนล่วงหน้ำแบบคอนทรำสต์ (Contrastive Pre-training) จำกกำรเรียนรู้ควำมสัมพันธ์ระหว่ำง
รูปภำพกับข้อควำมภำษำธรรมชำติ แทนที่จะเรียนรู้ภำยใต้คลำสที่จ ำกัดอย่ำงสุนัขหรือแมวเช่นเดิม เมื่อตัวแบบได้รับกำรฝึกฝน
จำกข้อควำมทั้งประโยคจะส่งผลให้ตัวแบบสำมำรถเรียนรู้สิ ่งต่ำง ๆ ได้มำกขึ้น และสำมำรถค้นหำรูปแบบควำมสัมพันธ์
บำงอย่ำงระหว่ำงรูปภำพกับข้อควำมด้วยกำรเรียนรู้ด้วยตนเอง อันจะเป็นแนวทำงกำรค้นคืนสำรสนเทศในอนำคตภำยใต้ค ำ
ค้นหำในรูปแบบภำษำธรรมชำติที่ยึดโยงกับควำมหมำยของรูปภำพแทนที่จะยึดตำมหลักไวยำกรณ์ของภำษำ 
 
วิธีด าเนินการวิจัย  

งำนวิจัยนี้ประยุกต์ใช้กำรพัฒนำแอปพลิเคชันแบบเร่งรัด (Rapid Application Development model: RAD) [8] 
มำเป็นกรอบในกำรพัฒนำแบบจ ำลองกำรค้นคืนรูปภำพเชิงควำมหมำย ก่อนจะพัฒนำเป็นระบบที่สมบูรณ์ มีรำยละเอียดดังนี้ 

1) การวางแผนความต้องการ (Requirement Planning) ปัจจุบันมีแนวคิดเกี่ยวกับกำรสร้ำงตัวแปลควำมหมำย
ระดับสูง โดยประยุกต์หลำยศำสตร์มำบูรณำกำรร่วมกัน สำมำรถจ ำแนกตำมเทคนิคออกเป็น 6 กลุ่ม ได้แก่ 1) เทคนิคกำรตอบ
กลับของผู้ใช้ (Relevance Feedback) [9] ว่ำมีข้อมูลใดบ้ำงที่ตรงกับสิ่งที่ก ำลังค้นหำอยู่เป็นผลลัพธ์ในกำรค้นหำครั้งแรก เพื่อ
ปรับปรุงผลลัพธ์ในครั้งต่อไปให้ตรงกับควำมต้องกำรมำกยิ่งขึ้น 2) เทคนิคกำรค้นคืนรูปภำพแบบหลำยระดับ (Multi-Level 
Image Retrieval) โดยแทนที่คุณลักษณะของภำพด้วยค ำอธิบำยที่เป็นล ำดับชั้น (Hierarchical Image Analysis) [10] ที่ง่ำย
ต่อกำรท ำควำมเข้ำใจเช่นเดียวกับกำรรับรู้ของมนุษย์ 3) เทคนิคกำรใช้ค ำอธิบำยภำพ (Annotation) [11] หรือออนโทโลยี 
(Ontology) ที่พิจำรณำควำมสัมพันธ์ของรูปภำพที่มีควำมเกี่ยวข้องกัน เช่น กำรนิยำมรูปภำพนกตำมคุณลักษณะเฉพำะ เช่น 
ล ำตัว ปีก และจะงอยปำกที่แตกต่ำงกัน และน ำไปสร้ำงควำมสัมพันธ์กับสี ลวดลำย ขนำด ถิ่นที่อำศัย และอำหำร เป็นต้น      
4) เทคนิคกำรใช้แม่แบบเชิงควำมหมำย (Semantic Template: ST) [12] เพื่อก ำหนดคุณลักษณะของรูปภำพเป็นตัวแทน 
(Representative Feature) ของกลุ่มข้อมูลที่แสดงเนื้อหำเกี่ยวกับคุณลักษณะต่ำง ๆ 5) เทคนิคกำรใช้ข้อควำมเพื่อเรียนรู้กำร
ค้นคืนรูปภำพ (Using Text to Teach Image Retrieval) [13] จำกข้อมูลต่ำง ๆ ที่ปรำกฏบนเว็บเพจ เช่น ข้อควำมโดยรอบ 
แท็ก ค ำอธิบำย ลิงก์เชื่อมโยง หรือส่วนหัวของเว็บเพจ ร่วมกับคุณลักษณะของรูปภำพในกำรแปลควำมหมำย และ 6) เทคนิค
กำรจัดกลุ่มข้อมูลด้วยกำรเรียนรู้ของเครื่อง (Machine Learning Classification) ปัจจุบันพัฒนำเป็นกำรเรียนรู้เชิงลึก (Deep 
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Learning) ซึ่งมีจุดเด่นในกำรวิเครำะห์และจ ำแนกคุณลักษณะรูปภำพได้อย่ำงหลำกหลำย และมีประสิทธิภำพกำรพยำกรณ์
ผลลัพธ์ได้ดีกว่ำกำรเรียนรู้ของเครื่องแบบเดิมเป็นอย่ำงมำก  

แม้กำรเรียนรู้เชิงลึกมีบทบำทส ำคัญต่อกำรประมวลผลรูปภำพ แต่ยังพบข้อจ ำกัดหลำยประกำร ได้แก่ 1) ต้องกำรชุด
ข้อมูลฝึกฝนในปริมำณที่เพียงพอ [14] เพื่อป้องกันปัญหำ Overfitting ที่ตัวแบบมีประสิทธิภำพสูงในกำรจ ำแนกข้อมูลกับชุด
ข้อมูลทดสอบ แต่ประสิทธิภำพจะลดลงเมื่อท ำงำนกับข้อมูลที่ไม่เคยพบมำก่อน 2) กำรสร้ำงชุดข้อมูลนั้นมีต้นทุนมหำศำล [15] 
เนื่องจำกต้องใช้มนุษย์ในกำรติดป้ำยก ำกับ อย่ำงไรก็ดีกำรรวบรวมข้อมูลต้องเผชิญกับควำมท้ำทำยมำกมำย ทั้งสิทธิส่วนบุคคล
รวมถึงนโยบำยทำงกฎหมำยและวัฒนธรรม [16] และ 3) ตัวแบบจะถูกฝึกฝนบนชุดข้อมูลที่มีลักษณะตำยตัว ไม่สำมำรถ
เปลี่ยนแปลงได้ระหว่ำงกำรเรียนรู้ หำกมีกำรเปลี่ยนแปลงต้องเริ่มเรียนรู้ใหม่ตั้งแต่ต้น  

จำกปัญหำดังกล่ำวเป็นที ่มำของกำรใช้งำนตัวแบบที่ถูกฝึกฝนล่วงหน้ำบนชุดข้อมูลขนำดใหญ่  (Pre-training)         
จึงสำมำรถถ่ำยโอนควำมรู้ (Transfer Learning) ไปใช้ได้เลยโดยไม่จ ำเป็นต้องฝึกฝนตัวแบบใหม่ตั้งแต่ต้น  เพียงปรับแต่ง 
(Fine-tuning) ตัวแบบเพิ่มเติมด้วยชุดข้อมูลที่เฉพำะเจำะจงในงำนที่ต้องกำร เนื่องจำกตัวแบบได้เรียนรู้คุณลักษณะที่ส ำคัญ
ของรูปภำพเอำไว้ ดังนั้นกำรประมวลผลภำษำธรรมชำติ (Natural Language Processing: NLP) จึงได้น ำแนวคิดดังกล่ำวมำ
ปรับใช้ในกำรฝึกฝนตัวแบบบริบททำงภำษำ (Language Model) บนข้อควำมดิบขนำดใหญ่ด้วยกำรเรียนรู้ด้วยตนเอง (Self-
supervised) เกิดเป็นสถำปัตยกรรม Transformer [17] ด้วยแนวคิดที่ว่ำค ำแต่ละค ำมีควำมหมำยในตัวเอง โดยควำมหมำย
เหล่ำนี้มีผลมำจำกบริบทของค ำที่อยู่รอบ ๆ ก่อนจะถูกน ำมำประยุกต์ใช้กับกำรสกัดคุณลักษณะรูปภำพที่มีหลักกำรเช่นเดียวกับ
กำรท ำงำนกับข้อควำมแต่เปลี่ยนมำใช้กับรูปภำพ เรียกว่ำ Vision in Transformer (ViT) [18] 

2) การออกแบบ (Design) แบบจ ำลองกำรค้นคืนรูปภำพเชิงควำมหมำย โดยใช้กำรฝึกฝนตัวแบบล่วงหน้ำแบบ   
คอนทรำสต์ระหว่ำงรูปภำพและข้อควำม ประกอบด้วย 3 ขั ้นตอน ได้แก่ 1) กำรเตรียมข้อมูลก่อนกำรประมวลผล                 
2) กำรฝึกฝนล่วงหน้ำแบบคอนทรำสต์ระหว่ำงรูปภำพและข้อควำม  และ 3) กำรปรับแต่งพำรำมิเตอร์ด้วยกำรเรียนรู้ด้วย 
ตนเอง มีรำยละเอียดดังนี้ 

2.1) กำรเตรียมข้อมูลก่อนกำรประมวลผล (Dataset Pre-processing) งำนวิจัยนี้ใช้ชุดข้อมูล Flickr30k [19] ที่เป็น
ชุดข้อมูลรูปภำพที่รวบรวมจำกเว็บไซต์ Flickr จ ำนวน 31,783 รูปภำพและชุดข้อมูลที่ผู ้วิจัยรวบรวมเองจ ำนวน 92 ,168 
รูปภำพ รวมทั้งสิ้น 123,951 รูปภำพ ส ำหรับฝึกฝนให้คอมพิวเตอร์เรียนรู้จำกรูปภำพและข้อควำมภำษำธรรมชำติ  ก ำหนดให้
รูปภำพทั้งหมดที่น ำมำใช้คือประชำกร จึงเลือกกลุ่มตัวอย่ำงที่เป็นไปตำมโอกำสทำงสถิติ (Probability Sampling) ด้วยกำรสุ่ม
อย่ำงมีระบบ (Systematic Random Sampling) [20] เป็นกลุ่มตัวอย่ำงรวมทั้งสิ้น 400 รูปภำพ แบ่งเป็นรูปภำพบนชุดข้อมูล 
Flickr30k จ ำนวน 100 รูปภำพ และอีก 300 รูปภำพจำกชุดข้อมูลที่ผู้วิจัยรวบรวมเอง (Custom Dataset) ตำมสัดส่วนของ
จ ำนวนรูปภำพที่ใช้ในงำนวิจัย มำสร้ำงข้อควำมบรรยำยรูปภำพที่อธิบำยควำมหมำยเชิงคุณภำพของรูปภำพในรูปแบบ
ภำษำอังกฤษที่ก ำหนดขึ้นโดยผู้วิจัย ก ำหนด 1 รูปภำพต่อ 5 ข้อควำมบรรยำยรูปภำพ รวมทั้งสิ้น 2,000 รำยกำร ดังตำรำงที่ 1  

จำกตำรำงที่ 1 ก ำหนดรูปภำพจำกกำรสุ่มเป็น 4 โดเมน ได้แก่ 1) ภำพบุคคล 2) ภำพสัตว์เลี้ยง 3) ภำพสิ่งของ และ 
4) ภำพสิ่งปลูกสร้ำงและทิวทัศน์ โดยงำนวิจัยนี้ให้ควำมส ำคัญกับประเด็นลิขสิทธิ์ของรูปภำพจึงใช้ชุดข้อมูลรูปภำพที่ผู้วิจัย
รวบรวมเองมำกกว่ำร้อยละ 75 ในกำรเรียนรู้ของตัวแบบ ตลอดจนค ำนึงถึงสิทธิส่วนบุคคลที่ปรำกฏในภำพ    จึงหลีกเลี่ยงกำร
ใช้รูปภำพที่ปรำกฏใบหน้ำของบุคคลหรือส่วนหนึ่งส่วนใดอย่ำงชัดเจนที่สำมำรถน ำไปสู่กำรระบุอัตลักษณ์บุคคลได้เป็นเงื่อนไข
ในกำรสุ่มรูปภำพเพื่อเป็นข้อมูลก่อนกำรประมวลผล มีรำยละเอียดดังนี้ 

     2.1.1) กำรสร้ำงรูปภำพใหม่จำกกำรดัดแปลงรูปภำพต้นฉบับ ( Image Augmentation) [21] เพื่อแก้ปัญหำ 
Overfitting เนื่องจำกประสิทธิภำพของตัวแบบกำรเรียนรู้เชิงลึกนั้นขึ้นกับปริมำณข้อมูลเป็นปัจจัยส ำคัญอันดับหนึ่ง เกิดเป็น
แนวคิดกำรปรับแต่งรูปภำพ เช่น กำรบิด ตัด หมุน เปลี่ยนสี ท ำภำพให้มืดลงหรือสว่ำงขึ้น หรือใส่ตัวรบกวน ( Noise) ลงไปให้
ได้รูปภำพใหม่ออกมำ [22] เพื่อให้แบบจ ำลองจดจ ำสิ่งที่ไม่จ ำเป็นได้ยำกขึ้น และจดจ ำคุณลักษณะส ำคัญของรูปภำพได้ดียิ่งขึ้น  
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ตารางท่ี 1 ตัวอย่ำงรูปภำพที่สุ่มจำกชุดข้อมูล Flickr30k และชุดข้อมูลที่ผู้วิจัยรวบรวมเอง 

ล าดับ ชุดข้อมูล ข้อความบรรยายรูปภาพ รูปภาพ โดเมน 

1 
 

Flickr30k (1) two women were slowly walking forward.  ภำพบุคคล 

(2) two women are heading somewhere. 

(3) two women walking on the sidewalk alone. 

(4) the two women walked aimlessly forward. 

(5) the two women stepped forward determinedly. 

2 Flickr30k (1) the dog is moving forward through snow ground.  ภำพสัตว์เลี้ยง 
(2) the dog was having fun playing on the snow. 

(3) the dog running alone go straight to the camera. 

(4) the dog is running towards something in snow. 

(5) the dog ran aimlessly forward on snow and ice. 

… … … … … 

400 Custom (1) the towering skyscrapers and the urban 
landscape stretches as far as the eye can see. 

 ภำพสิ่งปลูกสร้ำง
และทิวทัศน์ 

(2) the cityscape is a mesmerizing blend of sleek 
architecture and vibrant neighborhoods. 

(3) the hustle and bustle of the streets below 
echoes the pulsating rhythm of urban life.  

(4) this metropolis is a testament to human 
ingenuity and urban design. 

(5) the mix of vibrant neighborhoods and bustling 
streets is absolutely mind-blowing. 

     2.1.2) กำรท  ำควำมสะอำดข ้อควำมและกำรก  ำหนดมำตรฐำนข ้อควำม ( Text Cleansing and Text 
Normalization) [23] งำนวิจัยนี้ไม่มีกำรก ำจัดค ำหยุด เนื่องจำกถือว่ำค ำทั้งหมดมีผลต่อกำรก ำหนดคุณลักษณะของรูปภำพ 
เป็นไปในทิศทำงเดียวกับแนวโน้มกำรก ำจัดค ำหยุดที่มีจ ำนวนค ำลดลงเรื่อย ๆ จนในปัจจุบันกำรเรียนรู้เชิงลึกไม่มีกำรก ำจัด    
ค ำหยุดเลย อย่ำงไรก็ตำมยังคงก ำจัดเครื่องหมำยต่ำง ๆ และเปลี่ยนเป็นตัวอักษรพิมพ์เล็กท้ังหมดก่อนจะน ำไปประมวลผล 

2.2) กำรฝึกฝนล่วงหน้ำแบบคอนทรำสต์ระหว่ำงรูปภำพและข้อควำม  งำนวิจัยนี้ใช้ตัวแบบ CLIP (Contrastive 
Language–Image Pre-training) [24] เป็นโมเดลฐำน (Baseline Model) ดังภำพที่ 4 เพื่อลดภำระกำรฝึกฝนตัวแบบจำกเดิม
ที่ต้องกำรข้อมูลจ ำนวนมำกในกำรเรียนรู้ อีกทั้งมีประสิทธิภำพดีกว่ำตัวแบบที่ถูกสร้ำงขึ้นมำเองตั้งแต่ต้น 

     2.2.1) กำรฝึกฝนตัวเข้ำรหัสรูปภำพด้วยตัวแบบ ViT-B/32 ส ำหรับกำรสกัดคุณลักษณะรูปภำพตำมแนวคิดของ
สถำปัตยกรรม Transformer ที่ท ำงำนกับข้อควำม แต่น ำมำปรับใช้กับรูปภำพ (Vision in Transformer) จำกกำรเปรียบเทียบ
ควำมสัมพันธ์ระหว่ำงแพทช์เพื่อค ำนวณหำผังคุณลักษณะในกำรหำควำมสัมพันธ์กับบริเวณทั้งภำพ โดยผลลัพธ์จำกกำรฝัง
รูปภำพ (Image Embedding) จะแปลงเป็นเวกเตอร์คุณลักษณะรูปภำพ (Image Feature Vector) ขนำด 2,048 
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ภาพที่ 4 แบบจ ำลองกำรค้นคืนรปูภำพเชิงควำมหมำย โดยใช้กำรฝึกฝนตัวแบบล่วงหน้ำแบบคอนทรำสต์ 
  
    2.2.2) กำรฝึกฝนตัวเข้ำรหัสข้อควำมด้วยตัวแบบ GPT-2 บนพื้นฐำนสถำปัตยกรรม Transformer เพื่อเรียนรู้
ควำมหมำยโดยรวมของข้อควำมบรรยำยรูปภำพแต่ละประโยค ผลลัพธ์จำกกำรฝังข้อควำม (Text Embedding) แปลงเป็น
เวกเตอร์คุณลักษณะข้อควำม (Text Feature Vector) ขนำด 768 
    2.2.3) กำรเรียนรู้แบบคอนทรำสต์บนพื้นที่กำรฝังหลำยรูปแบบ (Contrastive Learning on Multi-modal 
Embedding Space) [25] เนื่องจำกเวกเตอร์คุณลักษณะข้อควำมและเวกเตอร์คุณลักษณะรูปภำพมีขนำดต่ำงกัน จึงต้อง
เรียกใช้ Projection Head [26] ในกำรเปลี่ยนขนำดเวกเตอร์บนพื้นที่กำรฝังให้มีมิติเท่ำกับ 256 เพื่อฝึกฝนร่วมกันระหว่ำง    
ตัวเข้ำรหัสรูปภำพและตัวเข้ำรหัสข้อควำมด้วยกำรพยำยำมขยับเวกเตอร์ตัวแทนด้วยค่ำควำมคล้ำยคลึงโคไซน์ ( Cosine 
Similarity) จำกกำรค ำนวณดอตโปรดัค (Dot Product) ของเวกเตอร์แต่ละคู่ หำกเป็นเวกเตอร์คู ่เดียวกันจะมีค่ำควำม
คล้ำยคลึงสูง ตรงกันข้ำมหำกเป็นเวกเตอร์คู่ที่แตกต่ำงกันจะมีค่ำควำมคล้ำยคลึงต ่ำด้วย ดังสมกำรที่ 1 [27] 

1

2 2

1 1

.
cos

|| |||| ||

n

i i

i

n n

i i

i i

A B
A B

A B
A B

 =

= =

= =


 

 (1) 

ก ำหนดให้  A และ B  คือ เวกเตอร์ 
i   คือ องค์ประกอบของเวกเตอร ์(Element of Vector) 
n   คือ จ ำนวนขององค์ประกอบ (Number of Element) 
.  คือ กำรคูณดอทยุคคลิด (Euclidean Dot Product) 

                ||  ||   คือ ขนำดของเวกเตอร์ (Magnitude) 
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 จำกภำพที่ 4 ยกตัวอย่ำงกำรค ำนวณเป็นอำร์เรย์ 1 มิติ เพื่อง่ำยต่อกำรท ำควำมเข้ำใจ ก ำหนดให้รูปภำพแทนด้วย 
1I

ประกอบด้วยชุดตัวเลข  1 0.45,0.32,0.46,0.23I =  และข้อควำมบรรยำยรูปภำพในล ำดับที่ (1) “the dog is moving 

forward through snow ground.” ล ำดับที่ (2) “the dog was having fun playing on the snow.” ล ำดับที่ (3) “lonely 
dog running alone go straight to the camera.” ล  ำด ับที่  (4) “the dog is running towards something in snow” 
และล ำดับที่ (5) “the dog ran aimlessly forward on snow and ice.” แทนด้วย 

1 2 3 4, , ,T T T T และ 5T  ประกอบด้วย

ช ุ ด ต ั ว เ ล ข   1 0.24,0.46,0.44,0.35T   2 0.66,0.69,0.53,0.22T −   3 0.82,0.25,0.98,0.99T  

 4 0.22,0.29,0.35,0.67T  และ  5 0.22,0.64,0.53,0.22T −  ตำมล ำดับ แทนค่ำในสมกำรที่ 1 มีรำยละเอียด

ดังนี้ 

                           ( ) 1,1 1,1 1,2 1,2 1,3 1,3 1,4 1,4

1 1
2 2 2 2 2 2 2 2

1 2 3 4 1 2 3 4

( * ) ( * ) ( * ) ( * )
,

*

I T I T I T I T
sim I T

I I I I T T T T

+ + +
=

+ + + + + +
  

                                            
2 2 2 2 2 2 2 2

(0.45*0.24) (0.32*0.46) (0.46*0.44) (0.23*0.35)

0.45 0.32 0.46 0.23 * 0.24 0.46 0.44 0.35

+ + +
=

+ + + + + +
  

                                            0.54
0.93

0.58
= =  

 
 ดังนั้นค่ำควำมคล้ำยคลึงโคไซน์ระหว่ำงรูปภำพ 

1I กับข้อควำม 
1T  จะเท่ำกับ 0.93 จำกนั้นน ำ 

1I ค ำนวณต่อกับ
ข้อควำมบรรยำยรูปภำพล ำดับ 2T ถึง 5T จะได้ผลลัพธ์เท่ำกับ 0.26, 0.91, 0.80 และ 0.55 ตำมล ำดับ 

     2.2.4) กำรค ำนวณควำมน่ำจะเป็นของป้ำยก ำกับ (Label Probability) เนื่องจำกเอำต์พุตจำกกำรฝึกฝนล่วงหน้ำ
แบบคอนทรำสต์นั้นจะอยู่ในรูปแบบค่ำ Logits Score ที่เกิดจำกค่ำควำมคล้ำยคลึงของเวกเตอร์ จึงต้องใช้ฟังก์ชันซอฟต์แมก็ซ์ 
[28] มำแปลงให้เป็นมำตรฐำนกำรแจกแจงควำมน่ำจะเป็นตำมสัดส่วนของค่ำเอำต์พุตแต่ละคลำส ดังสมกำรที่ 2 
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   (2) 

ก ำหนดให้ ix  คือ   เวกเตอร์อินพุตของฟังก์ชันซอฟต์แม็กซ์ 
                              exp( )ix  คือ   ฟังก์ชันเอกซ์โพเนนเชียล (Exponential Function) มีค่ำคงที่เท่ำกับ 2.71828                  
                                                      ยกก ำลังด้วยเวกเตอร์อินพุต 

 exp( )ij
x คือ   กำรปรับค่ำให้เป็นมำตรฐำน โดยค่ำเอำต์พุตทั้งหมดรวมกันเป็น 1 และแต่ละค่ำ   

                              อยู่ในช่วง (0, 1)  
 จำกภำพที่ 4 ตัวอย่ำงค่ำ Logits Score ที่เกิดจำกค่ำควำมคล้ำยคลึงระหว่ำงเวกเตอร์คุณลักษณะรูปภำพ 

1I  กับ
เวกเตอร์คุณลักษณะข้อควำมบรรยำยรูปภำพล ำดับที่ 

1T  ถึง 5T  มีค่ำเท่ำกับ 0.93, 0.26, 0.91, 0.80 และ 0.55 ตำมล ำดับ 
เมื่อแทนค่ำเวกเตอร์อินพุตของค ำบรรยำยรูปภำพล ำดับที่ 

1T  เท่ำกับ 0.93 ในสมกำรที่ 2 มีรำยละเอียดดังนี้ 
 

exp(0.93)
(0.93)

exp(0.93) exp(0.26) exp(0.91) exp(0.80) exp(0.55)
f =

+ + + +
 

2.5345

2.5345 1.2969 2.4843 2.2255 1.7333
=

+ + + +
 

0.2467=  
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 ผลลัพธ์จำกกำรแปลงค่ำให้เป็นมำตรฐำนกำรแจกแจงควำมน่ำจะเป็นตำมสัดส่วนของค่ำเอำต์พุตของค ำบรรยำย
รูปภำพล ำดับที่ 

1T  ก ำหนดทศนิยม 4 ต ำแหน่ง จะเท่ำกับ 0.2467 จำกนั้นค ำนวณต่อกับข้อควำมบรรยำยรูปภำพล ำดับที่ 2T  
ถึง 5T  จะได้ผลลัพธ์เท่ำกับ 0.1262, 0.2418, 0.2166 และ 0.1687 ตำมล ำดับ ซ่ึงมีผลรวมเท่ำกับ 1  
 กำรประยุกต์ใช้งำนตัวแบบ CLIP นั้นส่วนใหญ่จะเน้นไปที่กำรปรับปรุงพำรำมิเตอร์ของตัวแบบเพื่อใช้ในกำรจ ำแนก
รูปภำพ โดยกำรสร้ำงตัวแยกประเภทชุดข้อมูลจำกข้อควำมป้ำยก ำกับ (Create Dataset Classifier from Label Text) โดย
ฝังอ็อบเจกต์คลำสลงในข้อควำมบรรยำยรูปภำพ (Object Classes into Captions) ในขั้นตอนสุดท้ำย    เมื่อใส่รูปภำพเข้ำไป
ในตัวแบบจะสร้ำงป้ำยก ำกับจำกผลกำรพยำกรณ์ข้อมูลแบบไม่มีตัวอย่ำง (Use for Zero-shot Prediction) อย่ำงไรก็ดีมีบำง
งำนวิจัยที่น ำมำประยุกต์ใช้กับกำรค้นคืนรูปภำพเชิงเนื้อหำ (Content-based Image Retrieval: CBIR) โดยงำนวิจัยของ Le 
และคณะ [29] ประยุกต์ใช้ตัวแบบ CLIP มำเรียนรู้ค ำอธิบำยภำษำธรรมชำติเพื่อกำรจ ำแนกรถยนต์ในมุมมองที่แตกต่ำงกันจำก
กำรฝึกฝนตัวเข้ำรหัสรูปภำพด้วยคุณลักษณะแบบโกลบอลและคุณลักษณะแบบโลคอล เช่นเดียวกับกำรฝึกฝนตัวเข้ำรหัส
ข้อควำมภำษำธรรมชำติตำมแนวคิดกำรเรียนรู้ด้วยตนเองระหว่ำงรูปภำพและข้อควำม เพื่อติดป้ำยก ำกับรถยนต์ในรูปภำพ 
ประกอบด้วยสี รุ่น และทิศทำง เช่นเดียวกับงำนวิจัยของ Xie และคณะ [30] น ำเสนอ RA-CLIP ที่น ำตัวแบบ CLIP มำปรับปรุง
กำรเรียนรู้แบบคอนทรำสต์แบบดั้งเดิม โดยเมื่อมีอินพุตของรูปภำพตัวแบบจะดึงคู่รูปภำพและข้อควำมที่มีควำมคล้ำยคลึงกัน
มำกที่สุดจำกชุดข้อมูลอ้ำงอิง (Reference Set) ซึ่งมีค ำอธิบำยข้อมูลส ำหรับรูปภำพที่อินพุตเข้ำมำร่วมอธิบำยควำมหมำยของ
รูปภำพบนโมดูลสนับสนุนกำรค้นคืน (Retrieval Augmented Module) เพื่อเพิ่มควำมแม่นย ำในกำรพยำกรณ์หมวดหมู่ป้ำย
ก ำกับ (Category Label) ส ำหรับกำรจ ำแนกรูปภำพที่มีกำรลงรำยละเอียด (Fine-grained Classification) แต่อย่ำงไรก็ดี    
แม้งำนวิจัยที่กล่ำวมำนั้นจะอยู่บนแนวคิดกำรเรียนรู้แบบคอนทรำสต์ แต่ก็ยังมิได้มุ่งค้นคืนรูปภำพเชิงควำมหมำยโดยใช้
ข้อควำมค้นหำภำษำธรรมชำติ อันจะเป็น Contribution ของงำนวิจัยนี้ 
 2.3) กำรปรับแต่งพำรำมิเตอร์ด้วยกำรเรียนรู้ด้วยตนเอง (Self-supervised Fine-tuning) แม้ปัจจุบันกำรค้นคืน
รูปภำพเชิงเนื้อหำจะท ำงำนได้อย่ำงมีประสิทธิภำพด้วยกำรระบุแนวคิดระดับสูง (High-level Semantics) ที่เป็นรูปธรรม 
(Concrete Concept) อย่ำงวัตถุ (Object) กิจกรรม (Activities) หรือเหตุกำรณ์ (Event) แต่ในควำมเป็นจริงพฤติกรรมผู้ใช้
โดยมำกจะค้นคืนรูปภำพโดยใช้ควำมสัมพันธ์ระหว่ำงแนวคิดระดับสูงที่เป็นรูปธรรม และแนวคิดที่เป็นนำมธรรม ( Abstract 
Concept) อย่ำงอำรมณ์และควำมรู้สึก (Mood and Feelings) [31] รวมเข้ำด้วยกันเป็นข้อควำมค้นหำภำษำธรรมชำติ ในทำง
กลับกันคุณลักษณะที่ถูกแยกอัตโนมัติด้วยคอมพิวเตอร์มักเป็นแนวคิดระดับสูงที่เป็นรูปธรรมเท่ำนั้น เป็นที่มำของงำนวิจัยชิ้นนี้
ที่มุ่งเชื่อมโยงระหว่ำงแนวคิดระดับสูงที่เป็นรูปธรรมและนำมธรรมเข้ำด้วยผ่ำนแบบจ ำลองกำรค้นคืนรูปภำพ    เชิงควำมหมำย
อันเป็นผลลัพธ์จำกงำนวิจัยนี้ 
    2.3.1) กำรปรับปรุงกำรเรียนรู้ของตัวแบบจำกกำรน ำแนวคิดกำรแผ่กระจำยย้อนหลัง (Backpropagation)            
มำปรับปรุงกำรอัลกอริทึมกำรเรียนรู้ จำกกำรหำค่ำควำมผิดพลำดที่ได้จำกกำรเปรียบเทียบระหว่ำงผลลัพธ์จำกตัวแบบกับ
ผลลัพธ์ที่ถูกประเมินควำมหมำยโดยผู้เชี่ยวชำญด้วยกำรหำค่ำกำรสูญเสียจำกฟังก์ชันกำรสูญเสีย (Loss Function) จำกนั้นน ำ
ค่ำกำรสูญเสียมำใช้กับฟังก์ชันเพิ่มประสิทธิภำพ (Optimize Function) ส ำหรับปรับค่ำพำรำมิเตอร์ที่ใช้ในกำรเรียนรู้ของตัว
แบบเพื่อกำรค้นคืนรูปภำพจำกกำรเปรียบเทียบควำมคล้ำยคลึงเชิงควำมหมำย  
 อย่ำงไรก็ดี แนวคิดระดับสูงที่เป็นนำมธรรมนั้นยำกที่จะประเมินผลด้วยค่ำควำมถูกต้อง หรือค่ำควำมแม่นย ำ จึงเป็น
ที่มำของกำรให้ผู้เชี่ยวชำญ 30 ท่ำน เข้ำมำร่วมเป็นส่วนหนึ่งในกำรประเมินผลควำมหมำยของแต่ละรูปภำพให้สอดคล้องกับ
หลักคอมพิวเตอร์วิทัศน์ (Computer Vision) ก ำหนดคุณสมบัติผู้เชี่ยวชำญ [32] ว่ำเป็นผู้ส ำเร็จกำรศึกษำด้ำนกำรจัดเก็บและ
เรียกค้นสำรสนเทศ (Information Storage and Retrieval) หรือสำขำที่เกี่ยวข้อง และมีประสบกำรณ์กำรใช้งำนคอมพิวเตอร์ 
อินเทอร์เน็ต และเสิร์ชเอนจินในกำรเรียกค้นรูปภำพอย่ำงน้อย 10 ปีขึ้นไป ตำมหลักกำรกำรทดสอบทัวริง (Turing Test) [33] 
ที่มุ่งทดสอบกำรท ำงำนของปัญญำประดิษฐ์เปรียบเทียบกับกำรท ำงำนของมนุษย์ โดยเปรียบเทียบระหว่ำงผลกำรประเมิน
ควำมหมำยของรูปภำพจำกผู้เชี่ยวชำญกับผลกำรพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับจำกตัวแบบว่ำแปลควำมหมำยของ
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รูปภำพได้ใกล้เคียงกับมนุษย์มำกน้อยเพียงใด โดยผู้วิจัยสร้ำงข้อควำมบรรยำยรูปภำพที่อธิบำยควำมหมำย    เชิงคุณภำพของ
รูปภำพที่ได้จำกกำรสุ่มเป็นชุดค ำถำม โดยข้อควำมบรรยำยรูปภำพทั้งหมดอยู่ในรูปแบบภำษำอังกฤษ จำกนั้นให้ผู้เชี่ยวชำญแต่
ละท่ำนประเมินควำมหมำยของแนวคิดระดับสูงเชิงนำมธรรมจ ำนวน 400 รูปภำพ บนชุดค ำถำมแบบเลือกค ำตอบที่ถูกต้อง
เพียงข้อเดียว เพื่อเปรียบเทียบกับผลกำรพยำกรณ์ป้ำยก ำกับด้วยกำรหำค่ำครอสเอนโทรปี เพื่อวัดค่ำควำมน่ำจะเป็นของป้ำย
ก ำกับว่ำมีผลกำรพยำกรณ์ใกล้กับค่ำจริงที่ต้องกำรมำกน้อยแค่ไหน (Error Measurement) ด้วยฟังก์ชัน   กำรสูญเสียที่นิยมใช้
ในกำรจ ำแนกรูปภำพด้วย [34] ดังสมกำรที่ 3 

    ( , ) ( ) log ( )
x classes

H p q p x q x


= −      (3) 

ก ำหนดให้  ( )p x  คือ ป้ำยก ำกับจริง (True Label) จำกกำรประเมินของผู้เชี่ยวชำญแบบ one-hot ตัวเลือกที่ผู้เชี่ยวชำญ         
                             เลือก เท่ำกับ 1 ในทำงตรงกันข้ำมตัวเลือกที่ไม่ถูกเลือกจะเท่ำกับ 0  
              ( )q x  คือ ผลกำรพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับ 

จำกภำพที่ 4 ตัวอย่ำงป้ำยก ำกับที่ผู้เชี่ยวชำญเลือกคือล ำดับที่ 1 ถือว่ำเป็นป้ำยก ำกับจริง ดังนั้นตัวเลือกล ำดับที่ 2 ถึง 
5 จะเท่ำกับ 0 ทั้งหมด แทนค่ำ [1,0,0,0,0]p  ในทำงกลับกันเมื่อพิจำรณำผลกำรพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับ
จำกฟังก์ชันซอฟต์แม็กซ์ในตัวเลือกที่ 1 ถึง 5 เท่ำกับ 0.2467, 0.1262, 0.2418, 0.2166 และ 0.1687 ตำมล ำดับ แทนค่ำใน 

[0.2467,0.1262,0.2418,0.2166,0.1687]q  เมื่อแทนค่ำในสมกำรที่ 3 มีรำยละเอียดดังนี้ 

2 2 2( , ) [1*log (0.2467) 0*log (0.1262) 0*log (0.2418)H p q = − + + +  

2 20*log (0.2166) 0*log (0.1687)]+  

( , ) 2.0192H p q =  

 จำกภำพที่ 4 ผลกำรเปรียบเทียบระหว่ำงผลกำรประเมินควำมหมำยของรูปภำพจำกผู้เชี่ยวชำญคือตัวเลือกที่ 1 ตรง
กับผลกำรพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับที่สูงที่สุดในตัวเลือกที่ 1 ส่งผลให้ค่ำครอสเอนโทรปี เท่ำกับ 2.0192 ซึ่งอยู่
ระหว่ำง 0 ถึงไม่จ ำกัด (Infinity) โดย 0 คือไม่มีค่ำสูญเสียเลย แสดงถึงควำมมั่นใจในผลกำรพยำกรณ์ของตัวแบบ หำกค่ำครอส
เอนโทรปีมีค่ำน้อย แสดงถึงตัวแบบพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับถูกต้องตรงกับผลประเมินจำกผู้เชี่ยวชำญได้อย่ำง
มั่นใจ ตรงกันข้ำมแม้ผลพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับถูกต้องแต่มีค่ำควำมน่ำจะเป็นน้อย ค่ำครอสเอนโทรปี ก็จะมีค่ำ
มำก เช่นเดียวกับผลพยำกรณ์ควำมน่ำจะเป็นของป้ำยก ำกับที่ไม่ถูกต้องแม้จะมีค่ำควำมน่ำจะเป็นสูงก็จะท ำให้ค่ำครอสเอนโทร
ปีมำกตำมไปด้วย  
      2.3.2) กำรเรียนรู้ซ ้ำบนชุดข้อมูลที่ก ำหนดเอง (Retrain Network on Custom Dataset) โดยค่ำกำรสูญเสียที่
ค ำนวณได้จำกกำรเปรียบเทียบระหว่ำงผลกำรประเมินควำมหมำยของรูปภำพจำกผู้เชี่ยวชำญกับผลกำรพยำกรณ์ควำมน่ำจะ
เป็นของป้ำยก ำกับ และผลกำรประเมินควำมหมำยของรูปภำพจำกผู้เชี่ยวชำญค ำนวณจำกพำรำมิเตอร์ค่ำน ้ำหนัก (Weight) 
ดังนั้นจะท ำให้สำมำรถปรับพำรำมิเตอร์ที่มีผลกระทบกับค่ำกำรสูญเสีย เพื่อให้ค่ำกำรสูญเสียในกำรพยำกรณ์น้อยที่สุดตำม
แนวคิดกำรแผ่กระจำยย้อนหลัง (Backpropagation) ก่อนจะน ำไปเรียนรู้ซ ้ำอีกครั้งด้วยกำรเรียนรู้ด้วยตนเองบนชุดข้อมูล 
Flickr30k จ ำนวน 31,783 รูปภำพ และชุดข้อมูลที่ผู้วิจัยรวบรวมเองจ ำนวน 92,168 รูปภำพ รวมทั้งสิ้น 123,951 รูปภำพ 
      2.3.3) กำรเรียนรู้ควำมคล้ำยคลึงเชิงควำมหมำยด้วยตนเอง (Semantic Similarity Self-supervised) [35] เมื่อ
ตัวแบบได้เรียนรู้ซ ้ำเพื่อจดจ ำคุณลักษณะเชิงควำมหมำยในรูปแบบแนวคิดที่เป็นนำมธรรมของรูปภำพบนชุดข้อมูลแบบติดป้ำย
ก ำกับอัตโนมัติ (Automatically Labeled) เนื่องจำกแบบจ ำลองมีกำรเรียนรู้จำกรูปภำพที่ไม่จ ำเป็นต้องมีป้ำยก ำกับล่วงหน้ำ 
(Unlabeled Image) แต่ต้องมีป้ำยก ำกับส ำหรับกำรค้นหำ และใช้ประโยชน์จำกควำมสัมพันธ์ (Relations) หรือควำม
เกี ่ยวข้อง (Correlations) ระหว่ำงคุณสมบัติของข้อมูลอินพุตที ่แตกต่ำงกัน โดยบังคับให้ แบบจ ำลองเรียนรู ้กำรแสดง
ควำมหมำยเกี่ยวกับข้อมูล จำกนั้นชุดควำมรู้ (Knowledge) ที่เป็นผลลัพธ์จำกกำรเรียนรู้ด้วยตนเองจะถูกถ่ำยโอนกำรเรียนรู้ไป
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ยังแบบจ ำลองเพื่อใช้ส ำหรับงำนหลัก (Main Task) เพื่อติดป้ำยก ำกับข้อมูลให้กับรูปภำพ (Labeled Image) เปรียบเทียบกับ
แนวคิดระดับสูงในรูปแบบนำมธรรมของรูปภำพที่ได้จำกกำรเรียนรู้ควำมคล้ำยคลึงเชิงควำมหมำย (Semantic Similarity) 
ก่อนจะสร้ำงเป็นเวกเตอร์คุณลักษณะรูปภำพจัดเก็บไว้ในชุดค ำอธิบำยรูปภำพ (Image Description Set) ต่อไป 

3) การสร้าง (Construction) แบบจ ำลองกำรค้นคืนรูปภำพเชิงควำมหมำยพัฒนำขึ้นด้วยกำรเขียนโปรแกรมภำษำ
ไพธอนบน Google Colaboratory เพื่อลดระยะเวลำกำรประมวลผลของเครื่อง เนื่องจำกคอมพิวเตอร์ทั่วไปกำรเรียนรู้ของตัว
แบบ 1 ครั้งอำจใช้เวลำถึง 2-3 ชั่วโมง แต่บน Google Colaboratory นั้นจะใช้เวลำประมำณ 30-35 นำที อีกทั้งกำรเรียนรู้นั้น
อำจต้องท ำหลำยสิบครั้งไปจนถึงหลำยร้อยครั้ง ดังนั้นกำรเรียนรู้ของตัวแบบบนคอมพิวเตอร์ทั่วไปจะต้องใช้เวลำนำนมำก 
 4) การทดสอบและการกลับมาตรวจสอบซ ้า (Testing and Turnover) เพื่อประเมินประสิทธิภำพแบบจ ำลอง
กำรค้นคืนรูปภำพเชิงควำมหมำยแบบไม่ทรำบจ ำนวนผลลัพธ์ที่ถูกต้อง (Order-Unaware Metrics) [36] ที่ใช้ค้นคืนเนื้อหำที่
เกี่ยวข้อง เช่น ค้นคืนเนื้อหำหรือวิดีโอบนเว็บไซต์ที่มีผลลัพธ์จ ำนวนมำกและไม่สำมำรถระบุจ ำนวนผลลัพธ์ที่ถูกต้องทั้งหมดได้ 
โดยผู้วิจัยระบุข้อควำมค้นหำที่อธิบำยควำมหมำยเชิงคุณภำพของรูปภำพ (Qualitative semantic concepts of the image) 
ในรูปแบบภำษำอังกฤษจ ำนวน 30 รำยกำร ภำยใต้แนวคิดระดับสูงของรูปภำพที่อยู ่ในลักษณะนำมธรรมบนชุดข้อมูล 
Flickr30k และชุดข้อมูลที่ผู้วิจัยรวบรวมเอง แต่ละรำยกำรแสดงผลลัพธ์ 5 รูปภำพ แล้วให้ผู้เชี่ยวชำญ 3 ท่ำน ร่วมกันประเมิน
ผลลัพธ์จำกกำรค้นคืนแต่ละครั้งแบบเป็นอิสระต่อกัน ประกอบด้วย 

4.1) ค่ำเฉลี่ยส่วนกลับของล ำดับ (Mean Reciprocal Rank: MRR) เพื่อประเมินควำมสำมำรถในกำรค้นคืนรูปภำพ
อันดับแรกที่เกี่ยวข้องกับข้อควำมค้นหำจำกจ ำนวนผลกำรค้นคืนทั้งหมด [36, 37] ดังสมกำรที่ 4 เมื่อ Q  คือจ ำนวนกำรสืบค้น
ทั้งหมด และ qRank คือ ล ำดับของผลลัพธ์ที่เกี่ยวข้องอันดับแรก ผู้เชี่ยวชำญจะประเมินผลรูปภำพตำมควำมเกี่ยวข้องล ำดับที่ 

1 ที่พบจำก 5 รูปภำพต่อข้อควำมค้นหำแต่ละรำยกำร 

                                                        
1

1 1Q

q
q

MRR
Q Rank=

=   (4) 

ตัวอย่ำงข ้อควำมค้นหำ 3 รำยกำรได้แก่ 1) move forward together 2) feel alone in the city และ  3) strive for 
victory ที่ผ่ำนกำรประเมินผลโดยผู้เชี่ยวชำญท่ำนที่ 1 ดังตำรำงที่ 2 มีค่ำเฉลี่ยส่วนกลับของล ำดับ เท่ำกับ 0.567 

จำกตำรำงที่ 2 จะด ำเนินกำรกับข้อควำมค้นหำไปจนครบทั้ง 30 รำยกำร แล้วให้ผู้เชี่ยวชำญ 3 ท่ำน ร่วมกันประเมิน
ล ำดับของผลลัพธ์ที่เกี่ยวข้องอันดับแรก โดยในแต่ละรำยกำรจะยึดล ำดับของรูปภำพที่ผู้เชี่ยวชำญประเมินแบบ 2 ใน 3 ตรงกัน
ข้ำมหำกผลลัพธ์จำกรำยกำรค้นหำใดที่นอกเหนือจำกเงื่อนไขที่ก ำหนดจะถือว่ำค่ำเฉลี่ยส่วนกลับของล ำดับในรำยกำรนั้นจะ
เท่ำกับ 0 คะแนน ก่อนจะค ำนวณเป็นค่ำเฉลี่ยส่วนกลับของล ำดับรวมของตัวแบบจำกผู้เชี่ยวชำญ 3 ท่ำน 

ตารางท่ี 2 กำรประเมินค่ำเฉลี่ยส่วนกลับของล ำดับจำกข้อควำมค้นหำ 3 รำยกำร ผ่ำนกำรประเมินผลโดยผู้เชี่ยวชำญท่ำนที่ 1 

Query Reciprocal Rank MRR  
1) 2) 3) 4) 5) 
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4.2) ค่ำควำมครบถ้วน (Recall) เป็นอัตรำส่วนของรูปภำพที่เกี่ยวข้อง และถูกค้นคืนออกมำจำกจ ำนวนรูปภำพที่
เกี่ยวข้องทั้งหมด แทนจ ำนวนผลลัพธ์จำกกำรค้นคืนด้วย k [36, 37]  ที่ถูกใช้ในกำรประเมินว่ำตัวแบบนั้นมีประสิทธิภำพใน
กำรค้นคืนรูปภำพที่เกี่ยวข้องกับข้อควำมค้นหำจำกผู้ใช้งำนหรือไม่ โดยมุ่งพิจำรณำเฉพำะรูปภำพที่เกี่ยวข้องกับข้อควำมค้นหำ
เท่ำนั้น ก ำหนดให้ @ k  เป็นจ ำนวนเต็มของรำยกำรที่พิจำรณำตำมล ำดับที่ก ำหนด เพื่อลดข้อจ ำกัดของกำรค้นคืนที่มีผลลัพธ์
จ ำนวนมำกและไม่สำมำรถระบุจ ำนวนผลลัพธ์ที่ถูกต้องทั้งหมดได้ ดังสมกำรที่ 5 

 

                        
@

Re @
( @ ) ( @ )

TP k
call k

TP k FN k
=

+
  (5) 

 
ผลลัพธ์จำกข้อควำมค้นหำ “move forward together” จ ำนวน 5 รูปภำพ ที่ผู้เชี่ยวชำญท่ำนที่ 1 ประเมินว่ำถูกต้องจ ำนวน 
3 รูปภำพ ดังตำรำงที่ 3  

ตารางท่ี 3 กำรประเมินค่ำควำมครบถ้วนจ ำนวน 5 รูปภำพ ที่ผ่ำนกำรประเมินผลโดยผู้เชี่ยวชำญท่ำนที่ 1 

Rank 1) 2) 3) 4) 5) 
k    
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(1 2) 3
= =
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= =
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 2 2
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 2 2
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จำกตำรำงที่ 3 จะด ำเนินกำรกับข้อควำมค้นหำไปจนครบทั้ง 30 รำยกำรแล้วให้ผู้เชี่ยวชำญ 3 ท่ำน ร่วมกันประเมิน

ควำมถูกต้องของผลลัพธ์ หำกรูปภำพใดมีผลกำรประเมินจำกผู้เชี่ยวชำญถูกต้องทั้งหมดจะถือว่ำรูปภำพนั้นถูกต้องตำมข้อควำม
ค้นหำ เท่ำกับ 1 คะแนน ตรงกันข้ำมหำกรูปภำพใดที่ผู้เชี่ยวชำญประเมินว่ำไม่ถูกต้องแม้เพียงท่ำนเดียว จะถือว่ำรูปภำพนั้นไม่
ถูกต้อง เท่ำกับ 0 คะแนน ก่อนจะค ำนวณเป็นค่ำเฉลี่ยควำมครบถ้วนของตัวแบบจำกผู้เชี่ยวชำญ 3 ท่ำน  

ผลการวิจัย  

งำนวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนำและประเมินประสิทธิภำพแบบจ ำลองกำรค้นคืนรูปภำพเชิงควำมหมำย โดยใช้   
ตัวแบบกำรเรียนรู้เชิงลึกที่ถูกฝึกฝนล่วงหน้ำแบบคอนทรำสต์ ผลกำรประเมินประสิทธิภำพกำรค้นคืนรูปภำพเชิงควำมหมำยบน
ชุดข้อมูลรูปภำพ Flickr30k เปรียบเทียบกับชุดข้อมูลที่ผู้วิจัยรวบรวมเองด้วยค่ำเฉลี่ยส่วนกลับของล ำดับ (MRR) และค่ำควำม
ครบถ้วนที่ k ล ำดับ ดังตำรำงที่ 4 ผลลัพธ์จำกกำรค้นคืนรูปภำพเชิงควำมหมำยบนชุดข้อมูล Flickr30k ที่ผ่ำนกำรประเมินผล
โดยผู้เชี่ยวชำญท่ำนที่ 1 

งำนวิจัยนี้ให้ควำมส ำคัญควำมคลำดเคลื่อน (Error) คือ ผลต่ำงระหว่ำงค่ำที่วัดได้กับค่ำที่แท้จริง ถ้ำค่ำที่วัดได้
ใกล้เคียงกับค่ำจริงมำกแสดงว่ำกำรวัดนั้นมีควำมถูกต้องสูง [38] โดยกำรวัดทุกครั้งมักมีค่ำควำมคลำดเคลื่อนเกิดขึ้นเสมอ    
แบ่งออกเป็น 3 ชนิด ได้แก่ 1) ควำมคลำดเคลื่อนที่เกิดจำกผู้วัด (Human Error) อันเกิดจำกควำมประมำทเลินเล่อในกำรวัด2) 
ควำมคลำดเคลื่อนเชิงระบบ (Systematic Error) มักเกิดจำกเครื่องมือวัดไม่ได้ประสิทธิภำพ และ 3) ควำมคลำดเคลื่อนเชิง
สถิติ (Statistical Error) ซึ่งควำมคลำดเคลื่อนประเภทที่ 1 และ 2 สำมำรถจัดกำรได้ด้วยควำมรอบคอบ ระมัดระวัง และกำร
พัฒนำเครื่องมือวัดให้มีประสิทธิภำพ แต่ควำมคลำดเคลื่อนประเภทที่ 3 นั้นไม่มีทำงก ำจัดให้หมดไปได้ เนื่องจำกอยู่นอกเหนือ  
กำรควบคุม จึงมักใช้กำรวัดซ ้ำหลำย ๆ ครั้งเพื่อให้ควำมคลำดเคลื่อนลดน้อยลง      ดังนั้นเมื่อครบรอบจะท ำกำรประเมินอีกจน     

 ครบ 3 รอบด้วยข้อควำมค้นหำเดิมแบบผลลัพธ์เป็นอิสระต่อกัน แล้วน ำผลกำรประเมินมำหำค่ำเฉลี่ยเพื่อให้ควำมคลำดเคลื่อน 

ลดน้อยลงจนถึงในระดับที่ยอมรับได้ ดังตำรำงที่ 5   
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ตารางท่ี 4 ผลลัพธ์จำกกำรค้นคืนรูปภำพเชิงควำมหมำยที่ผ่ำนกำรประเมินผลโดยผู้เชี่ยวชำญท่ำนที่ 1 

1) move forward together 

 
 
 

    

2) feel alone in the city 

 
 
 

    

n) … 

… … … … … 

30) strive for victory 

 
 
 

    

  
ตารางท่ี 5  ค่ำเฉลี่ยส่วนกลับของล ำดับ และค่ำควำมครบถ้วนที่ k ล ำดับจำกกำรค้นคืนรูปภำพ 

Dataset MRR  
Re @call k  

1k =  3k =  5k =  
Flickr30k 0.628 0.585 0.664 0.761 
Custom 0.617 0.572 0.632 0.731 

 
จำกตำรำงที่ 5 ผลกำรประเมินประสิทธิภำพกำรค้นคืนรูปภำพเชิงควำมหมำยด้วยค่ำเฉลี่ยส่วนกลับของล ำดับ     

และค่ำควำมครบถ้วนที่ k ล ำดับจำกกำรค้นคืนรูปภำพจำกผู้เชี่ยวชำญทั้ง 3 ท่ำน เมื่อพิจำรณำลงไปในรำยละเอียด พบว่ำ 
1) ผลกำรวัดประสิทธิภำพในกำรจัดอันดับด้วยค่ำเฉลี่ยส่วนกลับของล ำดับ (MRR) ซึ่งจะพิจำรณำควำมแม่นย ำในกำร

ค้นคืนรูปภำพใน k  อันดับแรกแล้ว จะต้องพิจำรณำด้วยว่ำรูปภำพที่คำดว่ำจะเป็นรูปภำพที่เกี่ยวข้องกับข้อควำมค้นหำนั้นถูก
ค้นคืนมำในอันดับที่ใดในจ ำนวน k  รูปภำพที่ถูกค้นคืน หำกมีค่ำเข้ำใกล้ 1 แสดงว่ำรูปภำพที่ค้นคืนได้ใน k  อันดับแรก
ยอมรับได้ ผลลัพธ์จำกงำนวิจัยนี้พบว่ำค่ำเฉลี่ยส่วนกลับของล ำดับบนชุดข้อมูล Flickr30k และชุดข้อมูลที่ผู้วิจัยรวบรวมเองมี
ค่ำเท่ำกับ 0.628 และ 0.617 ตำมล ำดับ ที่ต ำแหน่ง k  = 5 โดยค่ำเฉลี่ยส่วนกลับของล ำดับจะสะท้อนถึงพฤติกรรมของผู้ใช้
ต้องกำรเพียงผลลัพธ์ที่ตนเองสนใจเท่ำนั้น [39] ดังนั้นผลลัพธ์จ ำนวนมำกจำกค้นคืนอำจท ำให้ผู้ใช้เสียเวลำคัดเลือกรูปภำพที่
ตรงกับควำมต้องกำรอย่ำงแท้จริง โดย Jansen และ Spink [40] พบว่ำ ผู ้ใช้จะเรียกดูเอกสำรไม่เกิน 5 รำยกำรที่ค้นคืน         
มีเพียงผู้ใช้ร้อยละ 28.3 เท่ำนั้นที่เรียกดูเพียง 2-3 รำยกำร อีกทั้งร้อยละ 55 จะเรียกดูผลลัพธ์เพียง 1 รำยกำรต่อ 1 ค ำค้นหำ 
และมีแนวโน้มจะลดลงเรื่อย ๆ  ซึ่งนับเป็นควำมสูญเปล่ำทำงสำรสนเทศ เนื่องจำกเป็นไปได้น้อยมำกที่ผู้ใช้จะเลือกดูรูปภำพ
จำกผลกำรค้นคืนทั้งหมด จึงเป็นกำรเสียโอกำสส ำหรับผู้ใช้หำกมีรูปภำพบำงส่วนที่ไม่ถูกเรียกดู ดังนั้นระบบค้นคืนรูปภำพจึง
ต้องมุ่งเพิ่มค่ำควำมครบถ้วนอันดับ 1, 3 และ 5 ที่เกี่ยวข้องกับข้อควำมค้นหำเป็นหลักเพื่อตอบสนองต่อควำมต้องกำรของผู้ใช้ 
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2) ผลกำรค้นคืนรูปภำพเชิงควำมหมำยจำกค ำค้นที่อธิบำยควำมหมำยเชิงคุณภำพของรูปภำพที่ค่ำควำมครบถ้วนที่ 
k  ล ำดับ จ ำนวน 1, 3 และ 5 รูปภำพบนชุดข้อมูล Flickr30k นั ้นมีค่ำควำมครบถ้วนเฉลี ่ย 0.585, 0.664 และ 0.761 
ตำมล ำดับ แสดงถึงกำรฝึกฝนล่วงหน้ำแบบคอนทรำสต์ระหว่ำงรูปภำพและข้อควำมของแบบจ ำลองกำรค้นคืนรูปภำพดิจิทัลเชิง
ควำมหมำยนั้นสำมำรถแก้ปัญหำช่องว่ำงควำมหมำยได้อย่ำงมีประสิทธิภำพ และช่วยสนับสนุนผู้ใช้ด้วยค ำค้นในรูปแบบ
ภำษำธรรมชำติที่ยึดโยงกับควำมหมำยของรูปภำพ แทนที่จะยึดตำมหลักไวยำกรณ์ของภำษำ อย่ำงไรก็ดีแนวคิดระดับสูงใน
รูปแบบนำมธรรมนั้นมีควำมซับซ้อน เนื่องจำกมีอำรมณ์และควำมรู้สึกเข้ำมำเกี่ยวข้อง ดังนั้นกำรแปลควำมหมำยจึงเป็นไปตำม
หลักกำรรับรู้ของมนุษย์ (Human Perception) [41] ซึ่งมีที่มำจำกประสบกำรณ์หรือควำมรู้เดิมของแต่ละบุคคลจึงแตกต่ำงกัน 

3) ผลกำรเปรียบเทียบประสิทธิภำพกำรค้นคืนรูปภำพเชิงควำมหมำยบนชุดข้อมูลที่ผู้วิจัยรวบรวมเองนั้น พบว่ำค่ำ
ควำมครบถ้วนที่ k  ล ำดับ จ ำนวน 1, 3 และ 5 รูปภำพนั้นเท่ำกับ 0.572, 0.632 และ 0.731 ตำมล ำดับ เมื่อเปรียบเทียบกับ
ชุดข้อมูล Flickr30k ที่น ำมำใช้ฝึกฝนตัวแบบ พบว่ำ ติดกันค่ำควำมครบถ้วนที่ k  จะลดลงเล็กน้อยและเป็นไปในทิศทำง
เดียวกัน ซึ่งค่ำควำมถูกต้องและค่ำควำมครบถ้วนเป็นประโยชน์ต่อผู้ใช้ต่ำงกลุ่มกันไป โดยผู้ใช้จะให้ควำมส ำคัญกับค่ำควำม
ถูกต้องมำกกว่ำค่ำควำมครบถ้วน เนื่องจำกผู้ใช้ส่วนใหญ่ต้องกำรให้ข้อมูลที่เป็นผลลัพธ์ที่ตรงกับสิ่ง ที่ต้องกำรค้นหำ แต่ในทำง
กลับกันระบบค้นคืนรูปภำพนั้นจะเน้นไปที่ค่ำควำมครบถ้วน เนื่องจำกต้องกำรให้ระบบค้นคืนรูปภำพที่ถูกต้องจำกชุดข้อมูลให้
ได้มำกที่สุด ดังนั้นงำนวิจัยต่อไปจึงควรวัดประสิทธิภำพของตัวแบบด้วยค่ำควำมถูกต้องมำประกอบด้วย 
 
อภิปรายและสรุปผลการวิจัย  

 ผลกำรประเมินประสิทธิภำพกำรค้นคืนรูปภำพเชิงควำมหมำย พบว่ำ 1) ค่ำเฉลี่ยส่วนกลับของล ำดับ (MRR) บนชุด
ข้อมูล Flickr30k และชุดข้อมูลที่ผู้วิจัยรวบรวมเองมีค่ำเท่ำกับ 0.628 และ 0.617 ตำมล ำดับ ที่ต ำแหน่ง k  = 5 ซึ่งถือว่ำอยู่ใน
ระดับที่ยอมรับได้ เมื ่อเปรียบเทียบกับงำนวิจัยของ Le และคณะ [29] ที่ประยุกต์ใช้ตัวแบบ CLIP มำเรียนรู ้ค ำอธิบำย
ภำษำธรรมชำติเพื่อกำรจ ำแนกรถยนต์ในมุมมองที่แตกต่ำงกัน มีค่ำเฉลี่ยส่วนกลับของล ำดับเท่ำกับ 0.477 งำนวิจัยของ 
Bianchi และ คณะ [42] ที่ประยุกต์ใช้ตัวแบบ CLIP มำใช้ค้นคืนรูปภำพจำกกำรฝึกฝนตัวแบบให้เรียนรู้ข้อควำมบรรยำย
รูปภำพที่แปลงจำกภำษำอังกฤษเป็นภำษำอิตำลีที่มีค่ำเฉลี่ยส่วนกลับของล ำดับเท่ำกับ 0.504 2) ค่ำควำมครบถ้วนที่ k  ล ำดับ 
จ ำนวน 1, 3 และ 5 รูปภำพบนชุดข้อมูล Flickr30k นั้นมีค่ำควำมครบถ้วนเฉลี่ย 0.585, 0.664 และ 0.761 ตำมล ำดับ อย่ำงไร
ก็ดีผลลัพธ์จ ำนวนมำกอำจท ำให้ผู้ใช้เสียเวลำคัดเลือกรูปภำพที่ตรงกับควำมต้องกำรอย่ำงแท้จริง ดังนั้นระบบค้นคืนรูปภำพจึง
ต้องมุ่งเพิ่มค่ำควำมครบถ้วนอันดับ 1, 3 และ 5 เป็นหลักเพื่อตอบสนองต่อควำมต้องกำรของผู้ใช้ที่มีแนวโน้มกำรเรียกดูจ ำนวน
ผลลัพธ์จำกกำรค้นคืนที่ลดลงเรื่อย ๆ และ 3) ค่ำควำมครบถ้วนที่ k  ล ำดับจ ำนวน 1, 3 และ 5 รูปภำพบนชุดข้อมูลที่ผู้วิจัย
รวบรวมเอง เท่ำกับ 0.572, 0.632 และ 0.731 ตำมล ำดับ เมื่อเปรียบเทียบกับผลกำรค้นคืนบนชุดข้อมูล Flickr30k นั้นจะ
ลดลงเล็กน้อยแต่เป็นไปในทิศทำงเดียวกัน และไม่เกิดปัญหำที่ตัวแบบจะมีประสิทธิภำพลดลงเมื่อท ำงำนกับข้อมูลที่ไม่เคยพบ
มำก่อน อย่ำงไรก็ดีปัญหำช่องว่ำงควำมหมำยของรูปภำพนั้นยำกที่จะท ำให้หมดไป ท ำได้เพียงลดช่องว่ำงควำมหมำยระหว่ำง
คอมพิวเตอร์ ผู้ใช้ และรูปภำพลงด้วยเทคนิคและวิธีกำรต่ำง ๆ เท่ำนั้น [43] งำนวิจัยต่อไปจึงควรให้ควำมส ำคัญกับกำรลด
ช่องว่ำงควำมหมำยของข้อควำมค้นหำจำกผู้ใช้ควบคู่ไปกับกำรวิเครำะห์ควำมหมำยของรูปภำพ เพื่อเพิ่มประสิ ทธิภำพในกำร
ค้นคืนให้ตรงกับควำมต้องกำรของผู้ใช้มำกที่สุด  
 
เอกสารอ้างอิง 

1. Broz M. Number of Photos (2023): Statistics, Facts, & Predictions. [Internet]. 2023 [cited 2023 May 28]. 
Available from: https://photutorial.com/photos-statistics/ 



ว.วทิย. เทคโน. หวัเฉียวเฉลมิพระเกยีรต ิ                    49             ปีที ่9 ฉบบัที ่2 กรกฎาคม – ธนัวาคม 2566 

2. Tyagi V. Content-Based Image Retrieval Ideas, Influences, and Current Trends. Gateway East: Springer; 
2017.    

3. Alkhawlani M, Elmogy M, Elbakry H. Content-Based Image Retrieval using Local Features Descriptors and 
Bag-of-Visual Words. Int J Adv Comput Sci Appl 2015;6(9):212-9.  

4. Marques O, Furht B. Content-based image and video retrieval. New York: Springer; 2002.  

5. Barz B. Semantic and Interactive Content-based Image Retrieval. Ph.D. Dissertation, Friedrich Schiller 
University Jena. Germany; 2020. 

6. Goodfellow I, Bengio Y, Courville A. Deep Learning. Massachusetts: MIT Press; 2016.   

7. Aggarwal CC. Neural Networks and Deep Learning A Textbook. Cham: Springer; 2018.  

8. McConnell S. Rapid Development: Taming Wild Software Schedules. Washington, D.C.: Microsoft Press; 
1996.  

9. Manning CD, Raghavan P, Schütze H.  Introduction to information retrieval. Cambridge: Cambridge 
University Press; 2008.  

10. Perret B. Hierarchical image analysis: theory, algorithms, and applications. [Internet]. 2021 [cited 2023 
May 28]. Available from: https://hal.science/tel-03231061/file/HDR_ BP.pdf 

11. Liu Y, Zhang J, Tjondronegoro D, Geve S. A Shape Ontology Framework for Bird Classification. In: 
proceedings of the 9th Biennial Conference of the Australian Pattern Recognition Society on Digital Image 
Computing Techniques and Applications, December 3-5, 2007; South Australia, Australia; 2007. p. 478-
84.  

12. Liu Y, Huang Y, Zhang S, Zhang D, Ling N. Integrating object ontology and region semantic template for 
crime scene investigation image retrieval. In: proceedings of the 12th IEEE Conference on Industrial 
Electronics and Applications (ICIEA), June 18-20, 2017; Siem Reap, Cambodia; 2017. p. 149-53.  

13. Dong H, Wang Z, Qiu Q, Sapiro G. Using Text to Teach Image Retrieval. [Internet]. 2020 [cited 2023 May 
28]. Available from: https://arxiv.org/pdf/2011.09928.pdf 

14. Mikolajczyk A, Grochowski M. Data augmentation for improving deep learning in image classification 
problem. In: proceedings of the 2018 International Interdisciplinary PhD Workshop (IIPhDW), May 9-12, 
2018; Swinoujscie, Poland; 2018. p. 117-22.  

15. Roh Y, Heo G, Whang SE. A Survey on Data Collection for Machine Learning: A Big Data - AI Integration 
Perspective. IEEE Trans Knowl Data Eng 2019;33(4):1328-47.  

16. Althnian A, AlSaeed D, Al-Baity H, Samha A, Dris AB, Alzakari N, Elwafa AA, Kurdi H. Impact of Dataset 
Size on Classification Performance: An Empirical Evaluation in the Medical Domain. Appl Sci 
2021;11(2):796-813.  

17. Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez A, Kaiser L, Polosukhin I. Attention Is All 
You Need. In: proceedings of the 31st Conference on Neural Information Processing Systems (NIPS 2017), 
December 4 - 9, 2017; NY, USA; 2017. p. 6000-10.   



   ปีที ่9 ฉบบัที ่2 กรกฎาคม – ธนัวาคม 2566             50                      ว.วทิย. เทคโน. หวัเฉียวเฉลมิพระเกยีรต ิ

18. Dosovitskiy A, Beyer L, Kolesnikov A, Weissenborn D, Zhai X, Unterthiner T, Dehghani M, Minderer M, 
Heigold G, Gelly S, Uszkoreit J, Houlsby N. An Image is Worth 16x16 Words: Transformers for Image 
Recognition at Scale. In: proceedings of the 9th International Conference on Learning Representations 
2021 (ICLR 2021), May 3 - 7, 2021; Virtual Event, Austria; 2021. p. 1-21.  

19. Plummer BA, Wang L, Cervantes CM, Caicedo JC, Hockenmaier J, Lazebnik S. Flickr30k Entities: Collecting 
Region-to-Phrase Correspondences for Richer Image-to-Sentence Models. [Internet]. 2015 [cited 2023 
May 28]. Available from: https://arxiv.org/pdf/1505.04870.pdf 

20. Brase CH, Brase CP. Understanding Basic Statistics. Boston: Cengage Learning; 2018. 

21. Mumuni A, Mumuni F. Data augmentation: A comprehensive survey of modern approaches. Array 
2022;16(2022):100258. 

22. Xu M, Yoon S, Fuentes A, Park DS. A Comprehensive Survey of Image Augmentation Techniques for 
Deep Learning. Pattern Recognition 2023;137(2023):109347.  

23. Mitchell R. Web Scraping with Python: Collecting Data from the Modern Web. 2nd ed. Sebastopol, CA: 
O'Reilly Media Inc.; 2018.  

24. Radford A, Kim JW, Hallacy C, Ramesh A, Goh G, Agarwal S, Sastry G, Askell A, Mishkin P, Clark J, Krueger 
G, Sutskever I. Learning Transferable Visual Models From Natural Language Supervision. [Internet]. 2021 
[cited 2023 May 28]. Available from: https://arxiv.org/pdf/2103.00020.pdf 

25. Baltrusaitis T, Ahuja C, Morency L. Multimodal Machine Learning: A Survey and Taxonomy. IEEE Trans 
Pattern Anal Mach Intell 2019;41(2):423-33.  

26. Weers F, Shankar V, Katharopoulos A, Yang Y, Gunte T. Masked Autoencoding Does Not Help Natural 
Language Supervision at Scale. In: proceedings of the 2023 Conference on Computer Vision and Pattern 
Recognition (CVPR), June 18-22, 2023; Vancouver, Canada; 2023. p. 1-19. 

27. Zizka J, Darena F, Svoboda A. Text Mining with Machine Learning Principles and Techniques. Boca Raton: 
CRC Press; 2020.  

28. Nwankpa C, Ijomah W, Gachagan A, Marshall S. Activation Functions: Comparison of trends in Practice 
and Research for Deep Learning. [Internet]. 2018 [cited 2023 May 28]. Available from: 
https://arxiv.org/pdf/1811.03378.pdf  

29. Le HD, Nguyen QQ, Nguyen VA, Nguyen TD, Chung NM, Thái T, Ha SV. Tracked-Vehicle Retrieval by 
Natural Language Descriptions with Domain Adaptive Knowledge. In: proceedings of the IEEE/CVF 
Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, June 19-20, 2022; Los 
Angeles, USA; 2022. p. 3300-9.  

30. Xie C, Sun S, Xiong X, Zheng Y, Zhao D, Zhou J. RA-CLIP: Retrieval Augmented Contrastive Language-
Image Pre-training. In: proceedings of the 2023 IEEE/CVF Conference on Computer Vision and Pattern 
Recognition (CVPR), June 17-24, 2023; Vancouver, Canada; 2023. p. 19265-74.  



ว.วทิย. เทคโน. หวัเฉียวเฉลมิพระเกยีรต ิ                    51             ปีที ่9 ฉบบัที ่2 กรกฎาคม – ธนัวาคม 2566 

31. Barz B. Denzler J. Content-based Image Retrieval and the Semantic Gap in the Deep Learning Era.             
In: proceedings of the International Workshop on Content-Based Image Retrieval: where have we been, 
and where are we going (CBIR 2020), January 10, 2021; Milan, Italy; 2021. p. 2-19. 

32. Srisa-ard O. Validation of measurement tools by experts. JEM-MSU 2018;1(1):45-9. 

33. Christian B. The Most Human Human: What Talking with Computers Teaches Us About What It Means 
to Be Alive. New York: Doubleday; 2011.  

34. Rosebrock A. Deep Learning for Computer Vision with Python. New York: PYIMAGESEARCH; 2017. 

35. Sawarka K. Deep Learning with PyTorch Lightning Swiftly build high-performance Artificial Intelligence 
(AI) models using Python. Birmingham: Packt Publishing; 2022.  

36. Chaudhary A. Evaluation Metrics For Information Retrieval. [Internet]. 2023 [cited 2023 May 28]. 
Available from: https://amitness.com/2020/08/information-retrieval-evaluation/  

37. Carnevali L, Briggs J. Metrics in Information Retrieval. [Internet]. 2023 [cited 2023 May 28]. Available 
from: https://www.pinecone.io /learn/offline-evaluation/ 

38. Sangsuriyong R. Risks of Error in the Quantitative Sociology Research. JHSS BUU 2022;30(1):158-85. 

39. Jansen BJ, Spink A. How are we searching the world wide web? A comparison of nine search engine 
transaction logs. Inform Process Manag 2006;42(1):248-63.  

40. Jansen BJ, Spink A. An Analysis of Web Documents Retrieved and Viewed. In: proceedings of the 4th 
International Conference on Internet Computing, April 26-28, 2003; Chennai, India; 2003. p. 65-9.  

41. Dix A, Finlay J, Abowd GD, Beale R. Human–Computer Interaction. 3rd ed. Harlow: Pearson; 2004.  

42. Bianchi F, Attanasio G, Pisoni R, Terragni S, Sarti G, Lakshmi S. Contrastive Language-Image Pre-training 
for the Italian Language. [Internet]. 2021 [cited 2023 May 28]. Available from: 
https://arxiv.org/pdf/2108.08688.pdf 

43. Liu C, Song G. A Method of Measuring the Semantic Gap in Image Retrieval: Using the Information 
Theory. In: proceedings of the 2011 International Conference on Image Analysis and Signal Processing 
(IASP 2011), October 21-23, 2011; Hubei, China; 2011. p. 1-5.  

 
 

 

 


